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Abstract : The concept of machine learning encompasses a wide variety of different approaches, one of which is called clustering. The data 

points are grouped together in this approach to the problem. Using a clustering method, it is feasible, given a collection of data points, to classify 

each data point as belonging to a specific group. This can be done if the algorithm is given the collection of data points. In theory, data points 

that constitute the same group ought to have attributes and characteristics that are equivalent to one another, however data points that belong to 

other groups ought to have properties and characteristics that are very different from one another. The generation of multiview data is made 

possible by recent developments in information collecting technologies. The data were collected from à variety of sources and were analysed 

using a variety of perspectives. The data in question are what are known as multiview data. On a single view, the conventional clustering 

algorithms are applied. In spite of this, real-world data are complicated and can be clustered in a variety of different ways, depending on how the 

data are interpreted. In practise, the real-world data are messy. In recent years, Multiview Clustering, often known as MVC, has garnered an 

increasing amount of attention due to its goal of utilising complimentary and consensus information derived from different points of view. On 

the other hand, the vast majority of the systems that are currently available only enable the single-clustering scenario, whereby only makes 

utilization of a single cluster to split the data. This is the case since there is only one cluster accessible. In light of this, it is absolutely necessary 

to carry out investigation on the multiview data format. The study work is centred on multiview clustering and how well it performs compared to 

these other strategies. 

Keywords: Multi-Kernel Learning, Co-Training, Graph Clustering,  Multi-Task Learning, Multiview Clustering; Non-Negative Matrix 

Factorization, Subspace Clustering. 

 

I. INTRODUCTION 

Clustering is one of the most important unsupervised learning 

techniques, and it has found a variety of applications in the 

field of data analysis, including social network analysis, gene 

expression analysis, heterogeneous data analysis, and market 

analysis. Clustering [1] is one of the most important 

unsupervised learning techniques. The purpose of clustering is 

to divide a data set into many groups in such a way that the 

data samples included within each group are more similar to 

one another than the data samples contained throughout the 

different groups. The process of mining the hidden patterns 

relies heavily on clustering to organise the data.The data that 

are taken from the real world always come from a variety of 

sources and are always represented by a number of different 

featureviews. Various perspectives on the data each describe a 

unique subset of the data's characteristics. If you cluster based 

on information that is complementary to each other and is 

provided by several views, you will achieve better results than 

if you cluster based just on one view.Historically, it was 

believed that one particular subset was all that was required for 

data mining, and many perspectives were frequently considered 

to be unnecessary duplications of the same information. But 

recent studies have shown that looking at data from a variety of 

perspectives can often yield complimentary results and 

contribute to a deeper comprehension of the underlying data 

structure. Multi view learning [4][5] has two advantages: first, 

a better performance can be obtained by integrating the many 

views rather than using a single view, and second, the 

correctness of the knowledge that is created has the potential to 

be cross-verified through multiple perspectives.  As a result, 

multi-view clustering is required in order to effectively manage 

multiview data. 

In the realm of machine learning, the discipline of multiview 

clustering (MVC) [3], along with many other multi-view or 

multi-modal subfields, is predicated on the concept that not 

only the addition of additional data, but also the incorporation 

of various kinds of data, can result in improved outcomes. The 

parable of "the blind men and the elephant" [2] is a helpful 

illustration for comprehending the significance of MVC, also 

known as multiview learning. In this allegory, each blind man 

stands for a different perspective on the matter at hand. 

However, given that no one perspective on the subject can ever 

obtain a whole picture of the subject, the only way to ever 

recover an entire picture of the subject is to compile the 
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information obtained from a variety of different perspectives. 

To provide further clarity, each perspective represents one 

different source of information. For instance, the contents of a 

web page can be used to describe the page from one 

perspective, but the information included in hyperlinks can be 

seen from a different perspective. Additionally, distinct aspects 

of a datum can be considered to be diverse viewpoints of the 

same thing. In the field of image processing, every image is 

broken down and analyzed using a variety of features, 

including CENTRIST, Color Moment, Local Binary Patterns 

(LBP), Histogram of Oriented Gradients (HOG), and Scale 

Invariant and Feature Transformation (SIFT). CENTRIST is a 

feature that measures the intensity of a single color across time. 

As shown in figure 1, Original image is  (a) and its 

representation using  5 views are shown in (b),(c),(d),(e)and (f). 

Similarly original image (g) and its representation using 5 

views are shown in (h),(i),(j),(k)and (l) and original image (m) 

and its representation using 5 views are shown in 

(n),(o),(p),(q)and (r). Multi-view algorithms deal with each 

view of the data individually and then combine the solutions to 

get a comprehensive, robust pattern that is superior to its 

single-view representation. This is because multi-view 

algorithms deal with the data in a way that is more like how 

humans think about it. 

It is important to note, for the purpose of outlining two 

illustrative domains, that health care facilities frequently 

capture the same disease condition utilizing different medical 

sensors (for example, EEG, fMRI, and PET are a variety of 

methods of capturing neurological in nature information), and 

that criminal history records frequently represent the same 

crime utilizing techniques such as textual narratives, CCTV 

footages, audio tapes, and photographs. The purpose of this is 

to illustrate the similarities and differences that exist between 

the two types of domains. Image categorization, pattern 

recognition, and motion segmentation are just some of the 

applications that have found widespread use for multiview 

clustering. 

 

Figure 1: Examples of multiview data. 

 

The investigation of multiview clustering methods is the most 

important addition that this research makes. The first section of 

the paper is all about the different multiview clustering 

methods. It is indicated in Section II that there exist multiview 

benchmarking datasets. Performance analysis makes up Section 

III of this document. 

II. MULTIVIEW CLUSTERING APPROACHES 

 

Figure 2: Multiview clustering approaches 

This literature review is comprised of a variety of multiview 

clustering approaches that are representative of the field. It is 

broken down and summarised in five different categories, as 

shown in figure 2, in accordance with the mechanisms and 

principles that form the basis of these methodologies. 

1. Co-training style algorithms: 

Co-training is a strategy for machine learning that is utilized 

in scenarios in which here only exists small amounts of 

labelled data but significant volumes of unlabeled data. In 

these kinds of scenarios, the unlabeled data is more important 

than the labelled data. Text mining, which is used by search 

engines, is one of its applications.  It does this by operating 

under the presumption that every instance can be 

characterized by employing two different sets of attributes, 

each of which offers information that is complimentary to the 

other concerning the instance. Each perspective is sufficient 

(that is, the class of an instance can be accurately predicted 

from each view alone), and each of the perspectives have 

integration (the objective functions export the same 

predictions for co-occurring features with a significant 

likelihood of occurring in both views). This ideal scenario 

occurs when the two perceives are conditionally detached 

from one another (that is, the two feature sets of each instance 

are conditionally independent given the class). Bickel and 
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Scheffer[6] originally examined MVC with a co-training 

approach in the context of unsupervised learning (also known 

as clustering), and they suggested two different forms of MVC 

algorithms for use with text data. Expectation maximisation 

(EM) [7] algorithm, which works in an iterative manner 

between the views, and an agglomerative algorithm [8] that is 

influenced by the co-training algorithm. 

 This class of approaches seeks to achieve the greatest possible 

degree of concordance among all points of view and arrive at 

the widest possible consensus. Figure 3 illustrates the usual 

co-training algorithms' standard operating procedure for the 

training process.Utilising previous knowledge or gaining new 

information from one another is how it gets the process of 

clustering various perspectives started. When this tactic is 

applied in an iterative manner, the outcomes of the clustering 

of all perspectives become likely to one another, which 

ultimately results in the widest possible consensus across all 

perspectives. The clustering findings from one view are 

utilized for restricting the level of resemblance for the other 

views, which is the fundamental premise upon which the co-

training techniques are founded. This is the fundamental idea 

behind these algorithms. 

 

Figure 3: General procedure of co-training 

1.1 Co- regularization 

In order to bootstrap classifiers in each view, the Co-training 

approach uses unlabeled samples from many perspectives, 

often in a greedy manner. It also operates under the notion that 

perspectives are compatible with one another and are 

independent of one another. Regularisation is a technique that 

is used to cut down on errors by adequately fitting the function 

on the provided training set and avoiding overfitting at the 

same time. In a paradigm known as Co-Regularization [9], 

classifiers are learned in each view using various forms of 

multi-view regularisation. This framework for co-regularization 

is founded on the principle of optimising metrics of agreement 

and smoothness over samples that have either been labelled or 

not. The Co-Regularized Least Squares (Co-RLS) [10] 

algorithm is part of the family of algorithms that make up this 

framework. This algorithm does a joint regularization that aims 

to minimize disagreement in a least squared sense. In addition, 

the Co-Regularized Laplacian Support Vector Machine (SVM) 

[11] and Least Squares (Co-LapSVM, Co-LapRLS) techniques 

employ multiview graph regularises to impose complementary 

and robust ideas of smoothness in each view.  

Some salient features of the this algorithms are 

• The traditional framework of regularisation in replicating 

Kernel Hilbert Spaces is extended naturally, giving rise to 

these techniques. Additional regularizers that are driven 

from established semi-supervised learning concepts are 

utilised in order to incorporate the unlabeled data. 

• The algorithms are not greedy; they utilise convex cost 

functions; and it is simple to put them into action. 

• It is possible to exercise explicit control over the influence 

of both numerous views and unlabeled data. The 

fundamental concept behind co-regularization is to reduce 

the amount of difference that exists between the predictor 

functions of two different points of view, with this 

reduction serving as an element of the objective function. 

1.2 Multi view Spectral Clustering 

The difficulty of finding the minimal cut in graphs is intricately 

connected to spectral clustering. To begin, it performs 

dimensionality reduction on the initial data space by utilizing 

the spectrum of the similarity matrix of data samples. This is 

done in order to simplify the analysis. After that, it applies the 

k-means clustering algorithm to the low-dimensional space in 

order to divide the data into a number of distinct groups. For 

this reason, the initial step in the process of analysing a group 

of data samples should involve the construction of a similarity 

matrix. The goal of spectral clustering is to organise data into 

distinct groups by efficiently investigating complimentary 

information from a number of different Laplacian matrices. 

Spectral clustering is a method that has its origins in graph 

theory. In this field of study, the method is utilised to determine 

communities of nodes in a network based on the edges that 

connect them. The method is adaptable and supports the 

clustering of data that does not contain graphs. When 

performing spectral clustering, the information required comes 

from the spectrum, or eigen values, of specialised matrices that 

are constructed from either the graph or the data collection.  

Steps for co-training based multiview spectral clustering: 

1. Solve the spectral clustering problem using each graph 

individually to obtain the discriminative eigenvectors for 

each perspective, such as U1 and U2.  

2. Cluster the points with the help of U1, and then utilize 

this clustering to change the structure of the graph in 

view 2.  

3. Cluster the points using the U2 algorithm, and then utilize 

this clustering to make changes to the network structure 

in view 1. 
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4. Return to Step 1 and go on doing so for the desired 

number of times. 

Better clustering results have been obtained by a number of 

earlier approaches [12,13,14] that were related to co-training. 

These techniques all use spectral clustering, which is 

advantageous for graph clustering because it can accept 

irregular cluster shapes and is hence more efficient. Co-training 

is a technique to multi-view spectral clustering that was 

proposed by Kumar and Daum eIII[12]. In this method, the 

clusters are bootstrapped to different perspectives by utilising 

complementing information from one another. The most recent 

method of multi-view clustering, which is based on co-training, 

employs the utilisation of spectral embedding from one view to 

update other views. In addition, Kumar et al. proposed a co-

regularized technique for multi-view spectral clustering in their 

paper [13]. In this method, the graph Laplacians are put in 

place on all views, and regularizations are performed on the 

Eigenvectors are of the Laplacians. This is done in order to 

guide the resulting clustering arrangements in a consistent 

manner. 

Because this particular low-dimensional encoding is the one 

that is used to generate clusters, the spectral embedding of a 

view can be regarded of as representing an underlying 

clustering structure. This is because this particular low-

dimensional embedding is the one that is used to build clusters. 

However, the spectral embedding does not reflect unambiguous 

borders between clusters; as a result, it has an impact on the 

ability of the co-training algorithm to converge.  

Sally El Hajjar and Fadi Dornaika's paper [15] outlines an 

innovative method for doing graph-based multiview clustering 

in one step. Two significant advancements are included, both of 

which set it apart from other graph-based approaches that 

cluster in a single step. In the beginning, construct an additional 

graph by applying the cluster label correlation to the graphs 

that are connected to the data space. Second, a smoothing 

constraint is utilised in order to compress the cluster-label 

matrix thereby rendering it more consistent with the initial data 

graphs as well as with and label graphs. This is accomplished 

through the utilisation of a smoothing constraint. In addition, 

the spectral clustering technique that is used in the procedure of 

clustering has problems with both its scalability and its 

runtime. 

1.3  Co- Clustering 

There has also been research done on multiview clustering that 

is based on co-clustering, which involves simultaneously 

clustering the objects and the characteristics. Clustering 

challenge posed by a data matrix with features (variables, or 

attributes) organised in columns and objects (attributes, or 

rows) in the matrix's rows. The most fundamental method of 

data mining is known as clustering items based on the data 

matrix. This method groups objects that have similar patterns 

of distribution. Co-clustering is an extension of traditional 

clustering that involves the creation of a model that not only 

captures the structure of object clusters but also the structure of 

feature clusters. 

For instance, Meng et al. [16] presented a heterogeneous data 

co-clustering technique. This strategy not only broadens the 

scope of fusion from two views to many views, but it also 

assigns different data sources different weights based on the 

features they contribute. This approach clusters heterogeneous 

data in a way that allows for multiple views of the same data. 

The approximate alternate linearized minimization strategy was 

presented by Sun et al. [17]. The matrix decomposition served 

as the foundation for this approach.Using this strategy, it is 

possible to deconstruct many data matrix structures into sparse 

row and column vectors at the exact same time. In addition to 

this, it is able to link the various views of the data by making 

use of a binary vector. This binary vector ensures that the row 

clusters remain consistent throughout all of the views. In [18], 

the architecture for learning co-similarities from multi-view 

datasets was designed. In [19], the architecture was then 

parallelized. The architecture was designed to simultaneously 

build similarity matrices between the rows and columns of a 

data matrix, rather than a set of clusters; this was done in order 

to learn co-similarities. In addition to this, it is able to link the 

various views of the data by making use of a binary vector. 

This binary vector ensures that the row clusters remain 

consistent throughout all of the views. In [18], the architecture 

for learning co-similarities using multi-view datasets was 

designed. In [19], the architecture was then parallelized. They 

made this assumption based on the fact that they believed that 

transferring similarity values that were generated from 

individual data from one view to others would result in 

improved data clustering. In addition, a number of 

collaborative Multiview clustering strategies have been looked 

into in [21, 22]. The first step is conducted locally, while the 

second stage is conducted in partnership with others. A 

clustering method is applied to each view during the local 

phase, and then, during the collaboration phase, each view is 

coupled with the clustering outcomes corresponding to the 

other views that have been generated during the local phase. 

During the local phase, each view is clustered independently of 

the other views. 

The purpose of performing multiple clusterings is to identify a 

number of different approaches that can be used to 

independently organize a dataset into clusters. The current 

solutions to this problem only concentrate on clustering in a 

single direction. However, in many applications that are used in 

the real world, it is useful and desired to investigate alternative 
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two-way clustering (also known as co-clusterings) [18]. This is 

the process of clustering both samples and characteristics. 

By enabling the automatic discovery of similarity based on a 

subset of qualities, it is able to circumvent a number of the 

restrictions that are inherent to conventional clustering 

algorithms. 

A user's rating of a document, for instance, is influenced not 

just by the user's qualities (such as their affinity for certain 

subjects or categories), but also by the document's features 

(such as its connections to one or more of those subjects or 

categories). 

The performance of co-clustering is improved for datasets that 

are both sparse and tiny. If the data are positive, then it works 

very well. 

1.4  Agglomerative 

The techniques used in agglomerative clustering work by 

repeatedly merging the clusters that are geographically closest 

to one other. A obvious extension of this process for the multi-

view context is to divide up the iterative merging procedure in 

such a way that one iteration runs one merging step in a 

particular view and the next iteration step in the other view and 

so on. This extension of the procedure is called "splitting up the 

iterative merging procedure." 

An example of a hierarchical clustering algorithm is referred to 

as agglomerative clustering. The bottom-up methodology, 

which is used to organize the datasets into clusters, is shown in 

figure 4, and can be seen as an example of this methodology. 

This means that the approach begins by treating each dataset as 

a component of a single cluster, and then it begins merging the 

clusters that are the most closely associated with one another. 

In the end, it creates a new cluster that contains all of the 

datasets that are the most closely connected to one another. 

The step that Agglomerative Clustering take are: 

1. Determine the distance measurement, and then compute 

the distance matrix, with each data point being assigned to 

a particular cluster. 

2. Find out the conditions for linking so that the clusters can 

be merged. 

3. Keep the distance matrix up to date. 

4. Continue the process until each data point is represented 

by a single cluster. 

Bickel and Scheffer [6] initially researched MVC with the idea 

of co-training, and they suggested two different forms of 

Multiviewclustering methods for text data. The first is an EM 

algorithm with multiple perspectives that operates by switching 

back and forth between the views, and the second is an 

agglomerative algorithm that is modeled after the co-training 

method. As a consequence of this, Bickel and Scheffer [6] 

came to the realization that the multiview EM algorithm 

performed noticeably better than the single-view approach. On 

the other hand, the agglomerative algorithm produced 

unfavorable outcomes. 

2. Multi kernel multiview clustering 

The term "multiple kernel learning" refers to a group of 

different techniques to machine learning that make use of a 

predetermined set of kernels and learn the optimum linear or 

non-linear combination of one or more kernels as an integrated 

component of the algorithm. These approaches make use of a 

given set of kernels in order to accomplish their goals. These 

methods make use of a collection of kernels that has already 

been defined and learn the most efficient linear or non-linear 

combinations of kernels that produce the best results. These 

methods enable the data to be categorized in a wide range of 

different ways. Learning from multiple kernels can be helpful 

for a variety of reasons, including the ones that are listed 

below: a) the ability to select for an optimal kernel and the 

parameters from a larger set of kernels, thereby reducing bias 

due to kernel selection while simultaneously allowing for more 

automated machine learning methods; b) the ability to bring 

together data from numerous sources (for example, sound and 

images from a video) that possess distinct notions of similarity 

and, as a result, require different kernels; both of these 

advantages are related to each other and are important to 

understand. It is possible to integrate kernels that have already 

been produced for each separate data source by employing 

several kernel methods rather than developing a whole new 

kernel. In a scenario with several viewpoints, De Sa et al. [23] 

developed a specialized kernel combination approach that was 

based on an algorithm that minimized the amount of 

disagreement [24, 25]. To be more specific, they constructed a 

multi-partite graph with the goal of inducing a kernel, which 

was subsequently put to use for spectral clustering. This 

method can be considered an alternative to kernel canonical 

correlation evaluation, as well as an expanded version of co-

clustering and spectral clustering. Additionally, it can be 

viewed as a clustering methodology that combines the two. In 

addition, Yu et al. [26] incorporated Hilbert space into the 

conventional K-means clustering. The multi-view data matrices 

used inside this new framework were referred to as kernel 

matrices, and they were automatically integrated for the 

purpose of data fusion [27]. The kernels were combined in a 

way that was unique to the region in question in order to 

provide a more accurate representation of the sample features 

included within the data [28]. Lu et al. [29] focused their 

research on multiple kernel grouping based on a centered 

kernel alignment, which is an efficient kernel evaluation 

metric. This was the subject of the research that they did. This 
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was done so that a single optimization framework could be 

created out of two different clustering tasks as well as multi-

kernel learning. Research has also been done on methods that 

use a weighted combination of kernels, and this research takes 

into account the differences in perspectives (or kernels). For 

instance, the weights that were assigned to the kernels were 

determined by the information quality of the views that 

corresponded to those kernels [30]. The kernel proper 

alignment served as the foundation for the learning of the 

kernel matrix's structure, which was done in order to determine 

the degree of similarity between two kernel matrices. In 

addition, Liu et al. [30] demonstrated a weighted numerous 

kernel K-means clustering algorithm that made use of matrix-

induced normalization of employment. The above technique 

was able to automatically determine weights for deriving the 

kernel matrix on each view through an optimization process.  

The multi-kernel MVC architecture is more difficult to grasp 

and requires more processing power. 

In numerous applications, including as event detection in video, 

object recognition in pictures, and biological data fusion, 

multiple kernel learning strategies have been utilized. 

2.1 Kernel based weighted multiview clustering 

Views are described in terms of the kernel matrices that are 

provided in this approach, and a weighted combination of the 

kernels is learned in parallel with the partitioning process. The 

quality of the information included in the views that correspond 

to the kernels is reflected in the weights that are assigned to the 

kernels. In addition to this, the combination scheme includes a 

parameter that regulates the permissible sparsity of the weights. 

This helps to prevent extremes and ensures that the weights are 

appropriate for the data. In this paper, two efficient iterative 

techniques are shown that maximize the intra-cluster variance 

from distinct points of view by alternating between upgrading 

the view weights and recomputing the clusters. 

A weighted multiview clustering approach that incorporates 

matrix-induced and low rank regularization was presented by 

Zhao et al. [32]. Zhang et al. [33] also created an auto-weighted 

multi-kernel multiview clustering technique that 

simultaneously weights the views and kernels. Both of these 

algorithms were presented as part of a weighted multiview 

clustering approach that was based on modified Gaussian 

kernels that had changeable weights. Trivedi et al. [34] 

proposed a general technique that permits the multi view the 

case of clustering in complete view situations, to be applicable 

in this scenario, where just one perspective was complete while 

the auxiliary views were partial. This technique enables the 

multiview clustering to be applicable in completeview 

circumstances since it is a generic technique. Within the scope 

of their paper, this methodology was discussed. In order to 

demonstrate their point, they used a method called kernel 

canonical correlation analysis (CCA) based multiview 

clustering. According to De Sa et al. [23], their suggested 

approach was able to assess sample affinities even when there 

were missing views. Shao et al. [35] created a collective kernel 

learning technique as a means of deducing the hidden sample 

similarity in a scenario in which no single perspective can be 

regarded comprehensive. This technique was designed for use 

in situations like the one described above. This strategy's 

objective is to maximize the alignment of the shared instances 

of those views in order to comprehensively finish the kernel 

matrices of the unfinished views as a group. In addition, Liu et 

al. [36] merged the kernel imputation and clustering into a 

unified learning technique for imperfect multiview clustering. 

This is in contrast to other existing methods, which do not 

include this integration. In those other methods, entire kernels 

were initially guessed, and then a multi-kernel clustering 

procedure that was readily available was utilized on the kernels 

that were input. This was done in order to cluster the input 

kernels. 

This Multi kernel weighted multiview clustering method not 

worked well for text data. 

3. Multiview graph clustering 

Each data object is represented by a node in the graph, and the 

connection that exists between each pair of objects is 

represented by an edge between those nodes. Graphs, also 

known as networks, are frequently utilized for the purpose of 

describing the relationships that exist between objects. In point 

of fact, the similarity or the affinity connection is the one that is 

used to determine the nature of the connection most of the time; 

more particularly, the input graph matrix is constructed from an 

information similarity matrix. Data objects are represented by 

numerous graphs at the same time in a multiview situation. It is 

a widely held belief that any unique graph can only represent a 

subset of the information contained in the data, despite the fact 

that all graphs share the same underlying data clustering 

structure. As a consequence of this, these graphs are able to 

mutually reinforce one another by collectively consolidating 

the correlation that exists between the various data elements. 

The graph-based fusion technique for multiview data is, in 

general, very similar to figure 4.The objective of learning low-

dimensional representations of nodes in a multi-view network 

using multi-view graph embedding is to capture the many 

relationships between the nodes. Every one of the views that 

make up the multi-view network depicts a different manner in 

which the nodes interact with one another. This series of 

procedures begins by looking for a fusion graph (or network) 

across all views. After that, graph-cut techniques or different 

techniques (such as spectral clustering, for example) are 
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performed on the fusion network in order to achieve a 

clustering result. 

3.1 Graph basedmultiviewclustering 

The extraction of common elements from numerous graphs 

through the use of certain methods, such as the linked matrices 

factorization method, led to the creation of a variety of graph-

based algorithmic clustering techniques that were easily 

applicable to multiview data. These methods are based on the 

concept of multiple similarity graphs. An technique for 

clustering documents using multiple viewpoints was proposed 

by Hussain et al. [37]. In order to build numerous partitions, the 

single-view clustering methods are performed to the data 

matrices of each view. After that, these partitions provide a set 

of three separate similarity matrices, which are respectively 

known as the affinity matrix, the cluster-based similarity 

matrix, and the pair-wise dissimilarity matrix. Each of these 

matrices is named after the clusters that they are based on. In 

the end, it uses a method known as an ensemble to aggregate all 

of these matrix structures into a single, unified similarity matrix 

that can then be used for clustering. This matrix may then be 

used to group items together. In addition, the impact of various 

similarity metrics (such as Pearson and Spearman correlations, 

Euclidean and Canberra Distances, etc.) on multiview 

clustering has been investigated in [56]. This research may be 

found in the citation below. Xue et al. [57] presented a group-

aware multi-view fusion methodology as their contribution. 

This approach makes use of a variety of weights in order to 

quantify the degree of pair wise similarity that exists between 

diverse groupings. Even though certain multiview clustering 

strategies were able to acquire a weight for each graph, such 

systems still contain additional parameters to adjust. Nieet al. 

[58] developed a framework for numerous graphs that is free of 

parameters and can automatically learn a set of weights to 

apply to each graph in order to address the challenges described 

above. Additionally, unsupervised feature selection for multi-

view data is a technique that has also been investigated as part 

of this project. These particular qualities were selected for use 

in a clustering activity in addition to other learning activities 

since they lend themselves well to such applications. 

 

Figure 4: General procedure of graph-based clustering 

 

3.2 Network based multiview clustering 

The vast majority of graph-based MVC techniques generally 

make the assumption that the same collection of data items is 

accessible for each view. As a result, the relationship that exists 

between data items in the various views is a one-to-one 

relationship. A many-to-many mapping relationship is created 

when an object in one domain can correspond to several objects 

in another domain. This type of relationship is also known as a 

one-to-many mapping relationship. This is the situation in a 

number of various programs that have their foundations on real 

life, which include social networks, literature citation networks, 

and biological interaction networks. It's possible that depicting 

these connections using networks, rather than graphs, might be 

a more accurate representation. The primary difference between 

network-based MVC and graph-based MVC is due to this 

particular feature. 

To put it another manner, an object that is present in one 

domain could correlate to multiple other objects that are present 

in a different domain. 

In addition, unique data distributions are characteristic of each 

individual domain. This undermines a second assumption, 

which held that all perspectives would have the same grouping 

structure. Ni et al. [38] created a robust and adaptable multi 

network clustering framework to overcome the aforementioned 

two difficulties. This framework permits many-to-many 

relationships and many underlying clustering structures. 

 

Figure 5: Network of network 

In particular, Ni et al. [38] approached the degree of similarity 

among each domain as if it were its own network. Additionally, 

they modeled the similarity across the multiple domains as if it 

were its own network in order to normalize the clustering 

structures that were present in the various networks. The 

definition of a global network, which has been referred to as a 

Network of Networks (NoN), is depicted in the figure 5 that 

can be found attached to this paragraph. In this picture, the 

network that is dashed symbolizes the main network that 
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connects the six different domains A, B, C, D, E, and F, and 

each node in the main network corresponds to a domain-

specific network that is represented by the solid lines. Main 

clusterings that have and domain clusterings are names given to 

the groupings of nodes that exist in the primary network and 

the domain-specific network, respectively. These names are 

meant to be used in conjunction with one another. In light of 

these ideas, they settled on a strategy consisting of two stages 

in order to partition the NoN. This strategy begins with the 

partitioning of the main network, which is followed by the 

incorporation of the learning information obtained from the 

main network into the clustering of domain-specific networks. 

3.3 Spectral based multiview clustering 

The data clustering paradigm known as spectral clustering has 

been around for a long time. Forming a pair-wise affinity 

matrix between any two objects, then normalizing this affinity 

matrix, and finally computing the eigenvectors of this 

normalized affinity matrix (also known as the graph Laplacian) 

are the fundamental steps in this process. It has been shown 

that the subsequent eigenvector of the normalized graph 

Laplacian is a compression of a binary vector solution. This 

finding was made possible by the fact that the graph was 

normalized. This conclusion was reached as a result of the 

previous sentence. This approach has the potential to reduce the 

normalized cut on a graph, which refers to the connection 

between the spectral and the graph. De Sa devised a spectrum 

clustering approach on two independent perspectives in his 

paper [39], and each of these views could be fed into a separate 

clustering model. In order to connect the two-view features, 

this spectral-based multiview clustering method first generated 

a bipartite graph using a minimizing-disagreement criterion 

[40, 41]. On this bipartite graph, it proceeded to execute a 

number of different spectral clustering techniques. Zhou and 

Burges [42] investigated multiview spectral clustering by 

extrapolating a well-known cut from the single view to multiple 

views; examining how to identify a clustering algorithm that is 

close to the best possible result for all graphs; and further 

developing a multiview transductive deductive approach on the 

basis of multiview spectral clustering. This was done. All of 

these were done in order to further develop a multiview 

transductive deductive reasoning on the basis of multiview 

spectral clustering. Zhou and Burges [42] also investigated how 

to learn a clustering close to the optimal solution for all graphs. 

Work of a similar nature has been done [43], with the intention 

of locating a balance cut that is capable of effectively 

separating all similarity graphs from one another. 

4. Multiview subspace clustering 

The process of substructure clustering is an extension of classic 

clustering that aims to locate clusters in a dataset's various 

subspaces in addition to the original dataset's whole. When 

dealing with high-dimensional data, it is common for many of 

the dimensions to be irrelevant, which might disguise existent 

clusters in data that is noisy. Through careful examination of 

the full dataset, the process of feature selection eliminates 

dimensions that are deemed unnecessary or duplicated. The 

search for relevant dimensions is localized by the algorithms 

used for subspace clustering, which enables them to locate 

clusters that are present in several subspaces and may overlap 

with one another. The problem of multi-view subspace the case 

of clustering which refers to the process of developing a new 

and unified depictions for all view data, from multiple 

subspaces, or a space of latent information that makes it easier 

to cope with highly dimensional information when creating 

clustering models, has recently been an important subject in the 

field of multiview clustering. This problem pertains to the 

process of acquiring new and unified visualizations for each 

and every set of view data, which originates from a number of 

different subspaces. Specifically, this procedure requires 

learning a new representation that is unified for all of the view 

data that comes from the various subspaces. 

Figure 6 provides a visual representation of the multiview 

subspace clustering process in its overall form. One can obtain 

a unified representation of the features in one of two ways: 

I. Discover a unified representation by directly learning from 

many subspaces. 

II. Discovering a hidden space is the first step toward reaching 

this overarching representation. In the end, this unified 

description was used to obtain the clustering findings by 

feeding it into a pre-made clustering model. 

 

Figure 6: General procedure of multi-view subspace clustering. 

The only thing that the latent space is is an illustration of the 

data after it has been compressed. During the compression 

process, the points of the data that are most similar to one 

another are brought closer together in space. Discovering less 

complicated ways to represent the data and gaining knowledge 

about the features of the data are both valuable uses of latent 

space. A unique method known as Latent Multiview Subspace 

Clustering (LMSC), which simultaneously analyzes underlying 

complimentary information from several viewpoints while 

clustering data points with latent representation [45]. 
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There are four primary categories of multiview subspace 

clustering methods. These include subspace learning-based 

methods, Non Negative Matrix Factorization (NMF)-based 

methods (which are considered to be a specific example of 

subspace learning), Canonical correlation analysis, and Deep 

multiview clustering methods. 

4.1 Subspace learning based 

Learning that takes place in subspace MVC makes the 

assumption that data points are drawn from the latent subspace 

in an effort to discover a latent space that can be derived from 

numerous low-dimensional subspaces. In recent years, there 

has been a significant focus in research on computer vision on 

subspace learning, which is the most important factor in 

dimensionality reduction. It includes traditional linear 

dimensionality reduction approaches, as well as manifold 

learning and other similar processes. Co-training is a method 

that Zhao et al. [44] developed in order to instruct multi-view 

subspace clustering. This framework merged the traditional K-

means clustering method with the linear discriminant analysis 

in order to create a co-training scheme. This scheme made use 

of labels automatically learnt in one view in order to build 

discriminative subspaces in another view. 

4.2 Non negative matrix factorization (NMF) 

Clustering is a typical application for NMF. It requires one of 

the factorized matrices to be used as an indicator matrix, 

meaning that any element in the matrix that is not zero can be 

used to determine which information point belongs to which 

cluster. Therefore, a natural technique to do MVC is to insist 

that the indicator matrix for different views have the same or 

comparable structure. One of the most well-known properties 

of NMF is that it is able to learn a part-based representation, 

which is made possible by the nonnegative constraints. In many 

different applications, such as pattern recognition, information 

retrieval, and facial recognition, it provides both an intuitive 

and meaningful experience. 

4.3 Canonical correlation analysis (CCA) 

The purpose of canonical correlation analysis is to find and 

quantify the relationships that exist between two different sets 

of variables. The correlation among the independent and 

dependent variables is to be used as a guide when doing the 

clustering process.Given the labels for clustering, it is assumed 

that all perspectives are conditionally independent of one 

another. Chaudhuri et al. [46] introduced a method for learning 

multi-view subspaces that is based on classical correlation 

analysis. Using this method will allow you to acquire auxiliary 

results for Gaussian mixes as well as log concave distribution 

mixtures. The convex subspace representations learning 

method that Guo[47] presented for MVC was developed 

further. The primary objective is to identify a shared subspace 

representations across various perspectives, and after this has 

been accomplished, to apply conventional clustering algorithms 

to the shared representation. A co-training approach for multi-

view subspace clustering was developed by Zhao and 

colleagues [48]. It integrated the traditional K-means algorithm 

with the linear discriminant analysis in the context of a co-

training scheme that made use of labels that were automatically 

learnt in one view in order to produce prejudiced subspaces in 

another view. Deng et al. [49] proposed a feature weighting 

approach that was based on subspace learning. This method 

automatically and locally changed the feature weighting of 

each group based on how close the views were.It is possible to 

use canonical correlation with two different interpretations of 

the data. 

4.4 Deep multiview clustering 

Deep multi-view subdomain cluster based on intact space 

learning model (DMVSC-ISL) was a concept that was 

proposed by Zhao, Ding, and Y. Fu in [50]. This model 

incorporates both a subspace clustering module as well as a 

space learning module that is complete. The learning module 

for intact space makes use of auto-encoder networks to obtain 

the latent representation of each view by reducing redundant 

and noisy information, and then makes use of degradation 

networks to produce the intact space representation based on 

the various latent representations. It is more time-consuming, 

but the end effect is superior [51]. 

5. Multi task Multi Viewclustering 

Multi-task clustering, which is a subfield of the field of multi-

task learning [52], combines the performance of various tasks 

that are connected to one another and makes use of the 

connection that exists between these tasks in order to improve 

clustering performance for single-view data. The Multi-task 

Multi-view Clustering (MMVC) algorithm considers each 

individual view data with either one task or several tasks, as 

demonstrated in Figure 7. Inheriting the inherent characteristics 

of both the multiview clustering and the multitask clustering 

methods allows for this to be achieved. Finding a way to 

convey the intra-task (within-task) grouping on each view and 

finding a way to exploit the multitask and multiview 

relationship while concurrently conveying the inter-task 

(between-task) information to one another are the two primary 

issues that are associated with MMVC. Both of these 

challenges require finding a way to represent the intra-task 

(within-task) grouping on each view. Both of these challenges 

need to be overcome. Both of these challenges must be 

overcome before MMVC can be considered successful. 

The purpose of multiview multitask clustering is to determine 

the connections between distinct but related activities in order 
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to improve the performance of each individual clustering 

activity [53], [54]. The performance of the first task can be 

improved with multi-task clustering algorithms by employing 

the information from the performance of other related tasks 

[55]. Many data from the actual world exhibit dual-

heterogeneity. In other words, the data for many individual 

activities can be represented by various views, and the data for 

many distinct tasks can be shared across several views [54]. As 

an illustration, the clustering of songs sung in English and 

Hindi is an example of a multi-task clustering problem 

involving two tasks. The songs themselves are represented by 

two views: the lyrics and the audio features. Multi-task 

multiview clustering is the word that's used to describe this 

kind of issue. 

This category takes into account each view as having either one 

task or numerous tasks that are related to one another, transfers 

the inter-task knowledge to one another, and leverages multi-

task and multiview interactions in order to increase clustering 

performance. 

 

Figure 7: General procedure of multi-task multi-view clustering. 

III. BENCHMARKS DATASETS 

Seven benchmark  multiview datasets are summarized in table 

I. 

3Sources Dataset is a news article dataset. These articles are 

collected from three news sources: BBC, Reuters, and 

Guardians. There are 948 articles contained within the original 

datasets that are reported by at least one of the three different 

sources. 169 of these articles are included here, and a bag-of-

words representation has been chosen to represent the articles 

as a whole. One of these six topical categories—business, 

entertainment, health, politics, sport, or technology—

predominates throughout the majority of these 169 articles. 

Reuters: The materials that are included in Reuters are 

translated into five different languages: English, French, 

German, Spanish, and Italian. Bag of words is employed to 

indicate the features that are present in each of the five 

perspectives that were created using these five language 

versions of these publications. These files fall under one of the 

six categories that are available. In order to generate a dataset 

consisting of 600 documents, a random sample of 100 

documents is taken from each category. 

Movies include 617 movies belonging to 17 genres. Each 

movie is described by two views: 1878 keywords and 1398 

actors. 

Yale is a widely used gray face dataset, which contains 15 

categories and each category has 11 images. Three image 

features, i.e., the intensity feature (4096-D), the LBP 

feature (3304-D) and the Gabor feature  (6750-D) are widely 

used as three types of views.  

Caltech101 contains 8677 images of 101 categories. Each 

category has 40 to 100 images. There are three popular multi-

view datasets generated from Caltech101, which are, 

respectively, Caltech101-7, Caltech101-20 and Caltech101. 

The Caltech101-7 and Caltech101-20 datasets with the size of 

1474 and 2386 are generated from the subset of Caltech101, 

where 7 and 20 categories are, respectively, included. Both of 

them have six views consisting of the Gabor feature (48-D), the 

Wavelet-moment feature  (40-D), the Centrist feature  (254-D), 

the HOG feature  (1984-D), the GIST feature  (512-D), and the 

LBP feature (928-D). The Caltech101 dataset is composed of 

four views, whose dimensions are, respectively, 2048, 4800, 

3540,1240.  

Columbia Object Image Library (COIL20) contains 1440 

images of 20 categories. The intensity feature (1024-D), the 

LBP feature (3304-D), and the Gabor feature (3304-D) were 

the three types of features that were utilized in order to provide 

an accurate description of the images. The Multiple feature 

handwriting digit dataset (Mfeat) stores the handwriting digital 

numbers from 0 to 9, with 200 handwriting digital photos for 

each number class. For the purpose of accurately representing 

an image, we choose to use the profle correlation feature (216-

D), the Fourier coefcient feature (76-D), and the Karhunen–

Loevecoefcient feature (64-D). 

Table 1: Multiview Datasets 

Dataset Samples Views Features in 

eachview 

3Sources  169  3  3560, 3631, 3068 

Reuters  600  5  21526, 24892, 

34121, 15487, 

11539 

Movies 617 2 1878,1398 

YALE  165  3  4096, 3304, 6750 

Caltech 101 8677 4 2048, 4800, 

3540,1240. 

COIL20  1440  3  30, 19, 30 

Handwritten 

Digits  

2000  3 76, 216, 64 

 

Handwritten digit dataset is one of the benchmark datasets 

used for multiview clustering. Handwritten Digits is available 

from the UCI repository. This data set consists of following 
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three views of handwritten digit images, with classes 0-9. 76 

Fourier coefficients of the character shapes 

1. 216 profile correlations 

2. 64 Karhunen-Love coefficients:  Each image is encoded 

by its Karhunen-Love coefficients, a 64-dimensional 

vector. This results in a point cloud of 2000 points (2000 

rows), living in 64 dimensions (64 columns) 

IV. PERFORMANCE ANALYSIS 

Normalized mutual information (NMI), accuracy (ACC), 

adjusted rand index (ARI), F-score, Precision, and Recall can 

be used to verify the performance of clustering. For all these 

metrics, the higher value indicates better clustering 

performance. 

a) Normalized Mutual Information (NMI) 

It is a normalization of the Mutual Information (MI) score to 

scale the results between 0 (no mutual information) and 1 

(perfect correlation). It is used to determine the quality of 

clustering. 

The formula of NMI is  

 

where, 

 1) Y = class labels 

 2) C = cluster labels  

3) H(.) = Entropy  

4) I(Y;C) = Mutual Information between Y and C 

 Note: All logs are base-2. 

b) Rand Index 

The Rand Index is yet another indicator that is frequently 

utilized. It does this by looking at every possible pair of 

samples and counting how many of those pairings are assigned 

to the same or different clusters based on the results of the 

predicted and the actual clustering. This gives it a measure of 

how similar the two clusters are to one another. 

The formula of the Rand Index is: 

R = (a+b) / (nC2) 

where: 

a: The number of times a pair of elements belongs to the same 

cluster across two clustering methods. 

b: The number of times a pair of elements belong to difference 

clusters across two clustering methods. 

nC2: The number of unordered pairs in a set of n elements. 

The Rand index always takes on a value between 0 and 1 

where: 

0: Indicates that two clustering methods do not agree on the 

clustering of any pair of elements.1: Indicates that two 

clustering methods perfectly agree on the clustering of every 

pair of elements. 

c) Adjusted Rand Index 

The Adjusted Rand Index (ARI) is a statistical measure that 

determines the degree to which two distinct data clusters are 

comparable to one another. It is a modification of the Rand 

Index, which is a fundamental method for determining the 

degree to which two clusterings are alike; nevertheless, it 

suffers from the drawback of being dependent on random 

occurrences. The Rand Index is a statistic that compares two 

different clusterings in terms of how similar they are to one 

another. The index is rescaled using the Adjusted Rand Index, 

which takes into account the fact that some objects will be able 

to occupy the same clusters simply because of random chance. 

As a direct consequence of this, the Rand Index will in fact 

never equal zero. 

Performance of MVC techniques 

The results are shown in table II 
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Table 2: Performance of five algorithms on six multiview datasets 

Dataset Method Accuracy F-score Precision Recall NMI ARI 

3 sources 

(3 views) 

 

Co-regularized multiview spectral 

clustering 

0.54 0.46 0.49 0.44 0.49 0.32 

Multiview low rank subspace clustering 0.67 0.64 0.68 0.61 0.59 0.54 

Kernel –based weighted multiview 

clustering 

0.36 0.36 0.23 0.84 0.11 -0.0064 

Multiview CCA / / / / / / 

Multiview  clustering via  deep matrix 

factorization 

0.65 0.51 0.56 0.46 0.49 0.38 

Reuters 

(5 views) 

 

Co-regularized multiview spectral 

clustering 

0.48 0.37 0.34 0.41 0.3 0.23 

Multiview low rank subspace clustering 0.52 0.42 0.36 0.49 0.38 0.28 

Kernel –based weighted multiview 

clustering 

0.23 0.29 0.17 0.83 0.19 0.02 

Multiview CCA / / / / / / 

Multiview  clustering via  deep matrix 

factorization(Deep NMF) 

0.29 0.22 0.21 0.23 0.11 0.06 

Handwritten 

digits 

(3 views) 

Co-regularized multiview spectral 

clustering 

0.76 0.68 0.67 0.7 0.73 0.65 

Multiview low rank sparse subspace 

clustering 

0.77 0.73 0.69 0.76 0.78 0.69 

Kernel –based weighted multiview 

clustering 

0.87 0.75 0.74 0.77 0.77 0.73 

Multiview CCA / / / / / / 

Multiview  clustering via  deep matrix 

factorization(Deep NMF) 

 

0.77 0.75 0.70 0.792 0.796 0.716 

COIL 20 

(3 views)  

Co-regularized multiview spectral 

clustering 

0.96 0.96 0.95 0.99 0.99 0.96 

Multiview low rank subspace clustering 0.98 0.98 0.97 0.99 0.99 0.98 

Kernel –based weighted multiview 

clustering 

1 1 1 1 1 1 

Multiview CCA / / / / / / 

Multiview  clustering via  deep matrix 

factorization(Deep NMF) 

0.39 0.27 0.21 0.37 0.51 0.22 

YALE   (3 

views) 

Co-regularized multiview spectral 

clustering 

0.59 0.46 0.44 0.49 0.64 0.42 

Multiview low rank subspace clustering 0.58 0.41 0.39 0.44 0.61 0.37 

Kernel –based weighted multiview 

clustering 

0.64 0.47 0.41 0.57 0.68 0.44 

Multiview CCA / / / / / / 

 Multiview  clustering via  deep matrix 

factorization(Deep NMF) 

0.74 0.56 0.55 0.58 0.73 0.54 

Movies 

(2 views)  

 

Co-regularized multiview spectral 

clustering 

0.26 0.15 0.14 0.17 0.27 0.09 

Multiview low rank subspace clustering 0.32 0.19 0.19 0.20 0.32 0.14 

Kernel –based weighted multiview 

clustering 

0.1 0.1 0.06 0.92 0.7 0 

Multiview CCA 0.13 0.06 0.06 0.06 0.085 0.0007 

Multiview  clustering via  deep matrix 

factorization(Deep NMF) 

0.18 0.095 0.09 0.098 0.16 0.03 
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“/” indicates this algorithm only applies to two-view case 

directly but this dataset has more than two views. 

According to the findings in Table II, the deep MVC algorithm, 

the multi kernel MVC algorithm, and the multiview subspace 

clustering group algorithm all perform very well. On the six 

datasets that are most frequently used, the performance of 

Spectral clustering-based MVC, NMF-based MVC, and 

MVCCA is inferior to that of the algorithms described above. 

V. CONCLUSION 

The proliferation of multiview data necessitates the 

development of more complex clustering systems that can mine 

multiview datasets for hidden knowledge. The usage of 

multiview clustering has been demonstrated in a wide variety 

of real-world applications, including the detection of 

communities within social networks, the annotation of images 

within computer vision, cross-domain user modeling within 

recommendation systems, and the analysis of protein 

interactions within bioinformatics. The majority of the existing 

multiview clustering algorithms were analyzed and categorized 

in this study. These multiview clustering algorithms were 

placed into one of five broad categories, which are as follows: 

co-training style algorithm; multi-kernel learning; multiview 

graph clustering; multiview subspace clustering; and multi-task 

multiview clustering. The various approaches each come with 

their own set of benefits and drawbacks. To put it another way, 

algorithms that use a co-training approach can improve the 

clusters of different views dynamically by exchanging 

information with one another. On the other hand, they get 

challenging when there are more than three perspectives 

involved. The kernel-based multiview clustering approach 

makes use of the benefits offered by the kernel, but at the 

expense of increased computing complexity. The multiview 

graph clustering method employs spectral graph theory while 

relying on similarity matrices that have been built by the user. 

The methods of multiview subspace clustering are easy to 

grasp, but they also have a dependence on the initialization. 

Both the characteristics of multitask clustering and those of 

multiview clustering are inherited by multiview multitask 

clustering. 
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