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Abstract - The primary function of a network system is to gather information from the observation region and transmit it to the base station. 

The network life span and congestion are the two major concerns in wireless networks. To enhance the lifespan of the sensor system; multi-

hopping has been proved as best in class. Congestion is an important factor to be taken, where multiple nodes forward data to one another in the 

process of communication. Hence to overcome the issue of congestion in WSN, we proposed a congestion detection and mitigation method 

along with the multi-hop concept. In this technique, we have considered different routes among communication units that were classified on 

distance, relative attainment rate (RAR) and node storage occupancy. A utility function (U) has been proposed and calculated using the above 

illustrated factors for every node that acts as a neighbour to the transmitting node. Neighbour node with highest U-valued will be considered as 

the packet forwarding node's next hop. In this manner congestion free nodes are selected for data transmission. 

Keywords-MAC, Multi-hop, Relative Attainment Rate, Wireless Sensor Network. 

 

I. INTRODUCTION  

The most important area of research for any country is to 

build a secured and authenticate Wireless networks for civilian 

and military applications. A WSN is a wireless network that is 

designed with scattered sensor units mainly for monitoring 

physical as well environmental conditions [1] [2]. It is made up 

of a collection of miniature sensing nodes that communicate 

with one another. WSN nodes primarily collect and transmit 

information from their surroundings, such as humidity, 

temperature, and pollution, to the base station. The latter directs 

the data to the monitoring network based on the type and 

magnitude of the information classified. 

A multi-hopping phenomena extends the network's lifespan 

by considering data transfer from one node to another in the 

network model rather than direct contact between senders and 

base stations [3] [4] [5] [6] [7] [8] [9]. 

To be more exact, in terms of network longevity, routing 

between nodes for data forwarding might be straightforward or 

in hops. In practice, direct routing is utilized in numerous 

circumstances since it is simple to construct and even fast in 

delivery; however, this method becomes inefficient as the 

network expands in size, hence inter-cluster routing via multi-

hopping is used to improve scalability. Using multi-hop, the 

nodes collect data from the location and transfer it to the BS. 

The congestion in network happens when accessible traffic 

exceeds the channel capacity [10], [11], [12]). Due to the 

occurrence of congestion in the system, packet drops and 

quality of the channel falls below the limit. Congestion in the 

network can be avoided to maximum by adapting efficient 

congestion detection techniques followed with congestion 

control schemes.  

Congestion detection [13] is a process of identifying 

abnormality generated while packets transferring from one 

node to another in the process of communication. 
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Congestion control practices [14] are purely required only 

when congestion is detected in the network. It is to be notified 

that congestion can be prevented but cannot be eliminated.  

The main reason of congestion is low speed wireless 

channels or multiple data packets forwarding towards receiver 

nodes/intermediate nodes through multiple routes [15]. Apart 

from handing capability of nodes there are others reasons like 

collision in the wireless channel, differential packet arrival rate, 

node storage and also arrival of traffic in bursts [16] [17] [18]. 

To avoid congestion, the best practice is to adapt an 

efficient routing algorithm which can balance the 

communication system. Conventional congestion control 

protocol is suitable in WSN, which reduces congestion by 

following parental and child model. In this scheme packet 

generation rate of critical nodes that causes traffic bursts are 

dwindled. 

II. METHODOLOGY 

For diminishing, the packet production rate of critical 

nodes, an effective precision by speed adjustment protocol 

called congestion avoidance and mitigation protocol (CAM) 

[19] is utilized. To find the congestion occurred at every node, 

relative attainment rate (RAR) is calculated. 

Congestion prevention utility function shown in Equ. 11 are 

applied for every neighbour of transmitter node. Highest utility 

function neighbour nodes are chosen in the packet forwarding 

process using two main components such as RAR factor and 

distance of next node. 

Using Equ. (3), storage occupancy ratio from [17] is taken 

as another parameter for generating incoming and outgoing 

traffic of every node. This parameter calculates the traffic at the 

nodes and also provides information about dynamic 

connections existing w.r.t to the transmitting nodes 

A. Congestion avoidance and mitigation (CAM) 

protocol 

Using CAM protocol, the consistency and reliability of the 

active nodes in data transmission process has been enriched. At 

the same time the main problems of CAM protocol are 1) 

increases the regular data rate, 2) more number of packet drops 

3) gradually decreases the average attainment data rate at BS. 

1) Innovative model - congestion control algorithm: 

This algorithmic scheme uses Feedback Congestion Control 

(FBCC) [20]and direct discrete sampled controlling principle. 

FBCC identifies the beginning of congestion by means of 

queue length. At the same time main drawback of FBCC is 

storage overflow due to inequality flow generated between 

incoming and outgoing channels. 

III. PROPOSED WORK 

A. Congestion Detection and mitigation with Multi-

Hopping Technique 

To overcome the drawbacks of CAM protocol and FBCC 

technique, a new protocol is introduced i.e. CDMM technique 

that functions on multi-hopping along with 3 main parameters 

like distance, RAR and storage occupancy. Sensor networks 

use efficient ways and observations to overcome restrictions 

such as energy consumption and traffic congestion. The 

network lifespan is a critical concern in wireless networks, 

which may be extended by addressing node energy 

preservation [21] [22] [23]. The research focuses on congestion 

identification and mitigation using the Multi-Hopping 

Technique, which allows for more efficient energy utilization 

by minimizing congestion-related concerns. In this CDMM 

technique, routes selection is grounded with the distance along 

transmitting and receiving nodes, storage occupancy and RAR 

significance of nodes. Using the above said parameters, a U 

function is applied to each neighbour of a transmitting node. 

Therefore, nodes with maximum U-value (non-congested 

nodes) are selected as next hoping nodes in data routing 

process. Finally, for mitigation of congestion RAR values are 

taken for consideration using Figure 1. 

 

Figure 1. Working diagram of the entire system 

1) Level of Congestion   

For defining the level of congestion MAC of data link layer 

is considered. When many nodes compete for accessing a 

channel in a congested area they will definitely drop the 

packets mostly due to collision. To obtain level of congestion at 

small intervals of time 

𝐶𝐿 = 1 − 𝑅𝐴𝑅     (1) 

where RAR denotes the relative attainment rate 

RAR =
PTx

PFx
     (2) 
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The number of packets transmitted and forwarded for a 

given interval of time at the MAC and networking layer are 

𝑃𝑇𝑥 and 𝑃𝐹𝑥. 

a) Nodes Storage occupancy  

Using the incoming and outgoing traffic rate, it is easy to 

model the change in storage occupancy. 

𝑏𝑖(𝑡 + 1) = 𝑆𝑡𝑏𝑜(𝑏𝑖(𝑡) + 𝐼𝑐𝑖(𝑡) − 𝑔𝑖(𝑡))          (3) 

The storage occupancy of a node for time interval 𝑇 

is 𝑏𝑖(𝑡). The capacity indicator indicating the finite queue size 

is 𝑆𝑡𝑏𝑜. The amount intermission is I. The term 𝑐𝑖(𝑡)  refers to 

controlled incoming traffic. 𝑔𝑖(𝑡) is outbound traffic initiated 

by hop node 𝑖 + 1. 

b) The performance of FBCC 

The behavior of FBCC protocol is exhibited using 

probabilistic differential calculations. For a better 

understanding, let us assume a queue process with parental and 

child model.TC is the transmission capacity of the parental 

node and A is taken as dynamic contacts crossing the link i. An 

outgoing traffic for the child node is taken with g1 (k), g2 (k), 

g3 (k), g4 (k) correspondingly. 

Now, dynamic storage is most likely as 

𝑑𝑔𝑖
= (𝑐𝑖 − 𝑔𝑖)𝑔𝑖

∑ 𝑔𝑖−
𝑏𝑜−𝑏(𝑘)

𝐼
−𝑇𝐶

∑ 𝑔𝑖
𝑑𝑡   (4) 

The Equation 4 is linearized at (c0, g0, bd) . 

Hence 

𝑀 = (∑ 𝑔𝑖)
−2(𝑐𝑖 − 2𝑔𝑖) (∑ 𝑔𝑖 −

𝑏0−𝑏𝑑

𝐼
− 𝑇𝐶) +

(𝑐𝑖 − 𝑔𝑖)𝑔𝑖(4 −
𝑏0−𝑏𝑑

𝐼
− 𝑇𝐶)(5) 

𝐴 = 𝑔0

∑ 𝑔0
𝑏0−𝑏𝑑

𝐼
−𝑇𝐶

∑ 𝑔𝑖
; 𝑏𝑑 =

𝑇𝐶

𝐴0
   (6) 

The linearity form of above obtained nonlinear model is 

�̇�(𝑘) = 𝑀𝑧(𝑘) + 𝐴𝑐(𝑘)    (7) 

Discrete form of the above Equation 7 is 

𝑔𝑖(𝑡 + 1) = (𝑀 + 1)𝑔𝑖(𝑡) + 𝐴𝑐𝑖(𝑡)  (8) 

Let 

𝑋(𝑡 + 1) = (𝑏𝑖(𝑡 + 1), 𝑏𝑖(𝑡), 𝑔𝑖(𝑡 + 1), 𝑔𝑖(𝑡))𝐼 (9) 

Using Equation 8 and 9, the dynamic equation obtained is 

𝑋(𝑡 + 1) = 𝐸𝑋(𝑡) + 𝐹𝐶(𝑇)              (10) 

2) Congestion detection 

In a static network, there is a chance of utilizing the same 

route multiple times, when the route opts distance as a 

parameter among nodes. This hints that the nodes nearby the 

base station might collapse sooner as they participate actively 

in packet forwarding. To overcome such issue, distance and 

multi-hopping along neighbors are taken as a selection 

principle of CDMM protocol. 

Therefore, by applying utility function U to every 

neighbour of a source node that makes transmitted node to 

choose the utmost U-valued node between its neighbors. The 

functionality of U defined as 

(1) Distance calculation towards next node for 

guaranteeing high packet attainment rate 

(2) Obtaining RAR of every neighbour for eluding 

congested nodes  

(3) To deliver feedback based congestion control at 

intervals storage occupancy of a node is monitored 

Using the above three parameters, it is easy to evaluate 

utility function as 

𝑈(𝑡) = 𝑝 ×
𝐿𝑡

𝐿
+ 𝑞 × 𝑅𝐴𝑅𝑡 + 𝑟 × 𝑏𝑖(𝑇)               (11) 

From the above Equation 

 𝐿𝑡  - Distance of succeeding node at time 𝑡 routed to base 

station. 

 𝐿    - Total distance from transmitter to base station  

𝑅𝐴𝑅𝑡  - Relative attainment rate of a node at time 𝑡   

𝑏𝑖(𝑇)   - Node storage occupancy at time  T   

𝑝 + 𝑞 + 𝑟 = 1                 (12) 

RAR avoids cluttered nodes, resulting in lower congestion 

establishment. Using FBCC system along with storage 

occupancy (i.e. by means of queue length), the initiation of 

congestion is easily identified. Figure 2 states the workflow 

diagram for congestion avoidance. 

  

Figure 2. Working diagram for congestion avoidance 
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3) Congestion mitigation 

Congestion mitigation is done at the network layer using 

RAR calculation and hence communicates the RAR 

significance to application layer 

(1) If RAR significant is lower than one, the upper layer 

decreases the productivity rate to the current rate's RAR value. 

(2) If the RAR value is 1, the top layer has the least 

significant productivity rate as compared to the direct rate. In 

such instances, the data production rate improves by at least 

10% while waiting for the next RAR value generated by the 

networking layer. 

(3) In case packets emanated from non-required nodes, 

then RAR values of such packets are forwarded to MAC layer 

where such packets are avoided in the transmission process. 

(4) A control bit is attached towards a packet, to find out 

the node closeness towards the event. 

4) Overall algorithm 

(1) To avoid congestion in WSN, selection of non-

congested nodes plays an important role in route selection. 

(2) Transmitting node selects the next hop i.e. neighbour 

node using utility function (distance calculation), RAR of every 

node and storage occupancy ratio. 

(3) Route selected using distance among sender-receiver 

combination guarantees high packet success rate. 

(4) At network layer, using active congestion conditions 

of nodes, RAR values of each node is obtained.   

(5) To deliver feedback based congestion control, each 

nodes storage occupancy is taken in consideration.  

(6) Finally using the working parameters, U- Function is 

assessed.  

(7) Using the highest U-Function of surrounding nodes, 

next node is considered for data transmission 

(8) For congestion mitigation, RAR value is considered. 

Using RAR factor data productivity rate is diverse.  

(9) Only RAR value added packets obtained through 

other nodes is forwarded by the network layer  

(10) As a result, congestion is mitigated consistently. 

IV. SIMULATION RESULTS 

The suggested Congestion Detection and mitigation through 

Multi-hopping (CDMM) scheme is simulated using MATLAB. 

In the simulation process 100 nodes are taken with a varied 

data rates from 100 to 500 Kb. Table 1 provides setting 

parameters. 

TABLE I. VARIABLES FOR SIMULATION 

Parameters Values 

Nodes 100 

Coverage 750X750m 

Time 50s 

Size of the packet 512 bytes 

Initial energy  8.5J 

 

Evaluation of CDMM performance is provided in 

comparison with CAM and FBCC protocols considering the 

following metrics. 

Delay: Packet reaching time towards receiver 

Packet delivery average ratio: The total number of 

packets sent divided by the number of packets that arrived at 

their destination. 

Energy: The average amount of energy used on 

computation.  

Throughput: The total number of packets sent divided by 

the number of packets that arrived at their destination. 

 

Figure 3. Delay factor 

 

Figure 4. Delivery ratio Vs. Rate 
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Figure 5. Energy Utility 

 

Figure 6. Throughput 

The performance of the three protocols are calculated based 

on the above metrics with variable data rates ranging from 100-

500Kb. Simulation results are achieved for latency, delivery 

ratio, packet loss, and throughput. 

Figures 3, 4, 5, and 6 depict the simulation results for the 

CDMM, FBCC, and CAM protocols in terms of latency, 

delivery ratio, loss rate, and performance. It clearly implies 

CDMM leaves behind CAM by 10.4 % (delay), 16 % (delivery 

ratio), 4.44 % (energy utilization) and 151.66 % (throughput). 

Similarly, CDMM outclasses FBCC by 4.27 % (delay), 11.53 

% (delivery ratio), 2.27 % (energy utilization) and 41.56 % 

(throughput). 

V. CONCLUSIONS 

In this paper, congestion detection and mitigation along 

with Multi-hopping concept is introduced for sensor networks. 

The main purpose is to avoid congestion by routing data 

through non congested nodes. Using the hopping concept, next 

node for transmission is selected rather than direct path. The 

succeeding hop nodes are elected depending on the factors such 

as RAR, distance among nodes and storage occupancy. 

Using the assessed RAR value, the data productivity rate is 

balanced. Finally, based on the results obtained, it is clear that 

the network lifetime has been increased by improving packet 

delivery rate and decreasing packet loss rate. 
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