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Abstract: Online Social Networks (OSNs) have become increasingly popular, with hundreds of millions of users in recent years. A community 

in a social network is a virtual group with shared interests and activities that they want to communicate. OSN and the growing number of users 

have also increased the need for communities. Community structure is an important topological property of OSN and plays an essential role in 

various dynamic processes, including the diffusion of information within the network. All networks have a community format, and one of the 

most continually addressed research issues is the finding of communities. However, traditional techniques didn't do a better community of 

discovering user interests. As a result, these methods cannot detect active communities.  To tackle this issues, in this paper presents Densenet 

Convolution Neural Network (DnetCNN) approach for community detection. Initially, we gather dataset from Kaggle repository. Then 

preprocessing the dataset to remove inconsistent and missing values. In addition to User Behavior Impact Rate (UBIR) technique to identify the 

user URL access, key term and page access. After that, Web Crawling Prone Factor Rate (WCPFR) technique is used find the malicious activity 

random forest and decision method. Furthermore, Spider Web Cluster Community based Feature Selection (SWC2FS) algorithm is used to 

choose finest attributes in the dataset. Based on the attributes, to find the community group using Densenet Convolution Neural Network 

(DnetCNN) approach. Thus, the experimental result produce better performance than other methods.  

Keywords: Online Social Networks (OSNs); community detection; user interest; feature selection; preprocessing.  

I. Introduction 

The term social media refers to computer-based 

technologies that allow people to share thoughts, ideas, and 

information via virtual networks and communities. Based on 

the Internet, social media provides a way for users to 

quickly exchange content such as personal information, 

documents, videos, and photos electronically. Users interact 

with social media through web-based software or apps, 

computers, tablets, or smartphones. Social media can take 

the form of many different types of technologically enabled 

activities. These activities include photo sharing, blogging, 

social gaming, social networking, video sharing, business 

networking, virtual worlds, reviews, and more. 

Governments and even politicians use social media to 

communicate with their voters and their constituents. 

Facebook is the largest social media platform in the world, it 

has the same audience as other social media like Twitter and 

Instagram, but has a distinct advantage over them. 

Social media sites like Facebook, Instagram, and 

Twitter etc. Those social networks will deal with stock 

markets. Either it can buy new shares or you can sell the 

ones you already have. They are networks not only in the 

field of technology but also in our everyday social life, we 

deal with many networks. Communities are property of 

multiple networks in that a given network can have multiple 

communities, meaning that nodes within a community are 

densely connected. Nodes in many communities may 

overlap. 

It is necessary to analyze different networks and 

discover the communities within them. A major application 

of social discovery technology in social media platforms is 

to identify people with common interests and leverage its 

data. Groups with similar characteristics are used to exclude 

groups for social detection purposes in machine learning. 

This technique can be used to detect manipulation groups in 

social networks or stock market. 

The literature uses graph partition-based methods 

to partition graphs into components such that components 

have specific connections. The kernighan-Line14 graph 

partition algorithm is one of the earliest graph partition 

techniques. Minimize the sum of the costs of all cut edges 

by dividing the vertices of the graph into subsets of a certain 
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size and computing the costs on the edges. However, the 

main drawback of this method is that the lot of groups must 

be pre-defined. 

The proposed method computes the main interest in 

community detection of groups or cohesive subgroups. 

Clustering serves as the foundation of many social detection 

algorithms. An edge median-based segmentation algorithm 

can detect data for graphs with undirected and unweighted 

edges. The algorithm focuses on the edges between 

communities and between communities by removing these 

edges from the original graph. 

An adaptive heuristic search algorithm is a genetic 

algorithm (GA) designed to find the optimal solution for a 

given situation. Chromosomes that start with a set of 

solutions are called Ru Genetic Algorithm Chromosomes. 

Then exercise calculates the activity for the chromosomes. If 

a solution with a higher fitness than the mutation operator is 

obtained in the current solution set, the other solution with a 

more random intersection is terminated to obtain a new 

solution set. It would be optimal to choose an objective 

function that captures the intuition that internal connectivity 

is better than external connectivity as a social detection 

optimization problem for communities. 

Our contributions can be summarized as follows: 

• Initially, we gather dataset from Kaggle repository. 

Then preprocessing the dataset to remove 

inconsistent and missing values. 

• In addition to User Behavior Impact Rate (UBIR) 

technique to identify the user URL access, key term 

and page access.  

• After that, Web Crawling Prone Factor Rate 

(WCPFR) technique is used find the malicious 

activity random forest and decision method.  

• Furthermore, Spider Web Cluster Community 

based Feature Selection (SWC2FS) algorithm is 

used to choose finest attributes in the dataset.  

• Based on the attributes, to find the community 

group using Densenet Convolution Neural Network 

(DnetCNN) approach. 

• Thus the implementation result provides higher 

community detection accuracy performance, 

sensitivity, and specificity. It produces less false 

classification with low time complexity results. 

 

II. Literature Review 

E. D. Raj et al, (2021), the author proposes a 

method by which communities within OSN can be detected. 

A new social detection algorithm called Grain-Based Social 

Detection (GBCD) is developed based on the Rough Set 

Granular Social Network (RGSN) model. The granular 

social factor and the objective social factor use two 

dimensions. Four real-world datasets were used to evaluate 

the datasets and were generated by computer. 

R. Aktunc et al, (2022), Compared with previous 

solutions in the literature, it is easier to analyze the event 

detection performance on real-world and standard datasets 

using the authors' proposed method. The author proposes a 

new method, CN-NEW, based on overall social structure. 

Experimental results show that the proposed method 

achieves higher event detection accuracy than the baseline 

method. This method is used to analyze large amounts of 

communication data and measure it. 

K. Chakraborty et al, (2020), the author proposes a 

method to provide a multifaceted view of the evolution of 

sentiment analysis by exploding the vast amount of data on 

the web. Describes the process of extracting data from social 

media to detect similarity of users in social networks based 

on similar choices. Classification techniques are also used in 

this method to analyse user data. The data presented in 

different formats analysed as part of the survey. 

W. Luo et al, (2022), the author states that the 

social structure of multiple networks can be detected by two 

methods, Fast Modular Algorithm (Fast Modular) and Label 

Propagation Algorithm (LPA). Ghost Modular and CLPA 

are used to discover community structure in multiple 

networks to provide. CofastModular and CoLPA methods 

help to identify social structures effectively. 

G. Li et al, (2019), The author proposes a new type 

of procedural object-oriented behavioural control models 

based on mining techniques to develop insights from 

occurrence data in silent media. Process models are 

developed based on real-life data to describe user behaviour 

patterns. This method is used to detect deviations and 

disturbances on the stock exchange website in question and 

answer process. 

A. Sakor et al, The author proposes a method for 

retrieving contextually relevant posts by focusing on a 

specific topic. A knowledge-based framework, PINYON 

provides a method for efficiently retrieving relevant posts. 

PINYON is used to implement a two-fold pipeline. It 

encodes the corpus of records and the input post into a 

graph. Posts to existing knowledge maps are annotated with 

organizations and linked based on similarity. 

X. Li et al, (2019), the author develops a model 

based on influence correlation index of multi-layer path 

length metrics for multi-layer networks. The method works 

as a local social detection model combining direct influence 
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and indirect relationships based on a multi-layered network 

influence relationship (IMLC). 

E. Kafeza et al, (2020), The author introduces a 

Twitter Personality-Based Communicative Community 

Extraction (T-PCCE) system to identify the most connected 

communities in the Twitter network graph by considering 

user personalities. This technique works by modelling the 

performance Twitter graph considering the individuality 

factor of communication intensity of the extracted 

community. This method emphasizes multiple indicators to 

quantify the strength of communication within each 

community. 

B. A. H. Murshed et al, (2022), the author proposes 

a DEA-RNN method to detect CB in Twitter social media 

networks using a hybrid deep learning model. A new 

method DEA-RNN model is developed that combines an 

optimized dolphin echolocation algorithm (DEA) with an 

Elman-type recurrent neural network (RNN). It is used to 

reduce the training time and fine tune the parameters of 

Elman RNN. 

C. He et al, (2022), the authors propose the 

NMFGAAE method based on the Non-negative Matrix 

Factorization (NMF) based Graph Attention Auto Encoder 

(GAAE) method. The method was developed to improve the 

performance of NMF-based neural network community 

detection methods with deep clustering. An attention 

mechanism is introduced to enable GAAE to drive through 

NMF-based social detection while NMF focuses on 

revealing these representations. 

Z. Xu et al, (2020), the author proposes a 5W 

model of what, where, when, who and why to identify and 

understand a real-time urban emergency event. Targeting of 

user crowd-sourced social media. Real-time event detection 

in social media is used to extract spatial and temporal 

information. GIS-based annotation of urban emergency 

event is detected and known. 

S. Zhang et al, (2022), the author proposes a new 

label propagation algorithm (LPA) (NOHLPA) method to 

combine overlap and historical label similarity in a multi-

layer neighbourhood. Considers both label selection rules 

and node update order. We cited label entropy and predicted 

the most suitable label selection rules as the basis for the 

node update sequence predicting multi-layer neighbourhood 

and historical label similarity. 

R. Ren et al, (2022), the author proposes a new 

method to detect ranked and intersecting communities based 

on the Cumulative Opinion Distance (COD). Standard 

fitness is known to be different from classical algorithms 

that rely on measurements. Deploys asynchronous 

connectivity across the network. The detection limit of 

algorithms increases efficiency in random networks with 

results related to the speed of consensus convergence by 

estimating the eigenvectors of adjacency matrices. 

M. Qiao et al, (2019), the author introduces 

network analysis of urban space from social media and the 

micro-subjective division of human interaction. Cut points 

for exponential distributions are determined by fitting 

probability distribution functions to normal function modes. 

Given the importance of node gravity in designing weight-

based urban spaces, gravity models are developed by 

incorporating hierarchical traditional spatial networks. 

F. K. Sufi et al, (2022), the authors propose anti-

vax and pro-vax methods to ethically identify and deal with 

surveilled artificial intelligence (AI)-based social groups. 

Named Institutional Recognition (NER) uses AI-based 

sentiment analysis to allow political scientists to assess the 

influence and power of social groups to policymakers. 

During the period of surveillance, the pro-Vax social 

movement is known to have an average of negative 

sentiment in COVID-19-related posts globally. 

A. Rodriguez et al, (2022), A method was 

introduced by the author to provide data analysis processing 

in natural language for media providers to understand the 

spread of hate in social media. Page Reach's Recent Posts 

analyses comments using sentiment and sentiment analysis 

algorithms. A clustering algorithm evaluates posts suspected 

of containing inhumane words. 

D. Stiawan et al, (2021), the author proposes a new 

dataset IDS that can be used to identify the best-fitting 

selected features as critical features. A method for 

developing an optimally integrated IDS to achieve this goal 

is developedIt is used to select six parameters namely 

Information Gain (IG), Gain Ratio (GR), Symmetric 

Uncertainty (SU), Relief-F (R-F), One-R (OR) and Chi-

Square (CS). 

H. Rong et al, (2022), the author proposes K-means 

algorithm to be used for segmentation of beautiful images. 

The uncertainty in the number of clusters and the inherent 

sensitivity to randomness in the initialization phase of the 

initial cluster centers of the K-means algorithm can be 

quantified using the new method. 

N. Hussain et al, (2020), Spam Review Detection 

Methods The author proposes a new method for two 

different jobs. Spam Review Detection (SRD-BM) 

calculates a review spam score using two methods of 

thirteen different spammer behavioural features. Spammers 

are used to recognise spam comments. Comment spam 
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detection is performed using a linguistic method (SRD-LM) 

for feature selection on the comment content. 

S. Salloum et al, (2022), Research field Machine 

learning algorithm used for phishing email detection the 

author proposes a phishing email detection method that uses 

NLP in phishing emails. Text features, datasets, and sources 

used in phishing emails Machine learning algorithms 

improve the criteria for evaluating phishing emails. Feature 

extraction is a major research area in phishing detection 

research, followed by phishing email detection. 

D. Zhang et al, (2020), the author proposes a search 

process under a regional search paradigm under a deep 

reinforcement learning framework. This method is used to 

learn the agent by creating a search process to learn the 

search agent step by step. Pseudo-holistic object regions and 

corresponding local discriminants are developed to extract 

object regions and learn such search agents under weak 

supervision. 

C. Jiménez-Mesa et al, (2020), The authors propose 

to use data from the International Challenge for Automatic 

Prediction of MCI from MRI Data for multiclass 

classification problems. This method solves the problem of 

outlier detection using a novel multi-class classification 

approach. The pairwise t-test feature-selection partial least-

squares method projects the extraction of selected features 

onto the multiclass subspace. Error correction works on the 

output code classification. 

W. Ai et al, (2022), the author proposes a two-

channel method to create a Chinese enterprise automatic 

summary. The Enterprise Component Channel typically 

releases candidate summaries in a two-channel manner. The 

method selects features in single-character channel irregular 

summaries for irregular candidate summaries to improve the 

processing effect.  

S. Nasim et al, (2022), the main goal of the authors 

is to use advanced machine-learning techniques to predict 

polycystic ovary syndrome. This dataset will be used to 

develop a research model based on the clinical and physical 

parameters of the women. A new feature selection method 

based on the Augmented Chi-Square (CS-PCOS) 

mechanism has been developed. The performance of the 10 

hyper Para metalized models is improved compared to the 

machine learning model. 

III. Implementation of the proposed methodology 

This module explain detail description of 

community detection in Online Social Networks (OSNs). 

Figure 2 illustrates the overview of community detection 

using Densenet Convolution Neural Network (DnetCNN) 

approach. Initially, we gather dataset from Kaggle 

repository. Then preprocessing the dataset to remove 

inconsistent and missing values. In addition to User 

Behavior Impact Rate (UBIR) technique to identify the user 

URL access, key term and page access.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Block diagram for Community detection using DnetCNN 
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After that, Web Crawling Prone Factor Rate 

(WCPFR) technique is used find the malicious activity 

based on random forest and decision method. Furthermore, 

Spider Web Cluster Community based Feature Selection 

(SWC2FS) algorithm is used to choose finest attributes in 

the dataset. Based on the attributes, to find the community 

group using Densenet Convolution Neural Network 

(DnetCNN) approach. Thus the implementation result 

provides higher community detection accuracy performance, 

sensitivity, and specificity. It produces less false 

classification with low time complexity results. 

3.1 Preprocessing 

 In this stage, preprocess was carried out from the 

input logs to prepare the dataset for feature analysis. First 

the records are verified to presence of all the data values. 

Verification and indexing records was carried to fill, 

remove, cleaning the noise data. All the verification are 

done, each logs carried out with defined marginal values. To 

check the presence of all the logs values related to the 

attribute nature. All the records in the dataset are prepared to 

reduce the dimension of the dataset in intrusion detection. 

Mean (𝑀𝑛) = ∑
𝑂𝑏

𝑇𝑅

𝑛
𝑖=1     

    (1) 

Equation 1 depicts mean values of given dataset. 𝑂𝑏  

Denotes observed values and 𝑇𝑅 presents total records in the 

dataset. Mean value is used to analysis the average values of 

dataset.  

Standard deviation (𝑠𝑑) = √∑
(𝑂𝑏−𝑀𝑛)2

𝑇𝑅

𝑛
𝑖=1   

    (2) 

Equation 2 depicts to identify the standard deviation based 

on mean values and observed values. 

Input: URL dataset 𝐼𝑛𝑑 

Output: Preprocessed dataset𝑁𝐷 

Begin procedure 

 Import URL dataset 𝐼𝑛𝑑 

   ∀ 𝐼𝑛𝑑  𝑑𝑜 𝑛 𝑡ℎ𝑒𝑛:  

Check noisy and null values (𝑁𝐿) in the dataset 

    𝑁𝐿 = ∑
𝐼𝑑−𝑀𝑛

𝑠𝑑  

Eliminate the records (𝑟𝑖) 

Rearrange the normalized dataset 𝑁𝐷 

 

𝑁𝐷 = ∑
𝑁𝐿 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑓𝑣)

𝑀𝑎𝑥𝑖𝑚𝑢𝑚(𝑓𝑣) − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑓𝑣)
 

Update records in the dataset. 

   End for 

  End for 

 Return preprocessed dataset← 𝑁𝐷 

Stop procedure 

 The proposed algorithm is efficiently remove null 

and noisy records in the air quality dataset. Let us assume 𝑓𝑣 

feature values, and n is the number of times to check null 

and noisy values in the dataset.  

3.2 User Behavior Impact Rate 

 In this stage, we uses User Behavior Impact Rate 

(UBIR) technique to identify the user interest, key term and 

web page access of the processed dataset. In this step, the 

proposed algorithm calculates the degree of interaction 

between each pair of users connected to the social network. 

This technique found that the importance of interactions 

varied based on user behaviour. First, we calculate the likes 

and comments based on the probabilistic process among 

original and different users in social networks.  

𝑇𝑙𝑖𝑘𝑒 = [𝑇𝑎𝑔𝑠] ∗ 𝑝1     (3) 

𝑇𝑐𝑜𝑚𝑚𝑒𝑛𝑡 = [𝑇𝑎𝑔𝑠] ∗ 𝑝2     (4) 

Expression 3 and 4 is used to estimate user’s tag 

like 𝑇𝑙𝑖𝑘𝑒and comments 𝑇𝑐𝑜𝑚𝑚𝑒𝑛𝑡on web social networks. 

Where, 𝑝1 and 𝑝2 is the probability coefficient. 

𝐾𝑡𝑒𝑟𝑚(𝑃𝑐𝑛 , 𝑘𝑒𝑦𝑤 , 𝑃𝑏) =
𝑡𝑓(𝑘𝑒𝑦𝑤,𝑃𝑐𝑖)

∑ 𝑡𝑓(𝑘𝑒𝑦𝑤,𝑃𝑐𝑖)𝑘𝑒𝑦𝑤∈𝑃𝑏

𝑋𝑙𝑜𝑔 (
|𝑃𝑏|

|{𝑘𝑒𝑦𝑤∈𝑃𝑏}|
) (5) 

Expression 5 is used to evaluate the user’s specific 

key term 𝐾𝑡𝑒𝑟𝑚in the SN.  Let us assume 𝑃𝑐𝑖  is the 

preprocessing set whole collection of nth user’s blogs.  

𝑘𝑒𝑦𝑤 Denotes keyword, 𝑃𝑏  is the all blogs in the dataset. 

𝑡𝑓(𝑘𝑒𝑦𝑤 , 𝑃𝑐𝑖) Represents amount of times 𝑘𝑒𝑦𝑤 appeared in 

the dataset𝑃𝑐𝑛.  

𝑈𝐼𝑛𝑡𝑒𝑟𝑠𝑡 = 𝛼𝑈𝑛 + (1 − 𝛼) ∑ 𝐾𝑡𝑒𝑟𝑚𝑛=1 𝐶𝑜𝑚𝑛 (6) 

Expression 6 is used to estimate the predict user 

interest𝑈𝐼𝑛𝑡𝑒𝑟𝑠𝑡.  Let us assume n is the number of users U. 

𝐶𝑜𝑚𝑛 represents the community in SN,  𝛼 denotes 

adjustable value of own interest.  

𝑈𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑙𝑖𝑘𝑒 ∗ 𝑤1 + 𝑇𝑐𝑜𝑚𝑚𝑒𝑛𝑡 ∗ 𝑤2 +

𝑈𝐼𝑛𝑡𝑒𝑟𝑠𝑡 ∗ 𝑤1  (7) 
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Expression 7 defines user activity in social 

networks 𝑈𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 based on tag like 𝑇𝑙𝑖𝑘𝑒 , comments 

𝑇𝑐𝑜𝑚𝑚𝑒𝑛𝑡  and user interest 𝑈𝐼𝑛𝑡𝑒𝑟𝑠𝑡. Where, 𝑤1, 𝑤2 and 𝑤3 

is the weight factor to identify the user behavior in the 

network. This section is proficiently analysis the user’s 

activity in the social networks.  

3.3 Web Crawling Prone Factor Rate 

 In this section we apply the web crawling prone 

factor rate to find malicious activity in the social network. 

This method worked with random forest and decision 

methods to detect web user malicious activity. Random 

Forest algorithm makes multiple decision trees integrated 

for more accurate identification of activities.  The forest 

selects the user malicious activity detection with the highest 

number of votes. When using a random forest for regression, 

the forest chooses the average of all tree outputs.  

𝑈𝑎,𝑏 = 𝐶𝑎,𝑏
1 𝑋𝑤1 + 𝐶𝑎,𝑏

2 𝑋𝑤2 + ⋯ 𝐶𝑎,𝑏
𝑡𝑦

𝑋𝑤𝑡𝑦 + 𝛽  (8) 

 The above expression is estimate the two users 

𝑎 and 𝑏 relative interaction in SN. Let us assume, 

{𝐶1, 𝐶2, … 𝐶𝑡𝑦} denotes user interaction, ty presents 

interaction types between users 𝑎 and 𝑏 in OSN and 

Weights {𝑤1, 𝑤2, … 𝑤𝑡𝑦} respectively. 𝛽 denotes the 

positive important of interaction.  

𝑀𝑎,𝑏
𝑢 = ∑ 𝑈𝑎,𝑏

𝑀𝑢𝑔
𝑛=1      (9) 

 The above equation is evaluate the group activity 

𝑀𝑎,𝑏
𝑢 . Here this expression computes each pair of users 

connected by one or more common neighbors and their 

interaction with those common neighbors to calculate the 

group activity of teams of users. Assuming that, 𝑀𝑢 =

{𝑚1, 𝑚2, . . 𝑚𝑔} denotes common users of 𝑎 and 𝑏, g 

defines number of common neighbors.  

𝑈𝑅𝐿𝑎,𝑏 =
|𝑈𝑅𝐿𝑎∩𝑈𝑅𝐿𝑏|

|𝑈𝑅𝐿𝑎∪𝑈𝑅𝐿𝑏|
     (10) 

 The above expression is used to estimate URL 

sharing in social networks between users a, b. assuming 

that,𝑈𝑅𝐿𝑎, 𝑈𝑅𝐿𝑏 are a set of URLs is shared by social 

network users.  

𝑆𝐼𝑎,𝑏 =
|𝑁(𝑈𝑎)∩𝑁(𝑈𝑏)|

√|𝑁(𝑈𝑎)|∗𝑁(𝑈𝑏)
     (11) 

 The above expression is used to estimate social 

interaction similarity 𝑆𝐼𝑎,𝑏among neighboring 𝑁 users 

𝑎 and𝑏.  

 

 

3.4 Spider Web Cluster Community based Feature 

Selection 

 In this phase, we apply Spider Web Cluster 

Community based Feature Selection (SWCFS) method for 

select optimal features of community. The Social web 

community is a metaheuristic approach that emulates social 

spiders living together, finding food and exchanging 

necessary information. Commonly, the social spider 

population is split into two parties (females and males, 50-

90% of the spider population), and these parties form a web 

for searching for prey. The SWCFS solution is represented 

by the location of each spider in the web and translates 

important features the zone of the prey and each spider to 

the other spiders. This important feature is represented by its 

vibrations as it moves from one place to another in the 

spider web. 

𝐹𝑡 =
𝑤𝑖𝑛𝑡𝑒𝑟

𝐶

𝑤𝑖𝑛𝑡𝑒𝑟
𝐶 +𝑤𝑒𝑥𝑡𝑒𝑟

𝐶       (12) 

 The above equation is used to evaluate the fitness 

function 𝐹𝑡 of spider in the web. Assuming that, C is the 

user interaction, 𝑤𝑖𝑛𝑡𝑒𝑟
𝐶  is the internal weights and 𝑤𝑒𝑥𝑡𝑒𝑟

𝐶  is 

the external weights in the web.  

𝑉𝑖𝑏𝑥𝑦 = 𝐹𝑡𝑒−𝐷𝑥𝑦
2

      (13) 

 The above expression identify the vibration  𝑉𝑖𝑏𝑥𝑦  

of spider x and spider y. Here, D is the distance between two 

spiders. The distance defined by,  

𝐷𝑥𝑦 = ||𝑧𝑥 − 𝑧𝑦||     (14) 

 Here z is the spider’s position in the web.  

Algorithm steps 

Input: Crawling Prone Factor Rate𝑆𝐼𝑎,𝑏 , male spider, female 

spider 

Output: Finest features (F) 

Begin procedure 

 Import spider population in the web (𝐿𝑛) 

 //𝐿𝑛 spider population  

 Generate female spiders 𝐹𝑠𝑝𝑖𝑑𝑒𝑟  

  𝐹𝑠𝑝𝑖𝑑𝑒𝑟 = [(0.9) − 𝑟𝑛𝑋𝐿𝑛] 

 Generate male spiders 𝑀𝑠𝑝𝑖𝑑𝑒𝑟  

  𝑀𝑠𝑝𝑖𝑑𝑒𝑟 = 𝐿𝑛 − 𝐹𝑠𝑝𝑖𝑑𝑒𝑟  

 Estimate the 𝐹𝑠𝑝𝑖𝑑𝑒𝑟  and 𝑀𝑠𝑝𝑖𝑑𝑒𝑟  upper (ℎ𝑏𝑜𝑢)and 

lower bounds (𝑙𝑏𝑜𝑢) 
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  𝐹𝑠𝑝𝑖𝑑𝑒𝑟(𝑥, 𝑦) = 𝐹𝑠𝑝𝑖𝑑𝑒𝑟𝑖(𝑙𝑏𝑜𝑢) +

𝑟𝑛(𝐹𝑠𝑝𝑖𝑑𝑒𝑟𝑖(ℎ𝑏𝑜𝑢) − 𝐹𝑠𝑝𝑖𝑑𝑒𝑟𝑖(𝑙𝑏𝑜𝑢)) 

  𝑀𝑠𝑝𝑖𝑑𝑒𝑟(𝑥, 𝑦) = 𝑀𝑠𝑝𝑖𝑑𝑒𝑟𝑖(𝑙𝑏𝑜𝑢) +

𝑟𝑛(𝑀𝑠𝑝𝑖𝑑𝑒𝑟𝑖(ℎ𝑏𝑜𝑢) − 𝑀𝑠𝑝𝑖𝑑𝑒𝑟𝑖(𝑙𝑏𝑜𝑢))  

 For each male spider 𝑀𝑠𝑝𝑖𝑑𝑒𝑟  do n then 

  For each female spider 𝐹𝑠𝑝𝑖𝑑𝑒𝑟  do n then 

   Estimate the features dimension 

𝑓𝑑 

    𝑓𝑑 = [
𝐷𝑖𝑚(𝑆𝐼𝑎,𝑏)∗𝑖

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (𝑖)
] 

   Calculate feature dimension 

upper limit 𝐿𝑢𝑝𝑝𝑒𝑟and lower limit 𝐿𝑙𝑜𝑤𝑒𝑟  

    𝑅𝐿𝑈 =

∑
(𝑓𝑑

𝐿𝑢𝑝𝑝𝑒𝑟−𝑓𝑑
𝐿𝑙𝑜𝑤𝑒𝑟)

2

𝐹𝑠𝑝𝑖𝑑𝑒𝑟(𝑥,𝑦)

𝑀𝑠𝑝𝑖𝑑𝑒𝑟(𝑥,𝑦)   

   Spider x move to 𝑦th spider based 

on their vibration 𝑆𝑚𝑜𝑣𝑒 

𝑆𝑚𝑜𝑣𝑒

= {
𝑆𝑖

𝑚𝑜𝑣𝑒 + 𝛼𝑉𝑖𝑏𝑥𝑖(𝐼𝑛 − 𝑆𝑖
𝑚𝑜𝑣𝑒) + 𝛽𝑉𝑖𝑏𝑥𝑖(𝐼𝑛 − 𝑆𝑖

𝑚𝑜𝑣𝑒) + 𝛿(𝑟𝑛 − 0.5)

𝑆𝑖
𝑚𝑜𝑣𝑒 + 𝛼𝑉𝑖𝑏𝑦𝑖(𝐼𝑛 − 𝑆𝑖

𝑚𝑜𝑣𝑒) − 𝛽𝑉𝑖𝑏𝑦𝑖(𝐼𝑛 − 𝑆𝑖
𝑚𝑜𝑣𝑒) + 𝛿(𝑟𝑛 − 0.5)

 

  End for each 

 End for each 

 Return F← 𝑆𝑚𝑜𝑣𝑒 

Stop procedure  

 The above algorithm steps is analysis the optimal 

features of social community based on spiders behaviors in 

the web. Let us assume 𝑟𝑛 is the random numbers among [0, 

1], 𝐷𝑖𝑚 is a dimension in the dataset, 𝑖 denotes current 

iteration, 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (𝑖) is present total iteration in the 

dataset, 𝑅𝐿𝑈 is a feature dimension identification based on 

lower limit and lower limit,  𝛼, 𝛽, 𝛿 is a positive integers 

between [0, 1] and 𝐼𝑛 integer adjacent to the superior spider.  

3.5 Densenet Convolutional Neural Network 

 This section applied Densenet Convolutional 

Neural Network (DnetCNN) algorithm for classify the 

community in the social networks. Hence, matrices are used 

for the proposed approach to decrease the computational 

burden. This Densenet CNN algorithm contains classical 

ingestion, Convolutional, pooling and fully connected 

layers. The Ingestion layer handles the generation of the 

adjacency matrix from the CNN approach. This matrix is 

fed into a convolutional layer that runs a series of filters to 

extract salient features. This layer outputs a set of matrices 

(feature maps) on which a maximum pooling operation is 

achieved to minimize the issue solution. The previous 

layer's output is fed as input to the fully connected layer, 

whose objective is to define the probability distribution of 

each node in K classes. 

A = [ 

𝑎1,1 𝑎1,2 … 𝑎1,𝑛

𝑎2,1 𝑎2,2 … 𝑎2,𝑛

⋮ ⋮ ⋱ ⋮
𝑎𝑛,1 𝑎𝑛,2 … 𝑎𝑛,𝑛

]   

     (15) 

The above expression is input of ingestion layer.  

Algorithm steps 

Input: Finest features (F) 

Output: Optimized result (𝑂𝑅) 

Begin procedure 

 Import Finest features (F) 

For each F do n then 

 Calculate Ingestion layer process 𝐼𝑛𝑔𝐿 

  𝐼𝑛𝑔𝐿 = 𝑒𝑥𝑝𝜎(1−𝐷𝑗𝑘∗𝑤𝑗𝑘)  

 //Two generic nodes j and k 

 Compute Convolutional Layer process 

𝐶𝑜𝑛𝐿  

  𝐶𝑜𝑛𝐿 (𝑗𝑘) = 𝑅𝑒𝐿𝑢(𝑏𝑖𝑎𝑠 +

∑ 𝑤𝑗𝑘 ∗ 𝐼𝑛𝑔𝐿
𝑛
𝐹=1 ) 

 Compute maximum pooling layer process 

𝑃𝑜𝑜𝐿  

  𝑃𝑜𝑜𝐿(𝑗𝑘) = 𝑅𝑒𝐿𝑢([𝑤𝑗𝑘 ∗

𝐶𝑜𝑛𝐿 (𝑗𝑘)] + 𝑏𝑖𝑎𝑠) 

 Compute fully connected layer 𝐹𝑢𝑙𝑙𝐿 

  𝐹𝑢𝑙𝑙𝐿 = 𝑅𝑒𝐿𝑢([𝑤𝑗𝑘 ∗

𝑃𝑜𝑜𝐿(𝑗𝑘)] + 𝑏𝑖𝑎𝑠)  

 Evaluate the specific community 

classification  

 𝑂𝑅 =
1

2
∑ (𝐹𝑢𝑙𝑙𝐿 − 𝑙𝑜𝑠𝑠)2

𝑛  

 End for each 

Stop procedure  

 This algorithm steps efficiently classifies the 

community detection 𝑂𝑅 in the social networks. Assuming 

that j, k are the adjacent nodes, 𝜎 Attenuation factor, 𝑅𝑒𝐿𝑢 
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is the activation function, 𝑙𝑜𝑠𝑠  denotes loss function to 

detect community in the social networks.  

IV. Result and discussion 

 This section describes the proposed implementation 

comparing with other techniques using confusion matrix. 

The Web crawler detection using subset pattern feature 

analysis based on Multi-Perceptron neural network uses 

Phishing Dataset collected from the Kaggle repository. The 

comparison method are such as Grain-Based Social 

Detection (GBCD), Label Propagation Algorithm (LPA) and 

Subset pattern feature analysis Fuzzy inference approach 

based on Multi-Perceptron Neural Network (SPFAFI-

MPNN) techniques. The result performance metrics are 

evaluated through confusion matrix performed n python 

evaluation. 

Table 1 Simulation parameter settings 

Parameters used Values  

Dataset name Ebbu2017 Phishing Dataset 

Tool Anaconda/Jupiter notebook 

Language Python 

Test result Confusion matrix 

Number of features  20 

Number of class  3(High medium low) 

 

The proposed carry enforcement generates higher 

detection rates by classifying results according to the class 

order. A system configuration with 4GB of RAM with the i3 

Intel processor. Simulation parameters settings are 

illustrated in table 1. 

This paper defines following parameters are 

classification accuracy, sensitivity, specificity, time 

complexity and false classification performance.  

Classification accuracy =
𝑇𝑛+𝑇𝑝

(𝑇𝑝+𝐹𝑝+𝐹𝑛+𝑇𝑛)
   (15) 

 𝑇𝑛 is true negative, 𝑇𝑝 is true positive, 𝐹𝑝 is a 

false positive and 𝑇𝑛 is a true negative.  

 

 

 

 

 

 

 

 

 

 

Figure 2 Analysis of classification accuracy performance 
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 Classification defines the sensitivity and 

uniqueness of frequent measurements predicted by fit/recall 

generated by positive values and shows absolute results 

based on type class. Figure 2 shows the accuracy of the 

classification. 

Table 2 Impact of classification accuracy 

Performance in % 

No of records/ 

Methods 
GBCD LPA 

SPFAFI-

MPNN 

DnetCNN 

500 72.1 75.1 82.2 84.6 

1000 76.2 79.6 86.6 88.2 

1500 81.7 83.8 90.3 91.8 

2000 86.5 86.2 92.6 93.5 

2500 90.2 89.2 95.5 96.1 

 Table 2 shows the classification accuracy 

compared to the previous approaches. The proposed method 

has the best performance in detecting malicious websites. 

Additional valid positive correlations are obtained with the 

actual value of the negative range.  

Sensitivity/recall =
𝑇𝑝

𝑇𝑝+𝐹𝑛
   (16) 

 The sensitivity estimation is done on phishing 

datasets. The online malicious web dataset, for the SPFAFI-

MPNN produces 96.1% sensitivity, and the LPA achieves 

87.1 % sensitivity, yet the GBCD classifier achieves 86.5 % 

sensitivity. The proposed SPFAFI-MPNN system has a 

higher impact on sensitivity. 

 

 

Figure 3 Analysis of sensitivity performance 

 Figure 3 defines analysis of sensitivity 

performance using phishing dataset collected from kaggle. 

The proposed SPFAFI-MPNN system accomplishes 

higher performance than the existing methods. 

Table 3 Analysis of sensitivity performance 

Sensitivity performance in % 

No of records/ 

Methods 
GBCD LPA 

SPFAFI-

MPNN 

DnetCNN 

500 70.5 73.1 80.2 82.4 

1000 74.3 78.8 84.6 86.2 

1500 79.2 81.2 89.3 91.6 

2000 84.9 84.6 91.2 92.8 

2500 86.5 87.1 93.5 94.3 

 

 Table 3 reviews the analysis of sensitivity 

performance with different records and previous 

techniques.  The specificity is calculated as follows. 

Specificity =
𝑇𝑛

𝑇𝑛+𝐹𝑝 
     (17) 
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Figure 4 Analysis of specificity performance 

 Figure 4 shows variations of the so-called 

integrity generated by different approaches, where the 

SPFAFI-MPNN method produces higher performance than 

the additional methods. 

Table 4 Impact of specificity performance 

Specificity performance in % 

No of 

records/ 

Methods 

GBCD LPA 
SPFAFI-

MPNN 

DnetCNN 

500 71.5 74.5 81.5 82.5 

1000 75.3 79.2 85.1 86.7 

1500 80.2 82.5 90.6 91.1 

2000 85.9 85.1 92.4 93.9 

2500 89.5 88.4 94.2 95.9 

 

 The criterion of accuracy, depending on the 

percentage of valid values in the database, represents the 

coherent representation that avoids false positives and 

negatives. Table 4 shows the different methods of analyzed 

accuracy to indicate the ratio. The proposed approach 

emphasizes higher efficiency compared to other methods.  

The expression of this expression is identified as follows: 

False Extraction Ratio (Fer) = 

∑ ×𝑘=𝑛
𝑘=0

𝑇𝑜𝑡𝑎𝑙𝐷𝑎𝑡𝑎𝑠𝑒𝑡 F𝑎𝑖𝑙𝑒𝑑𝑡𝑜𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦 (𝐹𝑒𝑟)

𝑇𝑜𝑡𝑎𝑙𝑛𝑜𝑜𝑓𝐷𝑎𝑡𝑎(𝐹𝑟)
 

 

   (18)  

   

 

Figure 5 Effect of false classification 

  Figure 5 shows the variance of false ratios 

generated by different approaches, and the predicted 

SPFAFI-MPNN method has fewer erroneous classifications 

than the rest of the other approaches.  
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Table 5 Analysis of false classification 

False classification performance in % 

No of 

records/ 

Methods 

GBCD LPA 
SPFAFI-

MPNN 

SPFAFI-

MPNN 

500 6.3 5.9 4.9 4.1 

1000 7.1 6.5 5.8 4.4 

1500 7.8 6.6 6.1 5.6 

2000 7.5 6.8 6.3 5.9 

2500 7.9 6.9 6.5 6.1 

 

 Table 5 above explains that the misdiagnosis 

failed classification is classified as a misclassified class, 

regardless of whether the data were identified as a trained 

class or an attack. The misclassification detection class has 

the lowest predictive value for the proposed SPFAFI-MPNN 

system compared to other systems. 

Time complexity (Tc) 

=∑ ×k=n
k=0

Total Features Handeled to Process in Dataset

Time Taken(Ts)
   (19) 

 

 

Figure 6 Impact of time complexity 

 Detection accuracy is designed based on the 

time it takes to process. Compare detection accuracy in 

different ways. O (n) will take time for better detection by 

processing all records based on the type definition of the 

defined type. The proposed system SPFAFI-MPNN 

produces 9.1 (ms) higher performance than all previous 

systems, as shown in Figure 6.  

Table 6 Analysis of time complexity 

Time complexity in ms 

No. of 

records/ 

Methods 

GBCD LPA 
SPFAFI-

MPNN 

DnetCNN 

500 9.3 8.7 6.5 6.2 

1000 9.6 9.2 7.2 6.9 

1500 9.8 9.1 7.6 7.2 

2000 11.1 10.3 8.1 7.9 

2500 11.4 10.2 8.5 8.1 

 Table 6 shows an estimate of the time problem 

generated by multiple approaches, and the predicted method 

caused the least time problem. The time lag is the total time 

it takes to load a database and execute feature selection and 

classification within a specified time. . The temple complex 

is calculated every millisecond. The asymptotic code O (n) 

on the front page is the lower limit when executing 

instructions. Using the time calculation and the worst form, 

the mean upper limit g (n) and the mean middle limit finite 

time f (n) calculates the difference in average time, which 

can measure the Length of time it can take. 

V. Conclusion 

 This paper carried out Dense-net Convolution 

Neural Network (DnetCNN) approach for community 

detection in social networks. So in this proposed approach 

pre-processed the dataset was successfully removed 

irrelevant records. Then, we find the user interest based on 

key term and page access using User Behavior Impact Rate 

(UBIR) technique. Based on user interests our proposed 

method identified malicious activity in the gathered dataset 

using Web crawling prone factor rate. Afterwards, finest 

features selecting using Spider web cluster community 

based feature selection. Lately we detect community in the 

social networks using Densenet Convolutional Neural 

Network (DnetCNN) algorithm. Therefore, the proposed 

simulation result are classification accuracy rate is 96.1%, 
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sensitivity is 94.3%, specificity is 95.9%, false classification 

rate is 6.1% and community detection time complexity 

result is 8.1%. Hence the proposed method performs better 

for community detection using python language than other 

methods.   
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