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Abstract--Micro-Expressions (MEs) are a typical kind of expressions which are subtle and short lived in nature and reveal the hidden 

emotion of human beings. Due to processing an entire video, the MEs recognition constitutes huge computational burden and also consumes 

more time. Hence, MEs spotting is required which locates the exact frames at which the movement of ME persists. Spotting is regarded as a 

primary step for MEs recognition. This paper proposes a new method for ME spotting which comprises three stages; pre-processing, feature 

extraction and discrimination. Pre-processing aligns the facial region in every frame based on three landmark points derived from three 

landmark regions. To do alignment, an in-plane rotation matrix is used which rotates the non-aligned coordinates into aligned coordinates. For 

feature extraction, two texture based descriptors are deployed; they are Local Binary Pattern (LBP) and Local Mean Binary Pattern (LMBP). 

Finally at discrimination stage, Feature Difference Analysis is employed through Chi-Squared Distance (CSD) and the distance of each frame 

is compared with a threshold to spot there frames namely Onset, Apex and Offset. Simulation done over a Standard CASME dataset and 

performance is verified through Feature Difference and F1-Score. The obtained results prove that the proposed method is superior than the 

state-of-the-art methods. 

Keywords- Micro Expressions, Spotting, Local Binary pattern, Facial Alignment, Chi-Squared Distance, F1-Score. 

 

I.  INTRODUCTION 

Recently, due to the advent of new technologies like 

computer vision, machine learning, and artificial intelligence, an 

intelligent Human Computer Interaction (HCI) has become an 

important part of human lives. The future society will become 

completely intelligence based and Intelligent HCI will be 

applied to even the daily activities of human life. In such case an 

intelligent HCI with emotional attachment not only complete the 

task successfully but also considers the emotions of users to 

execute the task. For this purpose, the HCI considers different 

types of input to analyze the emotional status of a user. Text, 

speech, and facial expression are the three major sources used 

for expression synthesis. According to the psychologists, Facial 

expression is considers as the major source which conveys 

approximately 55% of expression while speech and text 

occupied only 38% and 7% respectively [1]. 

Even though Facial expressions can explore the mental 

status of people, in some situations, people often deliberately 

express or disguise particular expressions. In such case, the 

analysis and prediction of true emotional state becomes tough. 

Such as kind of expression is called as Facial Micro Expressions 

(MEs) which are short lived and imperceptible in nature [2]. 

MEs are voluntarily expressed and can reveal the true emotion 

of an individual person who willing to conceal, disguise, hide  

or suppress [3].  Due to the shorter time span, they are difficult 

to manipulate and reveal the perfect emotional status of a 

person. In 1966, during the psychotherapy study, Haggard and 

Isaacs discovered the difficult to identify and short lived facial 

expressions [4]. Further, Ekman et al. [5] noticed a video 

showing a conversation between a psychologist and patient in 

which the patient is in depression and trying to hide that 

expression with a painful smile. Researchers regard that the 

people produce MEs as a strong emotions through spontaneous, 

unconscious and rapid facial movements. Compared with 

macro or normal facial expressions, MEs reflects emotions in a 

better way because they consist of true potential emotion 

information which has great significance in risky situations [6-

9]. Different applications of MEs are shown in Figure.1. 
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(a) (b) (c) 

Figure.1 Applications of MEs (a) Lie Detection, (b) Criminal Investigation 

and (c) Medical Treatment 

MEs are short lived and low intensity facial expressions and 

expressed in such kind of situations where the people tries to 

hide their feelings. Hence, it is not much easy to detect such 

kind of emotions. Approximately, the MEs duration ranges 

from 0.04s to 0.2s [10]. Some of the past studies stated that the 

duration of ME is less than 0.33s and they won’t exceed 0.5s 

[11]. Next, MEs have very less intensities at the corresponding 

movements of facial muscles [12] and their involvement lies 

only in the part of a region.  In such constraints the detection of 

MEs is a big challenging task. At first, Ekman et al. [13] 

introduced a tool called as “Micro-Expression Training Tool 

(METT)” which allows the identification of totally seven types 

of emotions from ME videos. However, Frank et al. [14] 

determined that the detection performance of METT is very 

limited and it is approximately 40%. Hence, here is a need to 

develop an effective MEs recognition model which was main 

motivation of our work. An automatic MEs recognition model 

accomplishes two stages; they are ME spotting and ME 

recognition. In the former stage, key frames (frames with 

emotion attributes) are extracted from the input video and in the 

second stage type of emotion is identified. Since ME lies only 

in few frames, processing an entire video with huge frames 

introduces computational complexity to the recognition system. 

Hence, MEs spotting in required in which the precise and 

accurate identification frames’ containing the emotion 

attributes is carried out.   

This paper proposes a new ME spotting framework in three 

stages; they are Pre-processing, feature extraction and 

Identification. At pre-processing, the non-aligned or non-frontal 

faces are aligned into frontal views. For this purpose, a new 

approach is proposed which extracts landmark regions and 

computes new tilts the faces through an In-plane rotation 

matrix. At feature extraction, we applied two texture descriptors 

namely Local Binary Pattern (LBP) and Local Mean Binary 

Pattern (LMBP). Finally for key frames identification, we used 

Feature Difference Analysis (FDA) and applied over the texture 

descriptors of each frame.   

Remaining paper is organized as follows; the details of 

literature survey abut ME spotting are discussed in 2nd section. 

Next the details about the proposed three stage ME spotting 

mechanism is discussed in 3rd section. The discussion about the 

simulation experiments is done in 4th section and last section 

provides concluding remarks. 

II. LITERATURE SURVEY 

For a given video sequences, MEs spotting mechanisms 

finds the key frames in which the temporal dynamics of micro 

movements exists. The key frames include three frames namely 

onset, Apex, and Offset.  The onset frame is defined as the 

frame at which the facial appearance becomes stronger and the 

contraction of facial muscle is observed. Next, the Apex is the 

frame in which peak emotion lies. Finally, the offset frame is 

defined as the frame at which the facial muscles starts relaxation 

mode and expression becomes neutral. In summary, onset frame 

is an initiator; apex is the peak and offset of end of MEs [15]. 

Hence, the identification onset, apex and offset frames are 

called as ME spotting. In such regard, different authors 

proposed different methods and they are broadly categorized as 

Apex spotting and Movement Spotting. In the case of Apex 

spotting, only apex frame spotted while in the movement 

spotting, the frames are extracted in the order of “neutral-onset-

apex-offset-neutral”.   

Polikovsky et al. [16], [17] considers the ME spotting 

problem as a classification and classified each frame into four 

classes, they are Offset, Apex, Onset and Neutral. For this 

purpose, they applied 3D Histogram oriented Gradients (3D-

HOG) to extract features from every frame and K-means 

clustering for classifying them. Even though they attained 68% 

spotting performance, it was tested only on the posed videos 

which are limited for exact ME. Further, the accomplishment of 

ME spotting as a classification induces hug complexity.          

Moilanen A, Zhao G, Pietikäinen M. [18] proposed a simple 

method for spotting the rapid facial movements from videos. 

They analyzed the difference between appearance based 

features of consecutive frames. Local Binary Pattern (LBP) is 

adapted to describe appearance based features and frames are 

extracted based on thresholding of differences. Additionally, 

they employed spatial information about facial movements to 

find the temporal locations.     

A. K. Davison et al. [19] focused on the detection micro 

movements from videos and applied Histogram of Oriented 

Gradients (HOGs) to extract features from each frame. Initially, 

they pre-processed each frame by cropping and aligning 

followed by removing noise. Next, each frame is divided into 

blocks and for each block HOGs are calculated. Then, chi-

squared distance is used to find the dissimilarity between spatial 

appearances between consecutive frames. Then the obtained 

distances are normalized and peak is detected and used to spot 

the key frames.    D. Patel et al. [20] captured the direction 

continuity of motion features and used them to detect ME 

frames. They computed optical Flow Vectors for small sized 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 8s 

DOI: https://doi.org/10.17762/ijritcc.v11i8s.7171 

Article Received: 22 April 2023 Revised: 10 June 2023 Accepted: 26 June 2023 

___________________________________________________________________________________________________________________ 

 

    12 

IJRITCC | July 2023, Available @ http://www.ijritcc.org 

local spatial regions and integrated them to form features of 

temporal regions. Further, they applied Heuristics to remove the 

non MEs from videos and appropriately determined the ME 

frames.    

Z. Xia et al. [21] proposed a random walk based 

probabilistic model to find the ME frames by determining the 

probability of each frame to be a key frame. The random walk 

model utilized Adaboost algorithm initially to find the 

probability and then used correlation between frames. Each 

frame is described through a geometric descriptor based on 

procrustes analysis and active shape model.  S. J. Wang et al. 

[22] proposed a Mean Directional Maximal Difference 

(MDMD) analysis for spotting the MEs. MDMD computes the 

Optical flow features and determined the maximal magnitude 

difference in the main direction. Instead of complete frames, 

MDMD considers block structured facial region to sport MEs.   

A. Davison et al. [23] referred a 26 regions based Facial 

Action Coding System (FACS) to spot the micro movements. 

For each unit, they extracted temporal features based on 3D 

HOG model and computed Chis-Square distance to find the 

subtle motion from local regions. Finally, an adaptive baseline 

threshold is deigned and determined an automatic peak detector 

for micro movement’s detection. J. Li et al. [24] employed two 

appearance based methods such as LBP and Local Temporal 

Pattern (LTP) to describe each frame through its appearance. 

Here, the LTP features are determined through Principal 

Component Analysis (PCA) in temporal windows over several 

local facial regions.  Then they classified MEs are spotted 

through a local classification and global fusion. In the second 

model, the LDP features are processed through Chi-squared 

distance and MEs are spotted base on a baseline threshold. 

Duque et al. [25] employed a video magnification and Reisz 

Pyramid methods to sport ME frames. Additionally, to suppress 

artifacts and delays, they employed a masking and filtering 

mechanisms to segment the motion of interest. It had shown 

significant impact on the detection of eye blink movements in 

MEs. Z. Zhang et al. [26] applied a Composite deep learning 

model called as SMEConvnet to extract Spatio-temporal 

features from lengthy videos. Then the feature matrix is 

processed through a sliding window to spot apex frame.  

Additionally, at pre-processing, the frames are subjected to 

alignment and cropping. V. Burni and D. Vitulano [27] 

introduced new frames called as Frozen Frames which occur 

just before or immediately after a ME. The frozen frames 

indicate that the speaker is trying to hide something. These 

frozen frames can be detected through a simplified version of 

Adelson and Bergen Energy model [28] for motion perception.  

The authors identified the ME frames based on frozen frames 

which consist of group of frames.    

Y. Han et al. [29] proposed a ME spotting method called as 

Feature Difference Analysis (FDA). FDA depends on the 

partitioning of a face image into several uniform Region of 

Interests (ROIs) and computing features. An evaluation method 

is proposed based on Fisher Linear Discriminant Analysis 

(LDA) which assigns a weight for each ROI. Next, FDA 

considered only two features namely LBP and Histogram of 

Optical Flow (HOOF) independently. Further, they introduced 

MDMO into FDA [31] and proposed a simple collaborative 

strategy called as Collaborative Feature Difference (CDA) based 

on two complementary features such as LBP and MDMO. Here 

LBP characterize texture information while MDMO 

characterize Motion information.  V. Esmaeili & S. O. Shahdi 

[30] proposed a new LBP based Texture descriptor called as 

Cubic LBP which computes the LBP on totally 15 introduced 

planes. They demonstrated the effectiveness of 15 planes to find 

the apex frame where the maximum facial movements occur. 

III. PROPOSED METHOD 

A. Overview 

Here in the current section, we explore the complete details 

of proposed ME spotting mechanism. This method aims at the 

detection of ME frames in which the maximum emotion 

persists. This method is simple and effective as it won’t 

consider the spotting as a classification problem. In summary, 

the proposed method works as; for a given ME video, initially 

this method preprocesses each frame and aligns the facial 

region. The alignment is done with the help of landmark points 

identified through Viola Jones algorithm. Next, appearance 

based features are extracted from each frame and fed to a feature 

difference analysis technique to spot the ME frames. Figure.2 

shows the overall working schematic of proposed ME spotting 

mechanism.  

 

Figure 1. Overall architecture of Proposed ME spotting method 

B. Landmarks Detection  

In computer vision, facial landmarks have great significance 

due to their necessity in different applications including Face 

recognition, face expression recognition or emotion recognition 

etc. Moreover, some of the facial landmarks can be used as 

landmarks to align the facial images which are generally non-

aligned in nature.  After alignment of face through Landmark 

regions, they provide a uniform and more information for face 
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related applications.  From several past studies, it was proved 

that the system trained with aligned face exhibits better 

performance.  Mainly three regions are determined on the face 

which can carry most of the emotion related information.  They 

are; two eye’s regions and one mouth region.  Consider a face 

with happy emotion, the maximum emotion can be observed at 

the upper muscles of the mouth. Similarly the disgust can 

explore the muscle movement at lips. Hence this work 

considered three Landmark regions (Left Eye Region, Right 

Eye Region and Mouth) to perform facial alignment.  

To find out Landmark regions from facial images we used 

the most popular Viola Jones algorithm [32].  This 

algorithm uses pixel analysis in front view facial 

images.  Majorly there are four advantages with Viola 

zones, they are; 1) Great significance for real time images, 

2) Larger true positives and smaller false positives, 3) Can 

extract face regions even from non-frontal images and 4) Larger 

detection rate.  Majorly, the Viola Jones algorithm is executed in 

four stages, they are; 1) features election through Haar filter, 2) 

integral image generation, 3) Adaboost training and 4) 

Cascading of classifiers.  The landmark regions identified 

through Viola zones algorithm is depicted in the following 

figures. 

  

(a) (b) 

Figure 2.  Land mark regions identified through VJ algorithm (a) Face Region 

and (b) Landmark regions (Left Eye, Right Eye and Mouth)  

From the above figure we can see that every Landmark 

region is marked with a rectangle which was constructed with 

four values they are x-, y-, coordinates, Length (L) and width 

(W).  Consider one corner of the rectangle is represented 

with (𝑥1, 𝑦1, 𝐿, 𝑊)  then the remaining coordinates can be 

calculated through the following mathematical expressions 

 𝑥2 = 𝑥1 𝑥3 = 𝑥1 + 𝑊  𝑥4 = 𝑥3 () 

 𝑦2 = 𝑦1 + 𝐿 𝑦3 = 𝑦1  𝑦4 = 𝑦2 () 

Even though there exist several Landmark regions in the 

facial image, we consider only 3 because the facial alignment 

depends on eye and mouth regions only. 

C. Face Alignment  

Facial alignment has a significant role in the MEs spotting. 

Generally, the MEs are subtitle and spontaneous in nature the 

frames at maximum emotion information may be non-frontal.  In 

such case, the MEs analysis and determination becomes less 

effective. Hence they need to be aligned properly. Moreover 

there are several constraints exist in facial images like head 

moments and head postures which can affect the performance of 

MEs analysis. Here we used the above obtained Landmark 

regions 4 co-ordinates to align the facial region. Here we apply 

an in-plane rotation over the coordinates to do the facial 

alignment. Since the three Landmark regions are less affected 

with the movements of the face, they are used here as a baseline 

regions.  For each region, we derived three Landmark points 

such as Left Eye Inner Corner (LEIC), Right Eye Inner Corner 

(REIC), and Nasal Spine Point above the Mouth (NSPM).  These 

three points are computer based on the four coordinates of three 

Landmark regions. These three Landmark points are almost 

stable and hence they are chosen for facial alignment. Consider 

the four coordinates of four corner points of a region r𝑟(𝑟 ∈

{𝐿𝐸, 𝑅𝐸, 𝑀})   is defined as (𝑥1
𝑟 , 𝑦1

𝑟) , (𝑥2
𝑟 , 𝑦2

2) , (𝑥3
𝑟 , 𝑦3

𝑟)  and 

(𝑥4
𝑟 , 𝑦4

𝑟).  Based on these four co-ordinate points, the landmark 

points are measured as follows. 

 (𝑥𝐿𝐸𝐼𝐶 , 𝑦𝐿𝐸𝐼𝐶) = (
𝑥2

𝐿𝐸+𝑥4
𝐿𝐸

2
,

𝑦2
𝐿𝐸+𝑦4

𝐿𝐸

2
) () 

 (𝑥𝑅𝐸𝐼𝐶 , 𝑦𝑅𝐸𝐼𝐶) = (
𝑥1

𝑅𝐸+𝑥3
𝑅𝐸

2
,

𝑦1
𝑅𝐸+𝑦3

𝑅𝐸

2
) () 

 (𝑥𝑁𝑆𝑃𝑀 , 𝑦𝑁𝑆𝑃𝑀) = (
𝑥1

𝑀+𝑥2
𝑀

2
,

𝑦1
𝑀+𝑦2

𝑀

2
) () 

Where (𝑥2
𝐿𝐸 , 𝑦2

𝐿𝐸) and (𝑥4
𝐿𝐸 , 𝑦4

𝐿𝐸) are the 2nd  and 4th  corner 

coordinates of left eye, (𝑥1
𝑅𝐸 , 𝑦1

𝑅𝐸) and (𝑥3
𝑅𝐸 , 𝑦3

𝑅𝐸) are 1st  and 

3rd corner coordinates of right eye and (𝑥1
𝑀, 𝑦1

𝑀) and (𝑥2
𝑀, 𝑦2

𝑀) 

are the 1st  and 2nd  corner coordinates of mouth region.  The 

landmark points obtained from above equation are used for facial 

alignment after transforming them through an in-plane rotation 

matrix. Here the In-plane rotation matrix is defined as a Square 

Matrix with consists of 4 rotation elements such as 𝐸1, 𝐸2, 𝐸3 

and 𝐸4 .  Mathematically the in-plane rotation matrix (IR) is 

expressed as 

 𝐼𝑅 = [
𝐸1 𝐸2

𝐸3 𝐸4
]  () 

where 

 𝐸1 =
𝑥𝐿𝐸𝐼𝐶−𝑥𝑅𝐸𝐼𝐶

√(𝑦𝐿𝐸𝐼𝐶−𝑦𝑅𝐸𝐼𝐶)2+(𝑥𝐿𝐸𝐼𝐶−𝑥𝑅𝐸𝐼𝐶)2
 () 

 𝐸2 =
𝑦𝑅𝐸𝐼𝐶−𝑦𝐿𝐸𝐼𝐶

√(𝑦𝐿𝐸𝐼𝐶−𝑦𝑅𝐸𝐼𝐶)2+(𝑥𝐿𝐸𝐼𝐶−𝑥𝑅𝐸𝐼𝐶)2
  () 

 𝐸3 =
𝑦𝐿𝐸𝐼𝐶−𝑦𝑅𝐸𝐼𝐶

√(𝑦𝐿𝐸𝐼𝐶−𝑦𝑅𝐸𝐼𝐶)2+(𝑥𝐿𝐸𝐼𝐶−𝑥𝑅𝐸𝐼𝐶)2
 () 

 𝐸4 =
𝑥𝑅𝐸𝐼𝐶−𝑥𝐿𝐸𝐼𝐶

√(𝑦𝐿𝐸𝐼𝐶−𝑦𝑅𝐸𝐼𝐶)2+(𝑥𝐿𝐸𝐼𝐶−𝑥𝑅𝐸𝐼𝐶)2
 () 

The new Landmark points of the aligned face are calculated 

through the following expression 

 (𝑥′𝑛 , 𝑦′𝑛) = (𝑥𝑛 , 𝑦𝑛) × 𝐼𝑅𝑇  () 

Face Detection Landmark Regions
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Where 𝑛 ∈ {𝐿𝐸𝐼𝐶, 𝑅𝐸𝐼𝐶, 𝑁𝑆𝑃𝑀} , (𝑥′𝑛 , 𝑦′𝑛)  denotes the 

new landmark points of the aligned face and they are used to 

further process.  The nonaligned face and aligned faces are 

shown in figure 3. 

   

(a) (b) 

Figure 3 Results of facial alignment 

(a) Non-aligned faces and (b) Aligned face 

D. Feature Extraction 

After the completion of facial alignment in each frame, they 

are subjected to feature extraction.  Here we employed LBP 

based feature descriptor to extract appearance based features 

from each facial frame.  Here we proposed a new LBP variant 

called as composite LBP (C-LBP) which is a combination of 

LBP [33] and LMBP [34].  LBP was initially introduced in 90s 

and widely employed in different computer vision related 

applications like human action recognition, facial expression 

recognition, texture analysis and objective action etc.  According 

to the standard procedure, the computation of LBP is done as 

follows; for a Centre pixel surrounded by 8 neighbour pixels in 

a block radius r, it is encoded based on the relation between their 

pixel intensities.  If the pixel intensity of neighbour pixel is 

greater than the intensity of centre pixel, then the corresponding 

neighbour pixel is encoded as 1 otherwise it is encode as 0.  In 

such way all pixels are encoded into binary and accumulated in 

an anti-clockwise direction to Form an eight bit string.  Then the 

eight bit string is encoded decimally to derive LBP value of the 

centre pixel.  For a Centre pixel 𝑞𝑐 surrounded by p neighbour 

pixels on circle of radius r, the LBP is completed as 

 𝐿𝐵𝑃𝑟,𝑝(𝑞𝑐) = ∑ 𝑠(𝑞𝑟,𝑝,𝑛 − 𝑞𝑐)2𝑛𝑃−1
𝑛=0   () 

Where  

 𝑠(𝑥) = {
1,   𝑥 ≥ 0
0,   𝑥 < 0

  () 

Next LMBP is a variant of LBP which considered the mean 

of the pixel intensities in the radius r. Consider is the mean of 

pixel intensities is 𝑄𝑝, then LMBP of a center pixel is computed 

as 

 𝐿𝑀𝐵𝑃𝑟,𝑝(𝑞𝑐) = ∑ 𝑠(𝑞𝑟,𝑝,𝑛 − 𝑄𝑝)2𝑛𝑃−1
𝑛=0    () 

Where  

 𝑄𝑝 =
1

𝑃
∑ 𝑞𝑟,𝑝,𝑛

𝑃
𝑝=1   () 

Finally each pixel is represented with two decimal codes; one 

is through LBP code and another is through LMBP code. To 

determine efficiency of two texture descriptors, we conduct a 

simulation study for both LBP and LMBP individually and 

observations are demonstrated in the result section. The process 

of LBP and LMBP computation is shown in figure.4 and figure.5 

respectively. 

 

Figure.4 LBP Process  

 

Figure 5.  LMBP Process  

E. FDA 

Once each frame of ME video is represented with either LBP 

or LMBP then they are processed for Feature Difference 

Analysis (FDA) to identify the key frames.  Here FDA 

determine totally three frames as ME frames such as onset, Apex 

and offset. For this purpose FDA considered each frame as a 

Current Frame (CF) and computed the deviation in motion 

appearance with its pre and post frames. For the pre and post 

analysis, we consider two frames such as pre-frame and post-

frame as inputs and derived a new frame called as Mean Frame 

(MF).  MF is obtained as an average of pre-frame and post-

frame.  Now FDA computes Chi-Squared Distance (CSD) 

between CF and MF which declare the levels of motion 

variations in the facial area.  Moreover, the CSD can determine 

the Rapid facial moments from temporally lengthy 

videos.  Except for the first and last frames, FDA computes 

CSD. Here the CSD is computed over the normalized histograms 

of CF and MF.  For the FDA computation, initially the CF and 

MF are equally divided into several blocks and the histograms 

are computed for each block. Here the CSD is initially measured 

between the histogram bins in same block.  

Consider 𝐶𝑗
𝑖 and  𝑀𝑗

𝑖 be the histograms of jth bin in ith block 

of CF and MF respectively, then the CSD is calculated as 

 𝒳2(𝐶𝑗
𝑖, 𝑀𝑗

𝑖) =
(𝐶𝑗

𝑖−𝑀𝑗
𝑖)

2

𝐶𝑗
𝑖+𝑀𝑗

𝑖   () 

Where 𝒳2(𝐶𝑗
𝑖 , 𝑀𝑗

𝑖)  denotes the CSD. Here CSD consider 

two blocks in CF and MF located at the same position as inputs. 

Then the obtained CSDs are used to compute an initial difference 

vector notated as 𝐹𝑖 as 

 𝑉𝑖 =
1

𝑀
∑ 𝒳2(𝐶𝑗

𝑖 , 𝑀𝑗
𝑖)𝑀

𝑗=1   () 

Aligned Face
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Here 𝑉𝑖 explores the difference between ith blocks in CF and 

MF. Here, we have totally L number of blocks and hence the size 

of initial difference vector is L. Based on these values, we 

calculate a local difference vector 𝐿𝑖  as 

 𝐿𝑖 = 𝑉𝑖 −
1

2
(𝑉𝑖+𝑘 − 𝑉𝑖−𝑘)  () 

Based on the obtained 𝐿𝑖, we compute a threshold (T) which 

determines the motion threshold. Mathematically, the threshold 

is calculated as 

 𝑇 = 𝐿𝑚𝑒𝑎𝑛 ∓ (𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑒𝑎𝑛)  () 

Based on the Threshold, the key frames are identified. The 

frames those 𝐿𝑖 value more than the threshold are considered as 

spotted frames. Among the spotted frames, the firs frames is 

considered as onset frames, last frame is considered as offset 

frame and the center frame is considered as Apex frame. 

IV. EXPERIMENTAL ANALYSIS 

A. Dataset and Simulation set up 

For experimental validation of our method, we applied it on 

the most widely used ME dataset named as “Chinese Academy 

of Sciences Micro-Expressions (CASME)” [35]. CASME 

consists of totally 1965 ME video clips and the frame rate of 

each video clip is 60 frames per second (fps). Approximately 

more than 1500 facial movements are referred to acquire these 

samples. Every sample is encoded with five attribute namely 

Action Units, Emotion labels, Onset, Apex and Offset frames. 

Totally 35 subjects are participated under the creation of this 

dataset and among them 22 are male and 13 are female. The 

mean age of subjects is identified as 22.03 years with a standard 

deviation of 1.60. The maximum duration of each video clip is 

maintained not more than 500ms. Additionally, some video clips 

even with more than 500s are also considered but they have onset 

duration less than 250ms because the expressions with fast onset 

duration can also be regarded as MEs. 

Two different environments are used to acquire the CASME 

dataset and hence the entire dataset is classified into two classes 

namely Class A and Class B.  The video clips under class A are 

acquired with the help of a camera called as BenQ31 and frame 

rate is 60 fps. The resolution of each frame is maintained 

as 1280 × 720 . All the participants are kept under normal 

lightening conditions. On the other hand, class B video samples 

are acquired through GRAS-03K2C camera with the frame rate 

of 60 fps and resolution of as 610 × 480. All the participants are 

kept in a room with two LED lights.  The video clips acquired 

through subjects numbering from 1 to 7 are kept in Class A and 

from 8 to 19 are kept in Class B. Some of ME video samples 

from b0th classes are shown in Figure 6. 
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Figure.6 Some ME video samples of CASME dataset 

 

B. Performance Metrics 

Under the performance evaluation, we consider three 

performance metrics to assess the effectiveness of proposed 

spotting mechanism. The three metrics are namely Recall, 

Precision and F1-Score. These performance metrics are 

measured based on True Positives which are measured as 

follows; 

 𝑇𝑃 =
(𝐼𝑆𝑝𝑜𝑡𝑡𝑒𝑑)⋂(𝐼𝐺𝑟𝑜𝑢𝑑𝑡𝑟𝑢𝑡ℎ)

(𝐼𝑆𝑝𝑜𝑡𝑡𝑒𝑑)⋃(𝐼𝐺𝑟𝑜𝑢𝑑𝑡𝑟𝑢𝑡ℎ)
≥ 𝑘  () 

Where 𝐼𝑆𝑝𝑜𝑡𝑡𝑒𝑑  is the posted interval and 𝐼𝐺𝑟𝑜𝑢𝑑𝑡𝑟𝑢𝑡ℎ is 

ground truth interval. These two intervals defines the frame sin 

the period of 𝑜𝑛𝑠𝑒𝑡 − 𝑜𝑓𝑓𝑠𝑒𝑡 . The numerator in Eq.(20) 

indicates the commonality of interval between spotted and 

ground truth interval. As much as high the commonality, the 

fraction will be high and it is compared with a threshold k. The 

k value is set as 0.5 and if the obtained fraction value is greater 

than 0.5, then the spotted interval is considered as True Positive. 

In some ME video clips, there exists more number of spotting 

intervals.  Consider there are m ground truth intervals and n 

spotted intervals and let TP=a, and then the FP is calculated as 

𝑛 − 𝑎 and FN is calculated as 𝑚 − 𝑎, hen recall, precision and 

F1-score are calculated as follows; 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑎

𝑚
  and 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑎

𝑛
 () 

And 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑎

𝑚+𝑛
=

2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  () 

C. Results 

For a given input ME video clip, the spotted frames are 

considered as true positives if they lies within the specified 

ground truth range. Here we extended the range of detection 

slightly more to balance the annotation’s uncertainty. Based on 

the available ME frames annotations, a frame is considered as 

correctly identified if it lies within the range of [𝑂𝑛𝑠𝑒𝑡 − (
𝑁

4
) ,

𝑂𝑓𝑓𝑠𝑒𝑡 + (
𝑁

4
)]  where N denotes the maximum length of ME 

video clip. Figure.7 and Figure.8 shows a sample demonstration 

about the Feature difference between successive frames for 

sample video clips from CASME dataset. 

 
Figure 7.  Feature Difference ME video clip (EP01_5) of CASME-A Dataset 

 

 
Figure 8. Feature Difference ME video clip (EP12_11_1) of CASME-B Dataset 

 

As seen from Figure.7, the feature difference increasing up 

to certain level and there onwards it is decreasing. Based on the 

increment, it can be understood that the feature difference rises 

gradually due to the gradual rise in the facial muscle movements. 

It reaches to maximum values which indicate the presence of 

apex frame.  Based on the FDA, we found that the spotted onset 

frame is 115 and offset frame is at 130. The spotted range is 
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within the ground truth range (onset-113 and offset - 133), hence 

it is considered as True Positive. Similarly, the test result of one 

more sample ME video (EP12_11_1) from CASME-B is show 

in Figure.8. For this video clip, the Ground truth onset and offset 

frames are defined at frames 63 and 79 respectively. The 

proposed approach spotted the onset and offset frames at 64 and 

77 respectively. The obtained range is within the ground truth 

range, hence it is counted under TP. 

Table 1.  Spotting Performance through F1-Score at Different Configurations 

with and without facial alignment 

Method Configuration (R, P) F1-Score (%) 

LBP (R = 1, P = 8) 60.2210 

(R = 2, P = 8) 68.4530 

(R = 2, P = 12) 70.3520 

(R = 2, P = 16) 65.4420 

(R = 3, P = 12) 60.4520 

(R = 3, P = 16) 62.3380 

LMBP (R = 1, P = 8) 62.2210 

(R = 2, P = 8) 64.2530 

(R = 2, P = 12) 66.2000 

(R = 2, P = 16) 68.3340 

(R = 3, P = 12) 62.5230 

(R = 3, P = 16) 62.8610 

Proposed (R = 1, P = 8) 69.4810 

(R = 2, P = 8) 72.1420 

(R = 2, P = 12) 75.3520 

(R = 2, P = 16) 72.5420 

(R = 3, P = 12) 69.3360 

(R = 3, P = 16) 70.1280 

 

Table.1 explores the spotting performance comparison of 

proposed method and existing LBP and LMBP. AT this 

simulation study, we simulated the ME video clips of CASEM 

dataset through three methods; they are LBP without 

prepressing, LMBP without preprocessing and proposed (LBP 

and LMBP with preprocessing). In the first two cases, we 

processed the frames for LBP and LBP without aligning the 

faces while in the third case study, we applied facial alignment 

over each frame and then processed for LBP and LMBP. Hence, 

the proposed method (Third cases study) has gained better F1-

Score than the remaining case studies. Furthermore, a one more 

case study is also conducted by varying the values of P and R 

which are called as LBP variables. Here P denotes the number 

of pixels considered and R denotes the radius. For example R = 

1 and P = 8 means, the eight neighbour pixels are considered 

which are present at a distance of R=1 from center pixel. 

Similarly, for R = 2 and P = 16 denotes totally sixteen neighbour 

pixels which are located at a radius of R = 2. From the results, it 

was observed that the LBP without pre-processing performed 

well for the configuration of (R = 2, P = 12) while LMBP 

performed well for the configuration of (R = 2, P = 16). Similar 

to LBP, the proposed method shows better performance for the 

configuration of (R = 2, P = 12) only. The average F1-Score of 

LBP, LMBP and Proposed methods is observed as 70.3520%, 

68.3340% and 75.3520% respectively. 

 

Figure 9.  F1-score comparison between proposed and existing methods over 

CASME dataset 

Spotting performance is evaluated through F1-Score and it is 

shown in Figure.9 where the proposed method gained better 

value for both CASME A and CASME B. The F1-score for 

CASME-A and CASME-B is approximated as 75.80% 

and78.68% respectively. Due to the high resolution of video 

frame sin CASME-B dataset, it contributed towards more 

accurate spotting than CASME-A. On the other hand, among the 

existing methods, HOG had shown poor performance because it 

cannot expose the minor changes in pixel intensities which are 

major attributes of MEs. Next, Compared to HOG, LBP and its 

variants have gained better performance and among them the 

recently proposed Cubic-LBP had shown better spotting 

performance. The Cubic-LBP considered totally fifteen planes 

at the computation of a LBP value for each pixel in the frame. 

These planes show their effectiveness at the determination of 

apex frame where the maximum facial muscle movements 

persists. However, they had experienced a limited performance 

at some ME video clips, for example the ME video clip with 

name ‘EP02_2’ belongs to Subject 12 in CASME-B. In such 

kind of MEs vide clips, initially the faces needs to be aligned 

properly because they may put a non-frontal view at the Apex 

frame. This advantage is present with the proposed method and 

hence, it had gained better spotting performance than all the 

existing methods. 

V. CONCLUSION 

The major concentration of this paper to extract the key 

expressive frames from a ME video clip intern called as ME 

spotting. For this purpose, a new method is proposed which 

constitutes three stages; they are preprocessing, feature 

extraction and feature difference analysis. Under pre-processing, 

the non-aligned or non-frontal faces are aligned with the help of 
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three standard landmark points derived from three landmark 

regions. For feature extraction, we employed two texture 

descriptors namely LBP and LMBP. Finally for spotting the 

frames, this work computes Chi-Square distance between 

successive frames and compared with a threshold. The frames 

whose CSD is less than threshold are extracted as spotted frames. 

Experimental evaluation is done over CASME dataset under 

different scenarios and the performance is measured through F1-

score. The obtained spotted results prove that the proposed 

method is much better than several existing methods. 
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