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Abstract: Computing in the cloud can assist businesses in shifting their focus to the development of solid business applications that will bring 

about genuine value to the businesses. Green computing, often known as environmentally sustainable computing, is the definition of green 

computing. It is a reference to the efforts that are made to maximise the usage of power consumption & energy efficiency while simultaneously 

minimising the cost & the amount of CO2 emission. To conduct a study on optimisation techniques & procedures that assist us in optimising low 

energy consumption & evaluating multiple parameters in order to obtain the desired output is the primary purpose of this research. Energy-

Conscious Multisite Computation Offloading Techniques (EMOGC) for Green Cloud Computing is the methodology that was utilised 

throughout this project. Simulation & analysis are presented in The Energy-Conscious Multisite Computation Offloading Techniques for Green 

Cloud Computing in order to investigate time-efficient scheduling on multisite, which is responsible for optimising energy, time, & cost at the 

optimum time. This strategy seeks to finish the application within the allotted amount of time while also consuming as little power as feasible 

from the connected devices. According to the findings of this research, it is clear that the explored technique is effective in obtaining high 

throughput (HT) while simultaneously minimising the execution time, which in turn enhances the data rate in Green Cloud Computing (GCC). 

Keywords: GCC; Cloud Computing; Low Energy Consumption; Energy Efficiency; Throughput; Energy-Conscious Multisite Computation 

Offloading Techniques (EMOGC). 

 

I. INTRODUCTION: 

Cloud computing is always expanding to meet the ever-

increasing demand for computer resources. This allows 

customers to acquire a certain set of resources & pay for the 

time period they actually use those resources. The cloud 

computing environment offers several various types of well-

known services, including Software as a Service (SaaS), 

Platform as a Service (PaaS), Infrastructure as a Service 

(IaaS), & Container as a Service (CaaS) (Jeba et al., 2021; 

Beri & Behal , 2015). Customers are able to scale the 

services they receive based on their demand thanks to the 

Pay-per-Use concept (Mandal et al., (2020). If power 

consumption pace continues to rise, it will eventually exceed 

the cost of the hardware required for the data centre 

infrastructure. This will also result in an increase in carbon 

dioxide emissions, which have a direct bearing on the state 

of our environment. In this context, the idea of 

environmentally responsible computing comes into play. 

Green computing’s purpose is to reduce the amount of 

energy used by computing equipment, servers, data centres, 

networks, & cooling systems. GCC utilises computers & 

other related resources in an environmentally responsible 

manner (Abd-El-Atty et al., 2020). 

The right use of energy-efficient technologies in data centres 

is one such approach that may help cut down on both 

infrastructural requirements & carbon emissions. This is the 

primary focus of green computing, as data centres account 

for a sizeable portion of the world's total energy 

consumption. It is a well-known fact that an increase in the 

amount of hardware & equipment in use results in an 

increase in the amount of necessary energy (Bharany et al., 

2022; Geetha & Robin, 2021; Kaur & Bansal, 2014). This 

leads to a more efficient system for distributing goods & 

services, which in turn reduces the quantity of machinery 

required & lessens the impact on the environment. Figure 1 

shows that the major goal is to reduce the energy 

consumption of data centres when they are not actively 

processing data. This includes both the energy that is lost as 

heat & the energy that is wasted as heat while the data centre 

is inactive. 
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Figure 1: Four conditions by which a system can drop or lose energy (Bharany et al., 2022) 

The optimisation of approaches & methods that assist us in 

optimising low energy consumption & performing many 

parameter evaluations in order to reach the desired outcome 

is the primary objective of this study. The previous works 

that have been published on this topic are elaborated on in 

the paragraphs that follow. 

II. LITERATURE REVIEW: 

The authors Gulati & Tyagi (2020) proposed that cloud 

computing is a cost-effective infrastructure for running 

organisations & web applications. The use of cloud 

computing has attracted attention as a benefit & improves 

applications from the consumer, commercial, & scientific 

areas. However, this operation has significant issues with 

energy usage, carbon dioxide emissions, & associated costs. 

The cited authors use a significant amount of energy, 

accounting for 3% of the world's total electrical energy use. 

This investigation’s primary objective is increasing the 

utilisation of computer resources & decrease energy 

consumption while maintaining independent workload & 

quality of service restrictions. This report provides a survey 

of the many methods for energy consumption in cloud 

computing. 

According to Xu et al. (2020), cyber-physical systems 

(CPS) are interested in cloud computing since it offers 

customers on-demand resource provisioning. The cited 

authors proposed a balanced VM scheduling strategy for 

cyber-physical cloud systems to balance energy & 

performance. Using a joint optimisation model, a balanced 

VM scheduling technique is provided to decide which VMs 

should be transferred to reduce energy consumption & 

performance deterioration. This approach works well in 

simulation & analysis. 

Cloud computing is grid, distributed, & utility computing, 

according to Jeevitha & Athisha (2021). On-demand 

servers & storage are provided through cloud computing. 

This cited study used Vibrant Quantum to combine shortest 

job first & Round Robin algorithms. The shortest round 

vibrant queue (SRVQ) algorithm uses this combination. 

SRVQ decreases starvation & scheduling wait time. In the 

final experiments, the DVFS & SRVQ collaborated & 

achieved success. The authors improved QoS performance 

by 33%. 

According to the author Singh (2021), cloud computing is a 

broad paradigm that uses distant servers that are housed on 

the internet. This cited corrected a model for energy 

consumption & provided an algorithm for the power-aware 

scheduling method in the study. The report also presents a 

model that illustrates the relationships among workload, 

utility, power, & energy consumption. 

According to Hussain et al. (2021), energy saving is a vital 

priority in virtualised cloud computing systems because it 

can reduce operational costs, increase system efficiency, & 

protect the environment. An energy-efficient task 

prioritisation system helps balance job scheduling & energy 

savings. Simulation’s findings show that, compared to 

current energy-efficient scheduling approaches like RC-GA, 

AMTS, & E-PAGA, the suggested solution reduces energy 

usage & improves performance while meeting deadlines. 

It is clear from the literature review that there is a growing 

need & desire for knowledge about current energy-efficient 

solutions. Therefore, the primary goal of this research is to 

perform a study on optimisation strategies & procedures that 

aid in optimising low energy consumption & assessing a 

number of criteria to get the required results. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.7145 

Article Received: 12 April 2023 Revised: 26 May 2023 Accepted: 15 June 2023 

___________________________________________________________________________________________________________________ 

 
    579 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

III. METHODOLOGY: 

This section studied methods for performing independent 

activities in various circumstances. Programmes should 

utilise Algorithm 1, which uses less energy. In the first 

stage, it divides the application into off loadable & non-off 

loadable components using dynamic network & smart 

device conditions. The division rate can be adjusted based 

on the network's data offload bandwidth. The SD can use the 

least energy this way. When cloud execution is favourable, 

SD residual energy is checked to make sure components that 

cannot be offloaded have adequate energy to finish local 

processing. If conditions are good, local processing 

continues; if not, the complete programme is offloaded for 

cloud execution. 

Figure 2 shows the EMOGC procedure as a flowchart. The 

system first requests the total number of processes. After 

counting processes, it requests simulation time. After user 

input, the system enters deployment mode & calculates 

work completion times. After the calculating system starts, 

the jobs are added to the execution queue & completed 

according to the previous phase's time.  This scenario 

optimises performance to simulate several queues. Before 

completion, a weighted round robin (WRR) method reduces 

waiting time & improves system performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Methodology of EMOGC. 

Algorithm 1: Energy-efficient application execution 

strategy 

Step 1: Begin 

Step 2: Determine the quantity of Jobs so that Np(i) = 1 to n 

& the runtime T (x) 

Where n is the process limitations & N (p) is the total 

number of processes allotted to the machines. 

Step 3: Create the job's arrival interval A (t) & subjective 

initial energies E(x). 

Process start Initialize total 

processes 

Initialize simulation 

intervals 

Deploy total number of 

queues & machines 

Assign each task an 

interval to complete 

the executions 

Perform processing of 

execution of jobs & 

evaluate the job 

performances 

Perform hybrid 

scheduling using 

weighted round robin 

& minimum 

completion time 

Evaluate whole process 

performance using OLB, 

MET, MCT, RR 

Compare the 

performance in terms of 

throughput, Latency, 

Execution time & Energy 

Process stop 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.7145 

Article Received: 12 April 2023 Revised: 26 May 2023 Accepted: 15 June 2023 

___________________________________________________________________________________________________________________ 

 
    580 
IJRITCC | June 2023, Available @ http://www.ijritcc.org 

Step 4: Acquire process ids; place them in array A. (x) 

Step 5: Run virtual machines (VMs) M(tx) such that tx = 

1,2,..,5 & queues positioning Ktp such that tp = 1,2,... 

Step 6: Establish the burst interval for task completion. 

Step 7: Setting up the process completion arrays Cx, where 

x ranges from 1 to N, to complete the processes. 

Step 8: After it has been finished (Np) 

   Allocating weights, or queues, 

with Wts[x]→K 

   Verify whether any high priority 

Wts[x] are being consumed. 

  Stop During 

Step 9: Assign tasks to high queues & complete them on 

VMs with sufficient bandwidth as quickly as possible. 

Step 10: Assume that the procedure will take some time to 

complete, & store the task id for future reference. 

Step 11: Count the jobs calculate the process's total energy 

expenditure, procedure completion time, & completion date  

Step 12: After the burst intervals, assess the process for 

incomplete requests. 

Step 13: Determine the process that is completed & arrive at 

the shortest turnaround time by calculating the least 

implementation time. 

Step 14: Calculate the amount of energy needed to 

accomplish all of the procedures. 

Step 15: Analyze performance indicators like throughput, 

finish latency, & the last time VMs were reserved to 

complete execution. 

Step 16: stop 

IV. RESULTS & DISCUSSIONS: 

This section discusses green cloud work scheduling & 

power consumption MATLAB testing. MATLAB can 

analyse algorithms & execute embedded systems quickly. 

The research model makes data trustworthy & scalable in 

the greener cloud system. Workstations & virtual computers 

may struggle with data centre electricity. Fault-tolerant 

operations require greater resources as demand rises. The 

research plan may lower energy usage, achieving each 

activity's system goals. Never let power usage get out of 

control since systems could overload & malfunction, 

preventing cloud architecture resource allocation. Figure 3 

displays simulation time-based energy evaluation. 

 

 

Figure 3: Energy Consumption. 

In cloud computing, evaluating latency is crucial to 

performance. Reduce wasted time as much as possible. If 

the waiting time for requests or tasks currently in progress is 

too high, queues may overflow & lower the number of calls 

needed for optimal resource use. If it gets too high, the 

pipeline's waiting time increases. As a result, cloud 

operations strain, which is the reverse of the purpose. As a 

result, cloud operations' workload increases, which 

decreases efficiency. Figure 4 shows how the hybrid 

strategy's batch processing response time is fast in an 

environmentally friendly cloud architecture. A hybrid cloud 

architecture is ecologically friendly. 

 

Figure 4: Latency 

Figure 5 depicts the research's target throughput. Number of 

successful resource allocation actions compared to number 

of tasks allotted to VMs can be used to evaluate the planned 

effort. If traffic increases, the machines overload, reducing 

the number of requests they can process. Bandwidth drops, 

which is not always desirable. 
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Figure 5: Throughput. 

Figure 6 shows how long task scheduling resource 

distribution operations take. Data covers the greener cloud 

system. It shows that large answers are completed rapidly, 

as expected, & that this number is rising because of the 

energy required by the system to operate quickly in a cloud-

hosted environment. The goal was to achieve it. The 

technique achieved a low duration of 700-800 milliseconds, 

which is ideal for cloud computing. This method also 

performed nicely during task execution. 

 

Figure 6: Execution time 

Table 1 shows hybrid algorithm performance analysis 

results. Test latencies & throughputs determined these 

ratings. 

Table 1: Hybrid Approach Performance  

EC (mJ) ET (ms) LT (ms) TH(kbps) 

37 900 10 1800 

 

Table 2 summarises performance evaluations of the shortest 

completion time algorithm. These evaluations used test 

latencies & throughputs. 

Table 2: MCT Performance  

EC (mJ) ET (ms) LT (ms) TH(kbps) 

1182.23 55.82 140.23 101.82 

1020.43 51.39 190.85 110.31 

1191.87 55.19 188.29 105.92 

 

 

Figure 7: MCT Performance.  

Figure 7 compares MCT throughput, latency, execution 

time, & energy utilisation. Table 3 shows the results of 

performance evaluations on several experiments to 

determine the quickest time to complete them. This 

experiment shows growing throughput & decreasing delay. 

Table 3: Performance utilising MET 

EC (mJ) ET (ms) LT (ms) TH(kbps) 

4082 35.21 322.5 30.39 

3521 32.39 312.19 32.13 

3410 33.13 329.21 33.19 

 

 

Figure 8: MET Performance. 
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Figure 8 compares MET performance indicators. 

Throughput, latency, execution time, & energy usage are 

MCT performance indicators. Table 4 shows the hybrid 

EMOGC strategy performance evaluation results. These 

tests show that the recommended technique performs well. 

Table 4: Performance utilising Hybrid EMOGC 

EC (mJ) ET (ms) LT (ms) TH(kbps) 

42.33 18.23 16.21 2312.88 

45.31 17.85 16.39 2239.01 

40.85 18.33 17.86 2256.19 

 

 

Figure 9: Researched Performance 

Figure 9 shows that the Weighted RR approach performs 

well compared to the MET, RR, & MCT methods. Weighted 

RR outperforms other approaches, according to data. The 

WRR cloud platform is expanding rapidly. 

MCT scheduling, MET, & the hybrid approach were used to 

evaluate performance in Tables 2, 3, & 4. To evaluate these 

three scheduling strategies, this analysis was done. A new 

environmental cloud platform has been developed using an 

effective research strategy.  

V. CONCLUSION: 

The Energy-Conscious Multisite Computation Offloading 

Techniques for Green Cloud Computing offers simulation & 

analysis to look at time-effective scheduling on multisite 

that is accountable for energy, time, & cost optimisation at 

the optimum moment (EMOGC).  Overall, based on all of 

the results, it is clear that both of our tests were successful in 

producing the expected best results when the big picture is 

taken into account, providing proof that the developed 

technique works. In addition, it has been made possible for 

jobs delivered to the machines to be executed with high 

throughput (HT) & low latency (LL) despite having a MET. 

This shows that the defined technique is effective when the 

jobs are completed in simultaneously & effectively & 

efficiently. 
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