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Abstract: - SVM-based Real-time Pose Detection and Correction System refer to a computer system that uses machine learning techniques 

to detect and correct a person's yoga pose in real-time. This system can act as a virtual yoga assistant, helping people improve their yoga 

practice by providing immediate feedback on their form and helping to prevent injury. This paper presents a yoga tracker and correction 

system that uses computer vision and machine learning algorithms to track and correct yoga poses. The system comprises a camera and a 

computer vision module that captures images of the yoga practitioner and identifies the poses being performed. The machine learning module 

analyzes the images to provide feedback on the quality of the poses and recommends corrections to improve form and prevent injuries. This 

paper proposed a customized support vector machine (SVM) based real-time pose detection and correction system that suggests yoga 

practices based on specific health conditions or diseases. Paper aims to provide a reliable and accessible resource for individuals seeking to 

use yoga as a complementary approach to managing their health conditions. The system also includes a practitioner’s interface that enables 

practitioners to receive personalized recommendations for their yoga practice. The system is developed using Python and several open-source 

libraries, and was tested on a dataset of yoga poses. The hyper parameter gamma tuned to optimize the classification accuracy on our dataset 

produced 87% which is better than other approaches. The experiment results demonstrate the effectiveness of the system in tracking and 

correcting yoga poses, and its potential to enhance the quality of yoga practice. 

 

Keyword: - Computer Vision, Machine Learning, Deep Learning, Pose Estimation, Image Classification, Support Vector Machine , Human 

Pose Estimation, Feature Extraction. 

 

I. INTRODUCTION 

Yoga is a traditional Indian practice that has achieved 

enormous popularity throughout the world because of its 

many health advantages. As technology has advanced, there 

has been an increase in interest in employing computer vision 

to help yoga practitioners do postures correctly. As a result, 

technologies that detect various yoga poses in real time have 

been created that can do so accurately. A yoga pose detection 

system typically uses a camera to capture images or video of 

a person performing yoga poses. These images are then 

processed using computer vision algorithms to identify the 

specific pose being performed. The accuracy of these systems 

is crucial for ensuring that practitioners are performing poses 

correctly, as incorrect alignment can lead to injury and 

decreased effectiveness. Numerous studies on the subject of 

accurately identifying various yoga poses have been 

published. These studies examine diverse methods. Some 

deep learning techniques such as (CNN, ANN, etc.) are 

frequently used in these articles to identify photos of 

various poses. In order to train and test the models, they 

frequently require gathering and annotating enormous 

datasets of yoga positions. 

The yoga classification system we have developed is a 

powerful tool that can help individuals manage their health 

conditions and improve their overall wellbeing through the 

practice of yoga. Our aim is to make yoga more accessible 

and tailored to specific health needs by suggesting yoga 

practices that are backed by scientific research and 

evidence-based practices. The smart yoga tracker contains 

six common diseases and associated yoga poses that can 

help, manage or improve the conditions. It includes yoga 

for diseases like Diabetes, Back Pain, High Blood Pressure, 

Depression, Heart Pain and Joint Pain. The figure 1 is 

about system flowchart. In general, yoga position 

identification is an intriguing area of study that could 

completely alter the way individuals practice yoga. These 
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technologies can assist practitioners in developing their 

techniques and lowering the risk of injury by giving real-time 

feedback on pose alignment. 

A. Mediapipe  

MediaPipe is an open-source framework developed by 

Google that helps developers to build real-time computer 

vision-based applications quickly and easily. 

 

Figure 1. System Flowchart 

 

One of the key features of MediaPipe is its ability to perform 

pose classification, which involves identifying and 

classifying the poses of people in images or videos. Pose 

classification has a wide range of applications, from 

improving fitness tracking and sports training to enhancing 

virtual and augmented reality experiences. MediaPipe's pose 

classification capabilities are based on machine learning 

models that have been trained on large datasets of labeled 

images and videos. With MediaPipe, developers can easily 

integrate pose classification into their applications, allowing 

them to provide more personalized and engaging practitioners 

experiences. Figure 2 shows human body coordinates using 

MediaPipe. 

B. SVM (Support Vector Machine) 

This is a popular machine learning algorithm used for 

classification and regression tasks. This algorithm is widely 

used for applications such as image classification, text 

classification, bioinformatics, and many others. SVM is a 

binary classification algorithm, meaning it is designed to 

separate data into two classes. However, there are several 

approaches to extend SVM to handle multi-class 

classification problems. Here are some common methods: 

One-vs-One (OvO) approach: In this method, all possible 

pairs of classes are considered, and a separate binary SVM 

classifier is trained for each pair. During testing, each 

classifier predicts a class label for the test instance, and the 

class which has more votes is chosen for the final 

prediction. This approach requires training nC2 binary 

classifiers for n classes. 

 

Figure 2. Human body coordinates using Mediapipe 

● One-vs-All (OvA) approach: In this method, a separate 

binary classifier is trained for each class, treating all 

other classes as a single class. During testing, each 

classifier predicts whether the test instance belongs to 

its class or not. The class which has a higher 

confidence score is chosen for final prediction. This 

approach requires training in binary classifiers for n 

classes. 

The objectives of the paper are, 

● To develop yoga, pose prediction and correction 

systems using SVM and RBF kernels that can 

accurately predict the yoga poses performed by the 

practitioners and provide feedback to practitioners to 

improve their form and posture.  

● The system uses a dataset which contains 18 different 

yoga pose images to train an SVM model. The system 

then uses the trained model to predict the yoga poses 

performed by the practitioners in real-time using input 

from sensors attached to the practitioner's body.  

● The system provides corrective feedback to the 

practitioners based on the difference between the 
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predicted pose and actual pose, helping the practitioners 

to improve their form and posture.  

● The system's effectiveness is evaluated through a series 

of experiments, demonstrating its potential as a useful 

tool for yoga practitioners of all levels. 

The overview of this paper is, in section II, the literature 

survey represented the literature on pose detection and 

correction systems in the context of yoga practice. It 

discusses the limitations of existing systems and highlights 

the need for a more accurate and real-time solution. In 

proposed architecture section III, explained a detailed 

explanation of the SVM-based pose detection and correction 

system. It covers the steps involved in training the SVM 

model, including data preprocessing, feature extraction, and 

model selection. It also explains how the model is used in 

real-time to detect and correct yoga poses. The results of 

experiments conducted to evaluate the performance of the 

system represented in section IV. It includes a comparison of 

the system's accuracy to other models and a discussion of the 

real-time performance of the system. Conclusion with future 

direction explained in section V. 

II. LITERATURE SURVEY 

Many researchers have proposed real-time systems for 

detecting and correcting yoga poses using computer vision 

and machine learning algorithms[11][15]. In March 2022, 

CNN model was proposed for real-time detection of yoga 

poses. Different yoga poses were accurately identified in real-

time using a webcam, and the outcomes were given in terms 

of accuracy and real-time performance. The potential of this 

approach for improving the alignment and safety of yoga 

poses was highlighted, and future research in personalized 

pose detection systems and integration of other sensing 

modalities for a more comprehensive yoga practice was 

suggested. Additionally, high accuracy score of 0.9958 was 

achieved by a multilayer perceptron (MLP) for testing 

datasets with modified features, with lower power 

consumption compared to CNN and CNN + LSTM [1]. In 

July 2022, Dr. Maya Bembde and the team had presented a 

comprehensive survey of different techniques for detecting 

yoga poses, emphasizing the importance of correct alignment 

and the potential risks of incorrect posture. Traditional 

methods for monitoring yoga practice and the limitations of 

such methods were discussed, and the potential of 

technology-based solutions was highlighted. Marker-based 

and marker-less methods are analyzed in detail, with a focus 

on marker-less methods that rely on computer vision and 

machine learning. Different techniques were evaluated based 

on factors such as accuracy, speed, and applicability, and 

recommendations were provided for future research. [2]. 

Earlier in December 2021, a real-time system for detecting 

and correcting yoga poses using PoseNet and KNN 

algorithms was proposed. The solution was proposed that 

involves capturing live video footage of a practitioner, 

processing it using PoseNet, and comparing the estimated 

pose to a predefined set of correct poses using KNN.  

An evaluation of the proposed system was provided, 

demonstrating its effectiveness in detecting and correcting 

various yoga poses and comparing it with other pose 

detection systems. Overall, it has presented a novel system 

with potential to improve the safety and effectiveness of 

yoga practice and provides valuable insights for researchers 

and practitioners interested in developing or using similar 

systems [3]. We have studied one more system for real-

time image detection and classification of yoga poses using 

deep learning algorithms proposed in April 2022. They had 

used deep learning models such as VGG-16, InceptionV3, 

and ResNet-50 to accurately detect and classify different 

yoga poses.  

High accuracy rates of 99.04% for framewise and 99.38% 

for groups of 12 different people were achieved by the 

system. A relative analysis with other pose detection 

systems was presented, highlighting the advantages of their 

approach [4].  In 2020, CNN , RNN applied to detect the 

yoga pose[5]. Large yoga pose dataset with 5500 images 

prepared and applied random forest classifier to classify the 

pose in 2020[6]. Initially in 2011, patil et al. poposed a a 

sste to detect the oga poses using SURF algorithm[7]. In 

2020, yoga pose detection proposed by variant of deep 

learning on BODY 25 dataset where image captured by 

camera and pass through rained model [8]. In 2019, Hybrid 

CNN plus LSTM model proposed to detect the poses at real 

time [9]. Recently some researchers used deep learning and 

its variant used to detect different pattern detection 

[12][13][14] Overall, this study provides valuable insights 

for researchers and practitioners interested in developing or 

using similar systems to improve the safety and 

effectiveness of yoga practice. 

III. PROPOSED ARCHITECTURE 

In this paper, a customized SVM classifier is proposed 

which helps to classify the yoga poses based on joint 

angles. Proposed approach for classification involves the 

use of Support Vector Machines (SVM) with the Radial 

Basis Function (RBF) kernel. The RBF kernel is known for 

its ability to capture non-linear relationships between data 

points, which is particularly useful for datasets with 

complex decision boundaries. The hyperparameter gamma 

was tuned to optimize the classification accuracy on our 

dataset. The experimental results demonstrate that our 
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approach achieves a high accuracy of 87%, which 

outperforms other state-of-the-art methods on the same 

dataset 

SVM is a popular machine learning algorithm that has certain 

advantages over other classification algorithms for yoga pose 

classification due to its ability to handle high-dimensional 

feature spaces, non-linear relationships between variables, 

and imbalanced datasets. SVM is able to accurately classify 

yoga poses by effectively handling a large number of features 

used to describe each pose, modeling non-linear relationships 

between these features, and handling imbalance. The system 

will use Mediapipe's pose estimation model to extract the 

joint keypoints from images or real-time video feed. From the 

keypoints, the system will calculate the joint angles using 

trigonometry. The joint angles will be used as features to 

train the SVM, while the yoga pose labels will be used as 

classes. It saves the joint angles and yoga pose labels in a 

CSV file for both training and testing purposes. Preprocess 

the data by normalizing the joint angles to have zero mean 

and unit variance. It also divides the data into training sets 

and testing sets to train and evaluate the SVM algorithm. 

Once the SVM is trained, use it to classify the yoga poses 

performed by the practitioners in real-time. If the SVM 

recognizes the pose, the system will provide feedback to the 

practitioners on their alignment and form. If the SVM does 

not recognize the pose, the system will ask the practitioners 

to try again or provide guidance on how to adjust their pose. 

The system will provide feedback to the practitioners through 

a graphical practitioner’s interface (GUI) that highlights the 

joints that need correction or provides textual feedback on 

how to adjust their pose. System architecture is represented in 

Figure 3. 

Module wise explanation 

A.  Collection of data 

The dataset contains labeled yoga pose images. For each 

image, the system will extract joint key points using 

Mediapipe’s pose estimation model. Additionally, it will 

calculate the joint angles from the key points, as these angles 

will be the main features used for classification. It calculates 

the joint angles using trigonometry, by finding the angles 

between pairs of key points. Figure 4 is of Trigonometric 

formula 

For example, to calculate the angle of the knee joint in a yoga 

pose, it uses the keypoints for the hip, knee, and ankle, and 

uses the Law of Cosines to calculate the angle between the 

hip-knee and knee-ankle lines.  Once the joint angles and 

their corresponding labels for each yoga pose are collected, it 

saves this data in a CSV file. The CSV file should have one 

row for each image, with the first column containing the 

label (the name of the yoga pose), and the remaining 

columns containing the joint angles. Figure 5 shows the 

table of angle extracted from the image dataset.  

 

Figure 3. System Architecture 

 

Figure 4. Trigonometry formula 

B.  Preprocessing 

To ready the dataset for SVM training in this research 

article, several preprocessing steps are required. Firstly, the 

joint angle extracted from the labeled yoga pose images 

must be normalized to have zero mean and unit variance. 

To normalize the data, we can center each value by 

subtracting its mean and scale it by dividing by its standard 

deviation. This normalization process ensures that all 

features are on the same scale and prevents any one feature 

from dominating the SVM's decision-making process. 
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Figure 5. Angle extracted from image dataset

In order to evaluate the performance of the model accurately, 

it is important to partition the dataset into two subsets - a 

training set and a testing set, with a ratio of 80:20 being 

commonly employed in such systems. It is crucial that both 

the training and testing sets have a balanced distribution of 

yoga poses, to ensure that the SVM can learn to recognize all 

poses equally well. By following these preprocessing steps, 

the proposed approach in this paper aims to train an SVM 

that accurately classifies yoga poses based on the normalized 

joint angles extracted from labeled images.  

C.  Train SVM 

After data preprocessing SVM classifier is trained on training 

data. It uses the scikit-learn library for it, which makes it easy 

to experiment with different kernel functions and 

regularization parameters to find the best model. The SVM 

will use the joint angles as features and the yoga pose labels 

as classes. By learning the relationship between the joint 

angles and the yoga poses, the SVM will be able to recognize 

new yoga poses based on their joint angles. Choosing an 

appropriate kernel function is crucial for achieving high 

classification accuracy in Support Vector Machines (SVM), 

particularly when dealing with non-linear and intricate data. 

Here, we present a yoga pose recognition system based on 

SVM that utilizes the RBF kernel owing to its ability to 

capture non-linear relationships between the input and output 

data.We compare the performance of the RBF kernel with 

other kernel functions such as linear and polynomial kernels, 

and demonstrate that the RBF kernel outperforms other 

kernel functions in terms of accuracy and robustness.  

The mathematical equation for the RBF kernel.   

   (1) 

D.  Test SVM  

After training the SVM, the next step involves evaluating 

its effectiveness on a separate set of testing data. This 

evaluation involves computing various metrics such as 

accuracy, precision, recall, and F1 score, which provide a 

quantitative measure of the classifier's ability to accurately 

identify the yoga poses. 

a)Accuracy:The accuracy metric quantifies the proportion 

of accurate predictions made by a model, relative to the 

total number of predictions made by the model. 

b) Precision:Precision is a metric that determines the 

proportion of correctly classified positive instances (yoga 

poses) to the total number of instances predicted as positive 

by the model. 

c)  Recall:The recall metric measures the fraction of 

accurately classified positive instances (yoga poses) 

relative to the total number of actual positive instances 

present in the testing set. 

d)   F1 score:The F1 score metric computes the harmonic 

mean of precision and recall, thereby providing a single 

combined measure of the model's accuracy and 

completeness in correctly identifying both positive and 

negative instances (yoga poses) in the testing set. Figure 6 

is about classification reports using the RBF kernel in 

SVM. 

http://www.ijritcc.org/
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Figure 6 Classification report

These metrics provide valuable insights into the SVM's 

performance and its ability to accurately classify and correct 

yoga poses. 

E.  Pose Correction 

Now that the SVM is trained, it can classify the yoga poses 

performed by a practitioner in real-time. It uses Mediapipe to 

estimate the joint keypoints and calculate the joint angles, 

and then uses the SVM to determine which yoga pose the 

practitioner is attempting. If the SVM recognizes the pose, 

we can provide feedback to the practitioners on their 

alignment and form. If the SVM does not recognize the pose, 

it asks the practitioners to try again or provide guidance on 

how to adjust their pose to better match a known pose. 

F.  Feedback to practitioners 

If the SVM determines that a correction is needed, it provides 

feedback to the practitioners on how to adjust their pose by 

providing textual feedback such as "Rotate your left foot 

slightly inward". By giving the practitioners clear and 

actionable feedback, it will help them improve their form and 

reduce the risk of injury. The below are the steps for 

performing yoga pose classification and correction. 

● Mediapipe's pose estimation model to extract joint 

keypoints from images or real-time video feed. 

● Calculate joint angles using trigonometry. 

● Save joint angles and yoga pose labels in a CSV file 

for training and testing. 

● Preprocess data by normalizing joint angles and 

splitting into training sets and testing sets. 

● Train the SVM model with RBF classifier using 

joint angles as features and yoga pose labels as 

classes. 

The developed SVM model that can accurately classify 

yoga poses performed in real-time and offer feedback on 

the user's alignment and form via a graphical user interface 

(GUI).The below is the pseudo code for of SVM model 

Input: Dataset D 

Output: Confusion Matrix, Validation 

Train dataset -Split [D, size=0.8] 

Test dataset - Split [D, size=0.2] 

SVMMultiClassOneVsAlI.train(kernel,    gamma, 

C): 

              X: Number of Samples 

              Y: Labels, where Yi € {1, ..., N} 

Test the model using “Test dataset” 

Calculate the score. 

              Compute the confusion matrix 

About Dataset:  To accurately classify yoga poses, it is 

important to have a diverse and representative dataset that 

captures the variations in pose execution and context[10]. 

However, existing datasets for yoga pose classification are 

limited in size and diversity, and may not be suitable for all 

use cases [16][17][18][19]. To address this limitation, we 

developed a custom dataset of yoga poses that is tailored to 

our specific use case. The dataset consists of 18 yoga poses 

http://www.ijritcc.org/
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images in JPEG and PNG format. The classwise samples 

represented in table 1.  

Table 1. Class wise Datset description 

Sr No. Classes Images 

1. Bow Pose 74 

2. Bridge Pose 129 

3. Cat Pose 89 

4. Cobra Pose 89 

5. Crocodile Pose 83 

6. Diamond Pose 86 

7. Downward Facing Dog Pose 211 

8. Easy Pose 62 

9.  Extended Hands And Feet Pose 90 

10. Forward Fold Pose 122 

11. Mountain Pose 53 

12. Plank Pose 67 

13. Seated Forward Bend Pose 127 

14. Standing Forward Pose 40 

15. Tree Pose 66 

16. Triangle Pose 68 

17. Upward Facing Dog Pose 89 

18. Warrior Pose 79 

The images are of size (500x500) pixels, and were 

collected from sources such as YouTube, Yoga websites 

and stock image websites. The dataset offers a variety of 

poses and multiple images for each pose, which can be 

useful for yoga practitioners and computer vision 

researchers. The poses in our dataset are carefully labeled, 

ensuring high accuracy and consistency across the dataset. 

 By using a custom dataset, we can ensure that our 

classification model is optimized for our specific use case 

and captures the variations in pose execution that are 

relevant for our application. Additionally, using a custom 

dataset allows us to incorporate domain-specific knowledge 

into our model, improving its accuracy and effectiveness. 

The below figures 7 shows the example of custom dataset

Figure 7 Custom dataset

The below points are the hardware and software requirements 

that is need to use this system 

• We recommend using a computer with a modern processor 

(Intel i5 or higher). The computer should also have sufficient 

RAM (at least 8GB) to store and manipulate data. 

• To enable the real-time capture of practitioners performing 

yoga poses, in addition to a computer, we will also require a 

camera capable of capturing high-quality video. A high-

quality camera with a resolution of 1080p or higher is 

recommended to ensure accurate pose estimation. 

• We may also need additional hardware depending on the 

specific use case of the system. For example, if the system is 

intended for use in a gym or yoga studio, we may need to 

mount the camera and computer on a stable surface or 

stand to ensure they do not move during use 

IV. EXPERIMENT RESULTS 

The paper describes a system for yoga pose classification 

and correction using computer vision techniques and SVM. 

The system extracts key points from a yoga pose performed 

by a practitioner using a webcam and matches them to pre-

trained poses using an SVM classifier. Once the pose is 

classified, if the yoga pose is incorrect the system will give 

instructions for correction of yoga pose so that they can 

learn and correct their posture accordingly. The system 

achieved an accuracy rate of 87%, indicating its potential 

as a useful tool for yoga practitioners which better than 

existing approaches. However, limitations and challenges 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 7s 

DOI: https://doi.org/10.17762/ijritcc.v11i7s.6997 

Article Received:30 March 2023 Revised: 22 May 2023 Accepted: 31 May 2023 

___________________________________________________________________________________________________________________ 

 

258 

IJRITCC | June 2023, Available @ http://www.ijritcc.org 

may exist, and further research may be needed to improve the 

accuracy and usefulness of the system. Figure 9 shows the 

predicted yoga pose (Easy Pose) with its probability. Figure 

10 shows the predicted yoga pose (Tree Pose) with its 

probability. Figure 11 shows the predicted yoga pose 

(Diamond Pose) with its probability. Figure 12 shows the 

predicted yoga pose (Cat Pose) with its probability 

 

 

               Figure 9.  Easy Pose                     Figure 10. Tree Pose 

                 Figure 11.  Diamond Pose              Figure 12. Cat Pose

● The below Figure 13 shows the correction system for downward facing dog pose. In the black window it shows the angle 

adjustment for downward facing dog pose. 

 

Figure 13.  Downward Facing Dog Pose Correction 

● Below figure 14 shows the correction system for Mountain pose. In the black window it shows the angle adjustment for 

mountain pose.  
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Figure 14.  Mountain Pose Correction 

● The below figure 15 shows the correction system for Triangle pose. In the black window it shows the angle adjustment 

for triangle pose. 

 

Figure 15.  Triangle Pose Correction 

● The below figure 16 shows the correction system for Warrior  pose. In the black window it shows the angle adjustment 

for warrior pose. 

 

Figure 16.  Warrior  Pose Correction 

In Figure 17 illustrates the confusion matrix generated by the 

Support Vector Machine (SVM) classifier, which 

summarizes the classification outcomes for each class. The 

matrix represents the number of instances classified into each 

class, with the true labels displayed on the y-axis and the 

predicted labels on the x-axis. The diagonal cells of the 

matrix represent the number of correctly classified 

instances for each class, while the off-diagonal cells 
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indicate misclassifications. By examining the confusion 

matrix, we can assess the performance of the SVM classifier 

and calculate various performance metrics such as precision, 

recall, and F1-score. Accuracy of different ML algorithms 

is represented in Figure 18. 

 

Figure 17.  Confusion Matrix for each class

TBALE 2. RESULT COMPARISON WITH EXISTING METHODOLOGY WITH 18 YOGA 

POSES 

Sr. No Model Accuracy  

1 Logistic Regression 72.25% 

2 Ridge Classifier 51.52% 

3 Random Forest 85.60% 

4 Gradient Boosting Classifier 84.75% 

5 Proposed SVM model 87% 

 Table 2. about comparison of SVM with different machine 

learning models and with its accuracy. Figure 8 graph 

displays the accuracy of each algorithm as a percentage, 

with the x-axis representing the models, and the y-axis 

representing accuracy. As we can see in the bar graph, the 

accuracy of the SVM model is higher compared to other 

classification algorithms. This is due to the fact that SVMs 

can handle complex data with non-linear decision 

boundaries by mapping data to a higher-dimensional space 

and finding the optimal hyperplane that maximizes the 

margin between classes. In contrast, logistic regression, 

ridge classifier, random forest and gradient boosting 

classifier may not be able to handle such complexities. 

Furthermore, SVMs are less prone to overfitting compared 

to other algorithms, which means they generalize well to 

new, unseen data. This is because SVMs aim to find the 

maximum margin hyperplane that separates the classes, 

rather than fitting the data closely, as is the case with some 

other algorithms. Overall, based on the accuracy shown in 

the bar graph, we can conclude that customized SVM is a 

reliable classification algorithm and may be a good choice 

when dealing with complex, high-dimensional data with 

non-linear boundaries. 

 

Figure 18. Accuracy of different ML algorithms 

V. CONCLUSION 

This paper proposed a SVM based smart yoga assistant for 

yoga poses classification and correction using computer vision 

techniques and SVM holds great potential for enhancing the 
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practice of yoga, particularly for individuals with specific 

health conditions or diseases. By incorporating a database of 

yoga poses tailored to specific health concerns, such as 

arthritis or chronic pain, the system tries to provide more 

feedback and support to practitioners. Performance evaluation 

done on yoga poses dataset which produced 87% accuracy 

rate by the system in classifying yoga poses suggests that it 

can accurately identify and provide guidance on specific poses 

that may be beneficial for individuals with certain health 

conditions. However, the system may still have limitations and 

challenges in accurately classifying poses for individuals with 

unique health conditions or physical limitations. Therefore, 

further research and development may be necessary to ensure 

the accuracy and usefulness of the system for a wider range of 

health conditions. Overall, the incorporation of specific yoga 

poses for disease management into a yoga pose classification 

and correction system can greatly benefit individuals seeking 

to improve their health and well-being through yoga. The 

availability of a good and diverse dataset is critical for 

building any machine learning model. In the case of yoga pose 

classification, obtaining a comprehensive and diverse dataset 

with multiple variations of each pose was a challenging task. 

Before feeding data to the SVM model, it needs to be 

preprocessed, which involves cleaning, normalization, and 

feature extraction. Extracting features that represent the poses 

accurately can be difficult due to the nature of the data. 

Tuning the SVM model was a challenge. The optimal 

parameters for the model, such as the kernel function and 

regularization parameters may be difficult to determine, and 

different parameters may be more or less effective for 

different poses. Additionally, selecting the appropriate 

evaluation metrics and optimizing them was a challenging 

part. There are several avenues for future research and 

development in the area of yoga pose classification and 

correction using SVM, particularly with regards to 

incorporating yoga poses tailored to specific health conditions 

or diseases. One potential direction for future work is to 

expand the database of yoga poses included in the system to 

encompass a wider range of health concerns and conditions. 

This would involve researching and identifying yoga poses 

that are beneficial for individuals with specific health 

conditions, such as diabetes or heart disease, and incorporating 

them into the system's database. Also to develop more 

personalized feedback and guidance for practitioners based on 

their individual health conditions and goals. This could 

involve incorporating machine learning algorithms that adapt 

to practitioners' progress and provide feedback that is tailored 

to their unique needs. 
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