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Abstract: Genetic Algorithm falls under the category of evolutionary algorithm that follows the principles of natural selection and 

genetics, where the best adapted individuals in a population are more likely to survive and reproduce, passing on their advantageous traits 

to their offsprings. Crossover is a crucial operator in genetic algorithms as it allows the genetic material of two or more individuals in the 

population to combine and create new individuals. Optimizing it can potentially lead to better solutions and faster convergence of the 

genetic algorithm. The proposed crossover operator gradually changes the alpha value as the search proceeds, similar to the temperature in 

simulated annealing. The performance of the proposed crossover operator is compared with the simple arithmetic crossover operator. The 

experiments are conducted using Python and results show that the proposed crossover operator outperforms the simple arithmetic crossover 

operator. This paper also emphasizes the importance of optimizing genetic operators, particularly crossover operators, to improve the overall 

performance of genetic algorithms. 
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I. INTRODUCTION 

Optimization is a crucial task in different domains, 

including engineering, finance, economics, and computer 

science. It involves selecting the best solution from a set of 

possible alternatives, given certain constraints and objectives 

[25]. With the increasing complexity of real-world problems, 

traditional optimization methods may unable to achieve the 

optimal solution within a reasonable time frame. Therefore, 

researchers are always looking for new and efficient methods to 

address complex optimization problems. Metaheuristic 

algorithms, such as Genetic Algorithm (GA), have emerged as 

popular approaches to tackle such problems. These algorithms 

are motivated by natural process, such as evolution, swarm 

intelligence, and simulated annealing, and are designed to 

explore a large search space to acquire the most optimal 

solution. GA is one of the most popular metaheuristic 

approaches which have been utilized in broad range of 

optimization problems in diverse fields such as finance, 

engineering, transportation, biology, and many others. It offers 

a powerful framework to solve hard optimization problems by 

imitating the natural evolutionary process of genetics. GA is an 

effective tool to find solution of complex optimization 

problems that traditional methods struggle with. By 

mimicking the process of natural selection, it can efficiently 

search through an enormous search space to find the optimal 

solution [6].  

Genetic operators play a crucial role in genetic algorithms, 

which are integral tools for optimization, and are essential for 

achieving optimal solutions. The selection of the operator 

depends on the unique problem being addressed and the 

attributes of the exploration space. The genetic operators 

include selection, crossover and mutation. Crossover plays a 

crucial role in genetic algorithms as it generates new solutions 

by mating existing chromosomes [29]. The quality of GA's 

solutions is heavily dependent on the performance of the 

crossover operator, emphasizing the need for its improvement. 

Efficient crossover operators promote population diversity and 

facilitate exploration of various solution space regions, 

resulting in high-quality solutions. Its goal is to produce 

offspring that have better fitness or higher objective function 

values than the parent solutions, thus enhance the entire quality 

of the population over time. The performance of a genetic 
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algorithm can be greatly influenced by the choice of crossover 

operator to solve a specific problem. Therefore, selecting an 

appropriate crossover operator is an important consideration in 

the design of a genetic algorithm. This article intends to 

investigate renowned crossover techniques and suggest a novel 

approach that integrates the idea of simulated annealing (SA). 

The following is the organization of the paper: Section 2 

depicts the views of different researchers to provide a 

background for the proposed approach. Section 3 describes the 

different types of crossover used in genetic algorithms. Section 

4 of the paper outlines the proposed approach that combines 

GA and SA. Additionally, section 5 discusses various standard 

test functions employed to determine the efficiency of the 

hybrid methodology. Section 6 contains the experimental 

findings and analysis, which will likely be an important part of 

the paper.  At last, the paper is briefly concluded in section 7. 

II. RELATED WORK 

Genetic algorithm emulates genetic principles and natural 

selection to determine the most efficient solution for a problem 

using search technique. It can discover the best solution to a 

problem by imitating the process of natural evolution. The 

paper describes the entire workflow of GA, including 

population initialization, fitness evaluation, parent’s selection, 

crossover of parents to produce offsprings, mutation to induce 

variety in population, and replacement of previous population 

with new updated population. In addition, the paper describes 

different types of operators used in GA, their applicability in 

various domains, and the advantages of using GA as a solution 

approach. The challenges faced by GA to solve optimization 

problems are also addressed, which is an important aspect to 

consider when using GA as a solution approach. Overall, the 

paper provides a comprehensive overview of GA and its 

features. [1][8][15][26][18] 

The crossover operator is an important component of GA 

that is used to explore new solutions by exchanging sub-strings 

between selected parents. The papers surveys prevailing 

crossover approaches and propose new approaches or merge 

together multiple types to enhance the effectiveness of GA. 

Moreover, the effectiveness of different crossover methods is 

analyzed and compared using benchmark problems or real-

world applications to identify which technique works best in 

which scenario. Some proposed crossover techniques, such as 

ring crossover and heuristic crossover are discussed and their 

performance is evaluated. Exploring and improving crossover 

techniques are an important aspect of optimizing the 

performance of genetic algorithms. [4][21][29][20][22] 

SA is a search strategy that is used to find global optima by 

escaping local optima. The papers provide a concise overview 

of SA, including its history and motivation for its popularity. It 

is also discussed how SA can solve broad range of optimization 

problems in various domains, including engineering, finance, 

transportation, and logistics, among others. SA is a useful tool 

for optimizing complex problems and has a wide range of 

applications across various fields. Its ability to escape local 

optima makes it a valuable addition to the suite of optimization 

techniques available to researchers and 

practitioners.[5][12][17][9] 

Memetic Algorithm (MA) is a sort of hybrid 

evolutionary algorithm that merges the principles of 

traditional genetic algorithms with local search approaches, 

such as hill climbing or tabu search. MAs are actually 

designed to find good quality, precise solutions to complex 

optimization problems by combining global search with 

local search methods. It has been discussed how memetic 

algorithms represent a futuristic research direction to 

develop new hybridization techniques and apply MAs to 

emerging problems in fields such as transportation, finance, 

and bio-informatics. The papers explore the specific 

applications and advantages of memetic algorithms in more 

detail, and discuss their potential for advancing optimization 

research in the future. [3][28][14] 

The hybridization of SA with other metaheuristic 

techniques is explored to gain benefit of the strengths of 

various algorithms. Specifically, the paper mentions the 

hybridization of SA with Cuckoo Search, Genetic 

Algorithm, ACO (Ant Colony Optimization) to sort out 

optimization problems. Additionally, the proposed approach 

is evaluated on benchmark instances through 

experimentation to assess its performance. Subsequently, the 

potency of the hybrid approach is evaluated in contrast to 

other metaheuristic methods, including but not limited to 

genetic algorithms, particle swarm optimization, and ant 

colony optimization. The experimental results are 

demonstrated in the form of graphs, tables, or statistical 

tests, which allow for a quantitative comparison of the 

performance of different approaches. The results proved that 

the hybrid approach outperforms the simple metaheuristic 

approaches with reference to convergence speed, quality of 

solution and robustness. Overall, the paper highlights the 

potential benefits of combining different optimization 

techniques through hybridization, and provides evidence for 

the effectiveness of this approach in solving complex 

optimization problems. [24][30][13] 

III. CROSSOVER 

Crossover is a genetic operator which is used to generate 

new solutions by merging two or more existing solutions [21]. 

It is commonly used in genetic algorithms, but can also be used 

in other optimization techniques. In GA, crossover is an 
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operator which is used for generating new candidate solutions. 

It is based on the concept of genetic recombination and is 

influenced by the natural process of genetic crossover. The 

resulting offspring can exhibit new combinations of genetic 

information that may not have been present in the original 

population, which leads to rise in diversity. However, the 

effectiveness of crossover depends on the nature of the problem 

being solved, as well as the chosen crossover operator and 

parameters. The basic idea of crossover in genetic algorithms is 

to consider two parents and generate new off-springs by 

combining parts of each parent. The genetic material of two 

parents is combined to create genetically diverse offspring. 

This occurs through a process called recombination, which 

involves the exchange of genetic material between homologous 

chromosomes.  

Following are some crossover operators in genetic 

algorithm:  

• 1-point crossover: One-point crossover is a operator used 

in GA to create new off-springs from two parents. It is a type of 

crossover operator that involves selecting a single point along 

the chromosome of the parent solutions and exchanging the 

hereditary material between the two parents to create two new 

off-springs. It involves choosing a random position on the 

chromosome of the parent solutions as the crossover point. The 

genetic material situated after the crossover point of one parent 

is replaced with the genetic material situated after the crossover 

point of the other parent to generate new offsprings. 

• 2-point crossover: Two-point crossover is used in GA to 

produce new off-springs from two parents. It involves selecting 

two points along the chromosome of the parent solutions, due 

to which, new offsprings are generated by crossing over 

between those parents. It selects two crossover points randomly 

along the chromosome of the parent solutions. Then, the 

hereditary material within the two crossover points of the first 

parent is replaced with the hereditary material within the two 

crossover points of the other parent to generate new 

descendants.  

• Uniform crossover: Uniform crossover is used in GA to 

produce new off-springs from two parents. It randomly selects 

genetic information from the parents to create new off-springs. 

Its process involves randomly selecting a binary mask of 0s and 

1s, where a 0 indicates that the corresponding bit will be taken 

from the first parent solution, and a 1 indicates that the 

corresponding bit will be taken from the second parent 

solution. The binary mask is applied to each bit position along 

the chromosome of the parents to produce new offsprings. 

• Arithmetic crossover: Arithmetic crossover is a type of 

crossover operator that involves computing the arithmetic mean 

of the corresponding gene values in the parent solutions to 

create new gene values for the offspring solutions. The process 

of arithmetic crossover involves selecting two parent solutions 

with numerical values as genes. For each gene position along 

the chromosome, the arithmetic mean of the corresponding 

gene values in the parent solutions is computed to create a new 

gene value for the offspring solutions. 

• Partially Mapped crossover: Partially Mapped 

Crossover (PMX) involves swapping a fragment of genes 

between the parents to produce new off-springs. The process of 

PMX involves selecting two parent solutions with permutations 

as genes. For each gene position along the chromosome, a 

segment of genes is randomly selected from the parent 

solutions. The selected segment is then swapped between the 

parents to generate new off-springs. The genes outside of the 

selected segment are then mapped to the corresponding 

positions in the other parent solution. 

• Order crossover: Order Crossover (OX) involves 

swapping a segment of genes between the parents to generate 

new off-springs, while maintaining the relative order of the 

genes. The process of OX involves selecting two parent 

solutions with permutations as genes. For each gene position 

along the chromosome, a segment of genes is randomly 

selected from one of the parent solutions. The selected segment 

is then copied to the offspring solution, maintaining the relative 

order of the genes. The remaining genes are then filled in from 

the other parent solution chronologically, without duplicating 

any of the genes already copied to the offspring solution. 

• Cycle crossover: Cycle Crossover (CX) is a genetic 

operator that involves creating a cycle of genes between the 

parents to create off-springs for next generation. The process of 

CX involves selecting two parent solutions with permutations 

as genes. One of the parents is selected at random to provide 

the first gene from the offspring. The gene at the same position 

in the other parent solution is then located, and a cycle is 

created by tracing the corresponding genes in both parent 

solutions. The genes in the cycle are then copied to the 

offspring solution from the first parent, and the remaining 

genes are then sequentially inherited from the other parent 

along the route. 

IV. PROPOSED APPROACH 

a) Hybrid Genetic Algorithm 

Hybridization is an approach used in genetic algorithms to 

combine varied genetic operators to boost algorithmic 

performance [11]. It is a powerful technique in genetic 

algorithms and has been shown to upgrade the proficiency and 

potential of the algorithm in broad applicability. However, the 

choice of which operators and techniques to combine ma have 
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a considerable significance on the algorithm's efficiency, and 

must be selected and tested carefully. 

A hybrid genetic algorithm is an optimization algorithm 

that combines genetic algorithms with other optimization 

techniques, such as local search or gradient descent, as a 

strategy for optimization. In particular, a hybrid genetic 

algorithm may use mathematical expressions or other 

techniques to improve the effectiveness of the crossover 

process, which is a key component of genetic algorithms. By 

combining multiple optimization techniques, a hybrid genetic 

algorithm can better navigate the search space and find optimal 

or near-optimal solutions more efficiently. The primary reason 

for hybridization of metaheuristics is to combine the strengths 

of different metaheuristic algorithms and take advantage of 

their common aspects to achieve better optimization results 

[10]. In a hybrid genetic algorithm, additional optimization 

techniques are combined with the genetic algorithm to optimize 

its performance. For example, local search techniques can be 

used to refine the solutions produced by the genetic algorithm 

helps to avoid getting stuck in local optima. Similarly, gradient 

descent can be used to increase the pace of convergence of the 

algorithm. 

The goal of a hybrid GA is to take advantage of the 

strengths of both the genetic algorithm and the additional 

optimization technique, while minimizing their weaknesses. 

This can lead to improved solution quality and faster 

convergence rates compared to using either technique in 

isolation.  

b) Simulated Annealing 

It is a search method that is utilized to discover the global 

minimum of a function, particularly in the area of 

combinatorial optimization problems. The inspiration for this 

technique is derived from the annealing process used in 

metallurgy, in which a substance is heated and gradually cooled 

to attain a state of minimum energy [5]. In the process of 

exploring the solution space, the algorithm can accept worse 

solutions with a certain probability controlled by a temperature 

parameter. This permits the algorithm to escape local optima 

and continue exploring the solution space with a hope to find 

better global optimum. Initially, the algorithm adopts a solution 

and then gradually alters it by introducing random disturbances. 

The new solution is then evaluated to determine whether it is 

better or worse than the current solution. If it is better, the new 

solution is accepted as the current solution. However, if it is 

worse, the algorithm may still accept it with a certain 

probability based on a temperature parameter.  

At the start of the algorithm, the temperature parameter is 

high, allowing the algorithm to accept worse solutions more 

easily. As the algorithm progress, the temperature is gradually 

decreased, making it less likely that the algorithm will accept 

worse solutions. This gradual cooling process allows the 

algorithm to escape local optima and explore the solution space 

more thoroughly.  

The key advantage of simulated annealing is that it can 

escape local optima and find the global optimum, even in cases 

where the function being optimized is non-convex or has 

multiple local optima. However, the algorithm can be 

computationally expensive, particularly for high-dimensional 

problems, and the choice of the temperature schedule and 

probability distribution can affect the algorithm's performance. 

Simulated annealing has been used in a wide range of 

applications, including optimization problems in physics, 

chemistry, engineering, finance, and machine learning. The 

algorithm has also been combined with other optimization 

techniques, such as genetic algorithms, to create hybrid 

optimization algorithms that can further improve performance.  

c) Proposed Crossover 

Crossover is a pivotal operator in genetic algorithms as it 

generates new off-springs from two or more parents. The 

effectiveness of the crossover operator can depend on the 

encoding scheme used, and it is possible that a particular 

crossover may generate optimal solution in one encoding 

scheme but can produce incompatible solution in another 

encoding scheme. Here, an interesting proposal is given for a 

new crossover operator that incorporates both arithmetic 

crossover and the concept of simulated annealing. By gradually 

decreasing the value of alpha with each generation, the 

algorithm becomes more focused on exploiting promising areas 

of the solution space and is unlikely to get trapped in local 

optima. The gradual decrease in alpha can be thought of as the 

cooling process in simulated annealing, where the temperature 

parameter is reduced over time to allow the system to settle into 

a low-energy state. Consequently, the value of alpha in 

arithmetic crossover is decreasing with each iteration to guide 

the search towards the global minimum. Initially, the genetic 

algorithm sets the value of alpha to 0.9, which remains constant 

throughout the starting phase. Subsequently, alpha is gradually 

reduced by 0.2 after each generation until it reaches 0.1. At this 

point, alpha is reset back to its initial value of 0.9. The entire 

procedure is replicated for a designated number of generations. 

This reset allows the algorithm to periodically re-explore the 

solution space with a higher degree of exploration, possibly 

detecting unexplored portions of the search space that were 

missed during earlier iterations.  
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V. TEST FUNCTIONS 

Benchmark test functions are mathematical functions that 

are generally used to access and compare the proficiency of 

optimization algorithms. These functions are typically designed 

to be simple, well-defined, and have known global minima, 

making them useful for testing and comparing different 

optimization algorithms. These are commonly employed in the 

optimization community to evaluate algorithm performance 

with reference to their speed of convergence, accuracy, 

robustness, and scalability. Different types of benchmark test 

functions exist, each with their own unique characteristics and 

properties. Table 1 displays the titles of the different 

benchmark functions used in this article. 

 

 

 

 

 

Table 1: Benchmark Functions 

a) Sphere Function 

This is a straightforward and frequently employed 

evaluation function in the process of optimization. The 

principal aim of this function is to accomplish the potential of 

optimization models to explore the global minimum of a 

function in a space with many dimensions, as a mission. It is 

convex, continuous, and differentiable, making it a simple and 

tractable function to optimize. Two-dimensional form of 

sphere function is shown in Figure 1. 

Mathematical expression: 

F 1(x) = ∑ [xi
2] 

−5.12 <= xi <= 5.12 

       global minimum: fn(x)=0, xi=0 

 

 

Figure 1:  Sphere Function 

b) Rosenbrock Function 

This function is also referred to as Rosenbrock's valley or 

the banana function, is a well-known test function used in 

optimization to access the performance of optimization 

algorithms. It is designed to achieve the objective of locating 

the minimum value of an objective function which is 

continuous and has real values. It has several local minima, 

which can pose a challenge for optimization algorithms that 

rely on gradient-based methods. To find the global minimum, 

algorithms must traverse a narrow, parabolic-shaped valley. 

Identifying the relevance of the parabolic valley can be a 

complex task, but this can be resolved through the application 

of the problem conjunction technique [2].  

Mathematical expression: 

F 2(x) = ∑ [b(xi+1 – xi
2)2 + (a − xi)2] 

−2.048 <= xi <= 2.048 

The numerical values of the constant parameters 'a' and 'b' 

are typically set at fixed values of 1 and 100, respectively. 

 

Figure 2: Rosenbrock function 

c) Rastrigin Function 

It is a multi-modal, non-convex function possessing 

numerous local valleys. This is commonly employed as a 

benchmark to examine the effectiveness of optimization 

models by dealing with noise, randomness, and multiple local 

minima. It is typically applied to analyze the capability of 

various optimization algorithms to handle search spaces with 

high dimensions, where the number of variables can be large. It 

can be easily scaled to any dimensionality.  

 Mathematical Expression: 

F 3(x) = 10 ∗ n +∑ [xi
2 − 10 ∗ cos(2 ∗ 3.14 ∗ xi)] 

−5.12 <= xi <= 5.12 

global minimum: fn(x)=0, xi=0 

 

Function Name 

    F1 Sphere 

F2 Rosenbrock  

F3 Rastrigin  
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Figure 3: Rastrigin function 

VI. FINDINGS AND ANALYSIS 

a)  Experimental Setup 

In this paper, a detailed description of the implemented 

Python code has been provided for evaluating the proposed 

arithmetic crossover. The use of three benchmark functions and 

the roulette wheel selection method is also a good approach to 

evaluate the performance of the crossover operator. The use of 

simulated annealing for crossover and mutation is also an 

interesting idea, as it can prevent being trapped in local optima. 

Overall, the description of the implementation process seems 

clear and detailed.  

The process of selecting parents using the roulette wheel 

selection method involves assessing the performance of each 

member within the population. Then, after selecting parents, 

the proposed arithmetic crossover is merged with SA to create 

new offspring. Mutation is then applied to some of the genes in 

the offspring to introduce additional variation in the population. 

Finally, a replacement strategy is used to produce next 

population for the succeeding generation. The entire procedure 

is replicated for a designated number of generations or till the 

objective function has been achieved. 

Parameter Value 

Size of population 10, 20, 50 

Iteration steps 100, 200 

Encoding Scheme Real 

Encoding 

Selection Type Roulette 

Wheel 

Selection 

Probability of crossover 0.8 

Probability of mutation 0.01 

Table 2: Parameter Configuration 

The implementation of the work involves the utilization of 

certain values and parameters, which are presented in Table 2. 

The population size is set at 10, 20, and 50 for 100 and 200 

generations. To assess the effectiveness of the proposed 

approach, a practical encoding scheme is selected, and various 

benchmark functions are employed. The crossover probability 

is held constant at 0.8, while the mutation probability is fixed at 

0.01. 

b) Results and Observations 

This section depicts the outcomes of the executed 

code. The proposed approach's efficacy is evaluated using 

three benchmark functions. Graphs are used to compare 

the minimum fitness scores for different test functions for 

100 and 200 generations.  

N 10 20 50 

Gen=100 Simple 

crossover 

Hybrid 

crossover 

1.166 

 

0.792 

3.686 

 

2.016 

4.410 

 

3.648 

Gen=200 Simple 

crossover 

Hybrid 

crossover 

0.504 

 

0.168 

1.562 

 

1.416 

4.452 

 

3.686 

Table 3: Minimum Fitness values for F1 function 

N 10 20 50 

Gen=1

00 

Simple crossover 

Hybrid crossover 

393.149 

 

350.424 

1244.917 

 

871.001 

378.668 

 

317.922 

Gen=2

00 

Simple crossover 

Hybrid crossover 

405.009 

 

310.610 

421.249 

 

362.112 

100.318 

 

88.435 

Table 4: Minimum Fitness values for F2 function 

N 10 20 50 

Gen=100 Simple 

crossover 

Hybrid 

crossover 

-4.468 

 

-5.930 

-0.900 

 

-5.047 

-6.831 

 

-8.598 

Gen=200 Simple 

crossover 

Hybrid 

crossover 

-6.015 

 

-8.999 

-5.511 

 

-5.999 

-7.277 

 

-8.998 

Table 5: Minimum Fitness values for F3 function 

In the Results and Analysis section, Table 3 shows the 

fitness values obtained using arithmetic crossover and 

crossover combined with SA for F1 function. Table 4 shows 

the minimum fitness values of F2 function, while Table 5 

demonstrates the minimum fitness values of F3 function.  
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Figure 4: Comparison of Minimum fitness values of F1 for 100 

generations (N=10) 

 
Figure 5: Comparison of Minimum fitness values of F1 for 

200 generations (N =10) 

 
Figure 6: Comparison of Minimum fitness values of F2 for 100 

generations (N=10) 

 
Figure 7: Comparison of Minimum fitness values  of F2 for 200 

generations (N=10) 

 

Figure 8: Comparison of Minimum fitness values  of F3 for 100 

generations (N=10) 

 

Figure 9: Comparison of Minimum fitness values of F3 for 200 

generations (N=10) 

Figure 4 and Figure 5 illustrate the effectiveness of GA 

for the F1 function using the basic crossover operator and 

modified crossover operator, respectively. A visual 

comparison of the two operators is made for both 100 and 

200 generations. 

Within the results visualization segment, Figure 6 and 

Figure 7 depict the evaluation of the minimum fitness values 

obtained after 100 and 200 generations of optimization for F2 

function. Additionally, Figure 8 and Figure 9 illustrate the 

fitness values of function F3 for the same number of 

generations and make a comparison. 

Based on the results, it is reported that the modified 

crossover operator excels the simple crossover operator for the 

F1 function. This suggests that the proposed modification to the 

crossover operator is effective in enhancing the performance of 

the genetic algorithm. 

VII. CONCLUSION 

Genetic Algorithm is a technique that draws inspiration 

from genetic evolution's underlying principles. Crossover is a 

fundamental genetic operation as it generates new solutions by 

mating existing chromosomes. The proposed crossover 

operator in this paper introduces a changing value of alpha as 
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the search proceeds. The alpha value determines the ratio of 

genetic material that is inherited from each parent during the 

crossover operation. By gradually changing the alpha value, the 

proposed crossover operator can explore a wider range of 

solutions and reduce the risk to stick in local optima. The use 

of simulated annealing to gradually change the alpha value is 

a novel and interesting approach to improving the 

performance of crossover in genetic algorithms. Overall, the 

proposed crossover operator that incorporates the concept of 

simulated annealing to adjust the alpha value in each 

generation has shown promising results in boosting the 

efficiency of Genetic Algorithm. The analysis performed with 

three benchmark functions indicated that the proposed 

crossover method outperforms the traditional crossover 

technique. This suggests that variations in genetic operators, 

like crossover, can boost the performance of Genetic 

Algorithm to solve optimization problems. Further research 

can explore the potential benefits of incorporating other genetic 

operators, such as mutation or selection, in combination with 

the proposed crossover to further improve the proficiency of 

the genetic algorithm. 
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