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Abstract—In this study, we propose a novel approach for microscopic algae species classification by implementing a compact 

Convolutional Neural Network (CNN) model. Our methodology was tested on a diverse dataset consisting of 18 distinct species of microscopic 

algae, demonstrating a remarkable classification accuracy exceeding 99%. The outstanding performance of this model is attributed to its 

compact architecture which maintains high precision while minimizing computational resources, making it a feasible option for real-time 

applications. Furthermore, we incorporated advanced data augmentation techniques to enhance the generalization capability of our model. By 

artificially expanding the training dataset, we effectively increased the model's robustness to variance in input data, which significantly 

contributed to the model's high classification accuracy. The research findings underscore the potential of compact CNN models coupled with 

data augmentation strategies in high-precision microscopic algae classification tasks, paving the way for future innovations in the field of 

aquatic microbiology and environmental monitoring.  
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I.  INTRODUCTION  

The task of classifying and identifying microscopic algae is 

crucial across a spectrum of disciplines such as environmental 

surveillance, biotechnology, and ecology. However, the process 

of manual identification can be laborious, time-intensive, and 

prone to errors. Thus, there has been a growing emphasis on 

devising automated techniques for this classification in recent 

times (Mittal, R., Ranade, V. 2023). Algae, a varied group of 

photosynthesizing microorganisms, perform a key role in 

aquatic ecosystems, account for 40% of global photosynthesis, 

and form the basis of numerous food chains. 

Microalgae are increasingly being acknowledged as a 

renewable and sustainable bio-resource. They offer bioactive 

compounds that are progressively being employed across a 

broad array of sectors, such as food, cosmetics, pharmaceuticals, 

dietary supplements, agrochemicals, bio-stimulants, animal 

feed, and fuel (Morais Junior et al.,2020). 

The traditional approach to microscopic algae classification 

necessitates manual identification via microscopic scrutiny, 

which is not only labor-intensive and time-consuming but also 

requires domain expertise. In contrast, advancements in machine 

learning, particularly techniques involving computer vision, 

have demonstrated potential for automating and improving the 

precision of microalgal classification (Chong, J. et al.2023). 

Several methodologies, such as the utilization of aircraft, 

satellites, or drones to collect hyperspectral or multispectral 

images, have been adopted for tracking algal blooms, aiding the 

detection of such events over large-scale regions (Park J et al., 

2019; Goldberg, S.J., 2016; Kudela, R.M., 2015; Lekki, J. et al., 

2019). It is paramount to consistently monitor undesired algal 

blooms in water bodies like ponds, channels, or freshwater 

reservoirs to facilitate prompt and suitable responses for 

preserving the quality of potable water. The traditional practice 

of visually inspecting algal blooms under a microscope is 

laborious, economically unfeasible, and complex. In contrast, an 

automated system incorporating cutting-edge object detection 

algorithms presents a more effective solution for real-time 

surveillance of algal blooms in aquatic environments (Ali et al., 

2022).  

Additional research in the literature focuses on specific 

applications and techniques. For instance, (Piazza et al., 2021) 

used Convolutional Neural Network (CNN) for classifying 

marine coralline algae based on scanning electron microscopy 

(SEM) images, achieving an 80% accuracy. (Liao et al., 2022) 

employed the Internet of Things (IoT) approach to analyze 

Scenedesmus quadricauda culture. (Reimann et al., 2020) 

utilized fluorescent image features to distinguish between living 

and dead microalgae of Chlorella sp., with a classification 

accuracy of 95%. (Pant et al., 2020) leveraged the ResNext 

model for classifying seven Pediastrum species, reaching an 

accuracy of 98.45%. (Qian et al., 2020) implemented a Faster R-

CNN-based detection method for classifying nine genera of 

algae, reporting a Mean Average Precision (MAP) score of 

74.64%. (Sonmez et al., 2022) compared AlexNet and other 

architectures for the classification of two microalgae species, 

achieving an accuracy of 99.66%. (Gaur et al., 2022) focused 
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their study on the classification of blue-green algae, attaining an 

accuracy of 99.16%. (Xu et al., 2022) applied a CNN 

architecture to classify 13 different categories of algae, with a 

success rate of 93%. Finally, (Luo et al., 2023) introduced a 

novel technique using Landsat imagery for classifying algal 

blooms in eutrophic shallow lakes, yielding an accuracy of 

84.49%. 

In recent times, deep learning-based computer vision 

techniques have been harnessed for problems pertaining to 

image classification and object detection (LeCun, Y.et al. 2015). 

These deep learning methodologies typically necessitate 

extensive datasets for training classifiers. However, procuring 

such large amounts of data might not always be feasible. In these 

scenarios, the application of transfer learning and data 

augmentation techniques can be beneficial, as they allow for the 

transfer of acquired knowledge from one task to another (West, 

Jeremy, 2007; George Karimpanal, 2019). 

Several scholarly works have focused on evaluating 

individual Convolutional Neural Network (CNN) architectures 

or a combination of one with another. However, employing such 

large architectures for classifying limited class data can place a 

significant burden on the system's memory, increasing time 

complexity. Therefore, this paper introduces a Compact 

Convolutional Neural Network designed for microalgae 

classification. The goal is to aid budding researchers in creating 

innovative algorithms, thereby promoting research and 

development in the field of automated microscopic algae 

classification.  

II. PROPOSED METHOD  

Compact CNN: CNNs are a type of neural network commonly 

used for image recognition and processing tasks. They consist of 

multiple layers, including convolutional layers, pooling layers, 

and fully connected layers. In a convolutional layer, the input 

image is convolved with a set of learnable filters to produce a set 

of feature maps. The filters are small in size and slide over the 

input image with a certain stride, performing element-wise 

multiplication and summing up the results to produce a single 

output value in the feature map.  (Good fellow et al. 2016).  In 

this study we developed a compact CNN architecture for the 

micro algae classification.  

We proposed a Convolutional Neural Network (CNN) 

architecture consisting of multiple convolutional layers followed 

by Batch Normalization, Dropout, and fully connected layers. 

The motivation behind developing a custom Convolutional 

Neural Network (CNN) in this study is to address the challenges 

of high computational cost and time complexity associated with 

large CNN architectures, especially when handling limited class 

data. The proposed Compact CNN offers an efficient and 

accessible solution for microalgae classification, aiming to 

facilitate the automation of this critical task and inspire 

continued innovation in this domain. Here a brief overview of 

the architecture is given: 

• The first layer is a Conv2D layer with 16 filters, a kernel 

size of 3, and a ReLU activation function. 

• The Batch Normalization layer normalizes the activations 

of the previous layer to ensure that the 

• network trains faster and is less sensitive to the choice of 

hyper parameters. 

• The second Conv2D layer also has 16 filters and a kernel 

size of 3, followed by another Batch Normalization layer. 

• The third Conv2D layer has 16 filters and a kernel size of 5, 

with a stride of 2 and padding set to 

’same’ to preserve the spatial dimensions of the input. It is 

followed by another Batch Normalization layer and a 

Dropout layer with a rate of 0.4 to prevent overfitting. 

• The same pattern is repeated for the next two blocks of 

Conv2D layers with increasing number of filters (32 and 64) 

and the same kernel and stride sizes. Each block also 

includes Batch Normalization and Dropout layers. 

• The Flatten layer converts the output of the last Conv2D 

layer into a 1D array. 

• The first Dense layer has 128 units with a ReLU activation 

function and is followed by another 

Batch Normalization and Dropout layer. 

• The final Dense layer has 18 units (equal to the number of 

classes in the output) with a softmax 

activation function to produce the final classification 

probabilities. 

This CNN architecture is designed for classification tasks of 

microscopic images of algae and incorporates several techniques 

to improve its performance and prevent overfitting. The 

Mathematical formulation of the same is given below for the 

better understanding: 

Let x be the input image, with height h, width w, and c channels.  

Conv2D layer with 16 filters: 

y =  ReLU(Conv2D(x, 16, (3, 3)))………………………[1] 

Batch Normalization layer:   

�̂� =  
𝑦−𝜇

√𝜎2+𝜖
……………………………………………….[2] 

where µ and σ are the mean and standard deviation of the 

activations across the batch, respectively, and ϵ is a small 

constant for numerical stability.  

Conv2D layer with 16 filters: 

    y =  ReLU(Conv2D(ˆy, 16, (3, 3)))…………………...[3] 

Conv2D layer with 16 filters, kernel size of 5, stride of 2, and 

padding ’same’: 

 

y =  ReLU(Conv2D(ˆy, 16, (5, 5), strides =

 (2, 2), padding =  ′ same′ )) …………………………..[4] 
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Figure 1: The Tabular Description of our compact CNN 

 
 
 
 
 

 
Figure 2. Sample Images of Microscopic Algae from our dataset 
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Architecture Dropout layer with a rate of 0.4: y =

 Dropout(y, rate =  0.4)……………………………..[5] 

 

Two more blocks of Conv2D layers, each with 32 and 64 filters, 

respectively, and the same kernel and stride sizes as before, 

followed by Batch Normalization and Dropout layers. Note that 

in this notation, Conv2D(x, f, k) represents the 2D convolution 

operation with input x, f filters, and k kernel size while Dense(x, 

u) represents a fully connected layer with input x and u units. 

Also, ReLU and Softmax represent the Rectified Linear Unit and 

softmax activation functions, respectively.  Details of our CNN 

are given in tabular form in Figure 1.  

 

Microscopic Algae Data Set: Image Acquisition of 

microscopic algal images is carried out by visiting the popular 

fresh water bodies located in Bidar District of Karnataka state. 

The names of lakes are Papnash, Aurad, Narsing Jharna, Karanja 

Dam and Gaumukh located in the radius of 30 Km from city 

center. The algal samples were collected and preserved in a 5% 

formalin solution. Next, the samples were washed with distilled 

water and dissected. The dissected portions were then mounted 

onto glass slides using a needle and covered with a slip to 

observe under microscope. We used Biocraft’s Trinocular 

Research Microscope with Eye tube angle 45 Degree 45x 

microscope view to capture the images of the microscopic algae. 

The microscope was fitted with 5.0 MP color CMOS Camera 

with ½ CMOS having resolution of 2592x1944 pixels and 

USB2.0 Interface. The selected ROI’s of all images were stored 

in .jpg format in RGB color space for further processing. 

Samples are also stored in laboratory for future reference of 

biologist. Later on image augmentation operations were 

performed to enhance the dataset as advised in (Sanchez et al. 

2019). Samples from our dataset are shown in Figure 2. 

III. RESULTS AND DESCUSSION  

A. Evaluation Protocol 

During the evaluation of our classification model, we 

employed several fundamental evaluation metrics, namely 

precision, recall, F-measure, and accuracy. These metrics 

facilitated a comprehensive assessment of the model's 

performance in accurately predicting the species of microalgae. 

Precision quantified the model's ability to provide reliable 

positive predictions for each category of microscopic algae, 

thereby minimizing false positives. In contrast, recall enabled an 

evaluation of the model's proficiency in avoiding false negatives 

and correctly identifying all positive instances associated with 

each microalgae type. By computing the harmonic mean of 

precision and recall, the F-measure provided a balanced 

assessment of the model's capacity to achieve both high 

precision and high recall simultaneously, thus offering valuable 

insights into its performance across multiple microalgae species. 

Additionally, accuracy, a commonly utilized metric, offered a 

holistic measure of the model's overall correctness when 

classifying microalgae species. Computed as the ratio of the total 

number of correctly predicted instances (both positive and 

negative) to the total number of instances in the dataset, accuracy 

provided an overview of the model's performance. However, we 

acknowledged the limitations of accuracy in dealing with 

imbalanced datasets. Consequently, we prioritized precision, 

recall, and F-measure as more informative metrics for evaluating 

the model's performance on a per-microalgae basis. 

B. Results and Descussion  

In this study, a compact Convolutional Neural Network 

(CNN) model was utilized to classify 18 different species of 

microscopic algae with a remarkable degree of accuracy. The 

performance of the model was assessed using precision, recall, 

and F-measure metrics, each of which provide different insights 

into the model's performance. The detailed classification report 

for the classification of microscopic algae using custom CNN is 

given in Table 1.  

The precision for a class indicates how many of the samples 

predicted as that class by the model were actually of that class. 

A precision score of 1.00, which was achieved for 17 out of the 

18 algae species, suggests an exceptionally high level of 

precision, with no false positives. The precision score for the 

Oedogonium class was slightly lower at 0.98, indicating that 

98% of samples predicted as Oedogonium were correctly 

classified, with 2% of samples misclassified. The recall for a 

class shows how many of the samples of that class were correctly 

identified by the model. A recall score of 1.00 across all classes 

indicates that the model was able to identify all samples of each 

class correctly, which is a testament to its outstanding 

performance. The F-measure or F1-score is a harmonic mean of 

precision and recall, providing a balanced view of the two 

metrics. An F1-score of 1.00, as achieved for 17 out of the 18 

classes, indicates perfect precision and recall. The slightly lower 

F1-score of 0.99 for Oedogonium and Zygnima signifies a slight 

imbalance between precision and recall for these classes, but still 

indicates an excellent performance. 

The overall accuracy of the model, calculated as the 

proportion of all classifications that are correct, was also 1.00, 

indicating that the model correctly classified all samples in the 

test set. The weighted average of precision, recall, and F1-score, 

which considers the number of samples in each class, was also 

1.00, reinforcing the high performance of the model across all 

classes. In summary, these results demonstrate that the compact 

CNN model, combined with data augmentation techniques, 

provides a highly accurate and reliable method for classifying 

different species of microscopic algae. 

Our study further validates the superior performance of the 

compact CNN model through an illustrative confusion matrix 

and the analysis of training and validation accuracy and loss 

curves. 
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Figure 3 presents the confusion matrix which gives a detailed 

visual representation of the model's performance across all 

classes of microscopic algae. The confusion matrix reaffirms the 

high precision and recall rates reported earlier, with the majority 

of the predictions falling along the diagonal, indicating correct 

classifications. Off-diagonal elements, which would represent 

misclassifications, are notably absent or significantly minimal, 

further endorsing the model's accuracy. 

The comparison of training and validation accuracy and loss, 

as depicted in Figure 4, provides critical insights into the model's 

learning process and its generalization ability. A close 

convergence of training and validation accuracy suggests that 

the model has learned patterns efficiently from the training data 

and has generalized well to unseen data, thereby avoiding 

overfitting. On the other hand, the loss curves provide a clear 

representation of the model's optimization process. A decreasing 

trend in both training and validation loss over epochs signifies 

effective learning. If the validation loss tends to increase while 

the training loss decreases, this would indicate overfitting; 

however, our model does not show this trend, which is a strong 

indicator of its robustness and generalization capability. 

 

A comparative analysis of various methods employed for 

algal classification given in Table 2.  reveals a range of 

accuracies. (Reimann et al., 2020) utilized fluorescent image 

features, achieving an accuracy of 95.00%, while (Pant et al., 

2020) employed the RexNext Model and achieved a higher 

accuracy of 98.45%. (Qian et al., 2020) used Faster RCNN, 

which resulted in a lower accuracy of 74.64%. In 2022, both 

(Gaur et al. and Xu et al.) implemented a Convolutional Neural 

 
Figure 3. Confusion Matrix given Compact CNN for Microscopic Algae Classification 
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Network (CNN), with Gaur et al. reaching an impressive 

accuracy of 99.16% and Xu et al. achieving an accuracy of 

93.00%. Notably, the proposed method in this study employs a 

Compact Custom CNN, which yields the highest accuracy of all 

the methods at 99.91%. This comparison underscores the 

effectiveness of the proposed Compact Custom CNN in the 

classification of algae, demonstrating its potential for further 

development and application. 

These visual and quantitative assessments accompanying of 

the model's performance reinforce our finding that the compact 

CNN model, augmented by data augmentation techniques, is an 

excellent tool for the task of classifying different species of 

microscopic algae. By effectively learning from the training data 

and generalizing to unseen data, the model has shown potential 

for real-world applications in the field of aquatic microbiology 

and environmental monitoring.  

 

TABLE I.  CLASSIFICATION REPORT OF MICROSCOPIC ALGAE BASED ON 

CUSTOM CNN 

Sl. No. Class of the Algae Precision Recall F-measure 

0 Achnanthidium  1 1 1 

1 Cosmerium 1 1 1 

2 Eustrum  1 1 1 

3 Fragilaria 1 1 1 

4 Lyngbya 1 1 1 

5 Micrasterias 1 1 1 

6 Microcystis  1 1 1 

7 Nostoc 1 1 1 

8 Oedogonium 0.98 1 0.99 

9 Oscillotoria 1 1 1 

10 Pinnularia 1 1 1 

11 Pitophora  1 1 1 

12 Spyrogyra 1 1 1 

13 Ulothrix  1 1 1 

14 Zygnima 1 0.98 0.99 

15 Cladophora 1 1 1 

16 Scenedesmus  1 1 1 

17 Volvox 1 1 1 

IV. CONLUSION  

In this study, we proposed compact Convolutional Neural 

Network (CNN) model, coupled with data augmentation 

techniques, has demonstrated exceptional performance in 

classifying 18 different species of microscopic algae. The model 

achieved an impressive accuracy of over 99%, which was 

validated through various metrics such as precision, recall, and 

F1-score. The graphical representation of these metrics, along 

with the confusion matrix and the training vs. validation 

accuracy and loss curves, further emphasized the model's 

robustness, learning efficiency, and generalization capabilities. 

The research findings underscore the potential of machine 

learning, specifically compact CNN models, in high-precision 

microscopic algae classification tasks. This study opens up new 

avenues for applying such models in the field of aquatic 

microbiology and environmental monitoring. The successful 

deployment of this model could significantly enhance our 

understanding of algae species distribution and dynamics, and 

could potentially contribute to early detection systems for 

harmful algal blooms and other environmental anomalies. 

Nevertheless, while the model's performance is highly 

promising, it is crucial to continue refining and validating the 

model with more diverse and larger datasets. Future work could 

also explore the integration of this model with other datasets and 

sources, such as environmental data, to further enhance our 

understanding of microscopic algae and their role in aquatic 

 
Figure 4. Graphs for Training & Validation Accuracy and Loss. 
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ecosystems. Overall, this study contributes significantly to the 

growing body of literature emphasizing the successful 

application of artificial intelligence techniques in biological and 

environmental  

TABLE II.    COMPARTIAVE ANALYSIS WITH PREVIOUS WORKS 

Sl. 

No. 

Year  Authors Method  Accuracy  

1 2020 Reimann et 

al.,  

Fluorescent 

Image Features  

95.00% 

2 2020 Pant et al.  RexNext Model  98.45% 

3 2020 Qian et al.,  Faster RCNN  74.64% 

4 2022 Gaur et al.  CNN 99.16% 

5 2022 Xu at al.  CNN  93.00% 

          Proposed Method  Compact 

Custom CNN  

99.91% 
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