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VI—On Type Distinctions and Expressivity

Salvatore Florio 

Quine maintained that philosophical and scientific theorizing should be 
conducted in an untyped language, which has just one style of variables 
and quantifiers. By contrast, typed languages, such as those advocated by 
Frege and Russell, include multiple styles of variables and matching kinds 
of quantification. Which form should our theories take? In this article, I 
argue that expressivity does not favour typed languages over untyped ones.

I

Introduction. Formal languages have come to play a key role in the 
pursuit of philosophical and scientific rigour. In choosing a formal 
language, however, we face an embarrassment of riches, given the 
wide variety of available options. One of the fundamental differ-
ences concerns the basic structure of the language and, in particular, 
whether or not the language includes type distinctions.

Philosophical analysis often relies on the familiar language of 
first-order logic, which has a simple type-theoretic structure. It fea-
tures ‘a single style of quantifiable variable’ (Quine 1956, p. 267). 
In other words, the language is untyped. The semantic picture asso-
ciated with this language is correspondingly simple: there is one 
domain of entities, which can be characterized using the predicates 
available in the language.

Several alternative frameworks are based on typed languages, 
which exhibit richer structures of types. A prominent example is 
second-order logic, which adds to first-order logic a second style of 
variables and a matching kind of quantification. The semantic pic-
ture associated with this system is less straightforward but, on a pop-
ular view, the language describes two incommensurable domains: 
objects and properties of objects (or concepts). Each domain is then 
characterized using predicates appropriate to that domain. One can 
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introduce more styles of variables and quantification, as is in full 
higher-order logic, which includes infinitely many styles beyond the 
second.

Does a single style of variables suffice for theoretical inquiry? 
According to the philosophical tradition famously represented by 
Quine, the answer is positive: an untyped system is enough for our 
philosophical and scientific needs. The tradition associated with 
Frege and Russell supports a negative answer: we require typed 
languages. These languages have received renewed philosophical 
attention in the past two decades, and recent philosophical work 
in metaphysics (see Skiba 2021; Fritz and Jones forthcoming b) as 
well as philosophy of mathematics (for example, Linnebo and Rayo 
2012; Ladyman and Presnell 2018; Corfield 2020) has explored 
new applications of typed systems, including sophisticated frame-
works such as type theories with transfinite types and homotopy 
type theory.

As also suggested by long-standing philosophical disputes, 
the contrast between these two positions seems to be significant. 
Moreover, it is of foundational importance, since it concerns 
the basic form of our theories. What considerations support the 
adoption of a framework with one style of variables rather than 
many? It has been argued, for example, that the richer type-the-
oretic structure of second-order logic is superfluous, illegitimate, 
or even unintelligible (for example, Quine 1956; Quine 1986, 
pp. 66–8). But one can also find many arguments defending the 
theoretical importance, or even the indispensability, of the richer 
structure (see Williamson 2003, 2013; Dorr 2016; Jones 2018; 
Trueman 2021). For instance, Russell held that avoiding para-
doxes involving self-reference necessitates ‘the division of objects 
into types’ (1908, p. 237).

Our focus here is on the important but puzzling role that the notion 
of expressivity plays in this debate. On the one hand, any untyped 
language can be extended to a typed one, and can therefore be seen 
as part of a broader, typed language. As a result, typed languages 
may seem to afford greater expressive power than untyped ones and, 
on this basis, be preferable. On the other hand, type-theoretic hier-
archies have been thought to have expressive limitations that can be 
overcome in an untyped language. Wittgenstein and Gödel, among 
others, expressed views of this kind (Wittgenstein 1979, pp. 106 ff.; 
Gödel 1944, p. 466). Moreover, there are arguments that untyped 
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languages are too expressive, since they permit the formalization of 
nonsense or force us to make unnecessary theoretical choices, which 
can be avoided in typed languages.

In this article, I will develop some of these argumentative strate-
gies, clarifying how expressivity could be understood. I will defend 
two main claims. The first is that, in this context, appealing to greater 
expressive power in support of typed languages is not effective. The 
second is that untyped languages are not too expressive in the sense 
described above. So if there are compelling reasons to adopt a typed 
language, they are not based on expressivity. Overall, my discussion 
will provide a partial vindication of untyped languages.

II

Many-Sorted Logic as a Framework for the Debate. To set the stage 
for the debate and compare alternative approaches, I believe it is 
illuminating to use the framework of many-sorted logic. I will start 
by giving a brief, informal presentation of the framework, before 
commenting on its benefits.

The signature of a many-sorted logic includes a set of objects rep-
resenting the sorts admitted by the logic. The set could be finite or 
infinite. Each sort has an associated style of variables and quantifi-
ers. For example, one may countenance infinitely many sorts and 
use the natural numbers as superscripts to represent them. Then, for 
each natural number n, there are variables of sort n (xn, yn, zn, …) 
and corresponding quantifiers (∀xn, ∀yn, ∀zn, …). The non-logical ter-
minology comprises constants of each sort (for example, a0, a1, a2, 
…), as well as predicates with appropriate sortal restrictions.1 More 
specifically, each argument place is restricted to one sort. For exam-
ple, one may have a binary relation R taking terms (variables or 
constants) of sort 1 in its first argument place and terms of sort 0 in 
its second argument place. This means that R(x1, a0) is well formed, 
whereas R(x0, a1) is not. To mark sortal restrictions, predicates are 
usually decorated with a sequence representing the sorts of their 
arguments. So in our example, the relation R would be presented as 
R⟨1,0⟩. (Decorations will be omitted when possible.)

1 For simplicity, I leave out function symbols. This will not affect my main points, though 
function symbols are relevant to the theme of §vi. See footnote 5 below.
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An important choice point has to do with the predicates that are 
admitted in the language. One could be maximally liberal and, for any 
finite combination of sorts, allow predicates whose arguments corre-
spond to that combination. That is, for any sequences of sorts ⟨i1, …, in⟩  
one would admit predicates like R〈i1, ...,in〉. Alternatively, one could 
be more restrictive and ban predicates whose arguments correspond 
to certain combinations of sorts. For example, one may allow pred-
icates like R⟨1,0⟩ but ban predicates like R⟨1,2⟩. In this case, one allows 
relations between entities of sort 1 and entities of sort 0, but not 
relations between entities of sort 1 and entities of sort 2. As we shall 
see later, some debates about the correct form of type theory can be 
interpreted here as debates about which predicates to admit.

A striking difference between the framework of higher-order logic 
and that of many-sorted logic concerns predication. In higher-order 
logic, predication is normally treated as a logical notion and is not 
represented by any symbol in the language. By contrast, predication 
is introduced as a non-logical symbol in many-sorted logic. Suppose 
we want express that a property applies to an object. In second-or-
der logic, one would simply concatenate the appropriate terms in 
a formula like x1(y0) or X(y). In many-sorted logic, one would rely 
on a special relation symbol, such as P⟨1,0⟩, and express predication 
using a formula like P⟨1,0⟩(x1, y0). This is in keeping with the fact that 
higher-order logic, but not many-sorted logic, permits quantification 
into predicate position.

It is straightforward to recapture the standard systems of first- and 
second-order logic within many-sorted logic. First-order logic is the 
limit case in which there is only one sort. Second-order logic corre-
sponds to the case in which there are two sorts, let’s say 0 and 1, and 
predicates are constrained as follows. All predicates of first-order 
logic are allowed. In addition, there are relational symbols express-
ing predication relations holding between an entity of the second 
sort (sort 1) and entities of the first sort (sort 0). The second-order 
axiom scheme of comprehension asserts that for any appropriate 
formula φ, there is a second-order entity that holds of exactly the 
first-order entities satisfying φ. In symbols:

∃X∀y1 . . . ∀yn (X (y1, . . . , yn) ↔ ϕ (y1, . . . , yn))

where X does not occur free in φ. In many-sorted logic, an analogous 
schema expresses the principle that for any appropriate formula φ, 
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there is an entity of the second sort that stands in the predication 
relation exactly to the entities of the first sort that satisfy φ. That is,

∃x1∀y01 . . . ∀y0n
Ä
P<1,0,...,0>

Ä
x1, y01, . . . , y

0
n

ä
↔ ϕ

Ä
y01, . . . , y

0
n

ää

where x1 does not occur free in φ. It is straightforward to extend this 
translation procedure to recapture standard logics of higher orders.

From a semantic point of view, it is common to interpret a many-
sorted system by means of a set-theoretic model (or structure) con-
sisting of many non-empty domains, one for each sort, and relations 
respecting the sortal restrictions of the predicates in the language. 
For instance, the relational symbol R⟨1,0⟩ is interpreted as a set of 
pairs ⟨u, t⟩, where u is in the domain of sort 1 and t is in the domain 
of sort 0. The interpretation of the symbols for predication is not 
fixed, but can vary across models. This marks an important differ-
ence with respect to the standard semantics for second-order logic, 
where predication has a fixed interpretation. This semantic approach 
to many-sorted logic leads to a system that shares crucial metalog-
ical properties with first-order logic, for example, completeness, 
compactness, and the Löwenheim-Skolem property. In this sense, the 
system can be said to be first-order (see, for example, Shapiro 1991, 
p. 14).2

Many-sorted logic can be a valuable tool when comparing dif-
ferent typed languages. It reduces some debates about the correct 
form of type theory to debates about which predicates to admit. 
This yields a simpler and arguably more tractable rendering of the 
original debates. For instance, the debate between critics and sup-
porters of cumulative type theory (Degen and Johannsen 2000; 
Linnebo and Rayo 2012; Williamson 2013, pp. 237–8; Krämer 
2017; Florio and Jones 2021; Button and Trueman 2022) reduces to 
the question whether predication symbols of the form P⟨n,m⟩ may be 
admitted whenever n > m. Moreover, the treatment of predication in 
many-sorted logic seems better suited to represent some metaphys-
ical ideas. For instance, it is more hospitable to views according to 

2 Second-order logic with standard semantics is said to have greater expressive power than 
first-order logic. This is because, on the relevant semantics, second-order logic can describe 
certain classes of structures that resist first-order characterization (see Shapiro 1991, §4.2). 
However, the language of many-sorted logic can, through a suitable semantics, be endowed 
with similarly great expressive power, and so can the language of first-order logic. This 
understanding of expressive power is therefore not central to the present discussion.
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which predication is just one among many fundamental ontologi-
cal relations, such as exemplification, participation and realization 
(for example, Smith 2005). It also allows a very clean separation 
between ontology (given by quantification) and ideology (given by 
the predicates admitted in the language). The separation is less clear 
in the standard formulation of higher-order logic, which relies on 
quantification into predicate position. The question arises how to 
understand the commitments incurred by this form of quantification 
and their relation to the commitments of quantifiers in nominal posi-
tion. Additional considerations in favour of many-sorted logic can 
be found in Manzano 1996, which provides a systematic defence of 
this framework emphasizing its unifying power.

Many-sorted logic can also be a valuable tool when comparing typed 
languages and untyped ones. Translating sentences of a many-sorted 
language into sentences of a one-sorted language is, as we shall see, 
straightforward. Furthermore, a number of potentially useful results 
concerning theoretical equivalence become immediately available. In 
philosophy of science, there is a well-known problem of characteriz-
ing various senses in which two theories can be said to be equivalent. 
The problem becomes more complex when we compare theories with 
very different type-theoretic structures. This is because the standard 
definitions of a number of relevant notions (for example, mutual inter-
pretability and definitional equivalence) apply directly only to theories 
formulated in languages with similar types. Many-sorted logic offers a 
fruitful setting to tackle this problem. Recent work by Thomas William 
Barrett and Hans Halvorson has clarified some of the ways in which 
systems with different sortal structures, such as a one-sorted system and 
a system with many sorts, can be said to be definitionally equivalent 
(Barrett and Halvorson 2016; Halvorson 2019, chs. 4-5).3

So I propose to adopt many-sorted logic as a framework for our 
discussion. This means formulating typed theories as many-sorted 
theories. Our overarching question (‘Should we adopt a typed lan-
guage?’) becomes a question about sorts (‘Should we admit more 
than one sort?’). The main contrast is thus between one-sorted 

3 Even definitional equivalence, a very strong notion of theoretical equivalence, fails to 
guarantee sameness of meaning or truth-values between corresponding sentences of two 
theories. So there are interesting questions about the relation between theoretical equiva-
lence and the notions of expressivity articulated in this article. For reasons of space, I will 
not be able to pursue this topic here.
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systems and systems with more than one sort. As noted, a one-sorted 
system is a limit case of a many-sorted system. However, it will be 
convenient henceforth to abuse terminology and call a system, lan-
guage or logic many-sorted if and only if it has more than one sort.

I am now ready to develop and assess two arguments against 
untyped languages, as I set out to do in §i. Recall the gist of the argu-
ments: typed languages have more expressive power than untyped 
languages; untyped languages are too expressive in problematic 
ways.

Let us start with the first argument. Do many-sorted systems really 
have more expressive power than those with one sort only? There 
are at least two ways of developing the argument, depending on how 
expressive power is understood. One understanding is semantic, the 
other syntactic. On the semantic understanding, the argument is that 
many-sorted logic has more expressive power than one-sorted logic 
because more can be represented in many-sorted logic than in one-
sorted logic. On the syntactic understanding, the argument is that 
many-sorted logic has more expressive power because more can be 
said and proved in many-sorted logic than in one-sorted logic.

III

Can Many-Sorted Logic Represent More than One-Sorted Logic? 
For now, let us assume the common model-theoretic semantics 
sketched in the previous section. This semantics relies on stan-
dard first-order set theory, an untyped theory, to describe the range 
of models that can be represented by a many-sorted language. A 
model of the language consists of many non-empty sets represent-
ing domains of quantification, one for each sort, and set-theoretic 
relations denoted by predicates of the many-sorted object language. 
The domains need not be disjoint. Denotations respect the sortal 
constraints of the object language. Let the domains be Ui with i ∈ I, 
the set of sorts. Then a constant ai of sort i denotes an element of 
Ui, and a predicate R〈i1, ...,in〉 denotes a subset of Ui1 × . . . ×Uin. A 
many-sorted theory selects a class of models, those making all sen-
tences of the theory true.

Models of many-sorted languages (‘many-sorted models’ for 
short) are seemingly more complex than models of one-sorted lan-
guages (‘one-sorted models’ for short). In effect, a many-sorted model 
combines multiple one-sorted models into one, with additional 
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information about relations among entities of different sorts. This 
means that any one-sorted model is included in some many-sorted 
model. It may thus appear that the range of models that can be rep-
resented by many-sorted languages extends the range of models that 
can be represented by one-sorted languages.

However, this appearance is superficial. It is well known that every 
many-sorted model can be easily converted into an equivalent one-
sorted model (see, for example, Enderton 2002, pp. 296–9). The 
simple idea behind this model conversion is to capture sorts using 
special predicates. Start with a many-sorted language. Treat its sig-
nature as if it were one-sorted. To the resulting one-sorted language, 
add a new predicate Si for each sort i. To obtain a one-sorted model 
from a given many-sorted model, proceed as follows. Set the domain 
to be the union of domains Ui of the many-sorted model. Let each 
predicate Si denote the set Ui. The rest of the non-logical vocabulary 
retains the denotation it has in the many-sorted model.

Let us explore how to capture formally the equivalence between 
a many-sorted model M and the one-sorted model M*obtained from 
the model conversion just described (see Enderton 2002, pp. 297–8). 
The aim is to make more precise one way in which languages can be 
compared for expressivity. There are two steps. The first is just our 
model conversion. The second is the characterization of a syntactic 
translation • from the many-sorted language to the one-sorted lan-
guage. The translation maps quantification of sort i to quantification 
restricted to Si. The rest of the language is again treated as if it were 
one-sorted. More precisely, the action of • is given by the following 
recursive clauses, where [φ]• is the result of applying • to φ, ti and 
ui are terms (constant or variable) of sort i, and R〈i1, ...,in〉 as well as 
ti1 , . . . , tin are one-sorted expressions in which the sortal decoration 
functions as a mere subscript to avoid clashes of terminology in the 
translation.

î
R〈i1, ...in〉

(
ti1 , . . . tin

)ó•
= R〈i1, ...,in〉 (ti1 , . . . , tin)

[
ti = ui

]•
= ti = ui

[¬ϕ]
•
= ¬[ϕ]

•

[ϕ ∧ψ]
•
= [ϕ]

• ∧ [ψ]
•
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[
∀xiϕ

]•
= ∀xi

(
Si (xi) → [ϕ]

•)

The first two clauses clarify the sense in which terms and atomic 
formulas, including identities, are treated as if they were one-sorted. 
The translation commutes with negation and the logical connectives. 
Finally, quantification over entities of sort i is replaced by quantifica-
tion restricted by the special predicate Si.

Combining the two steps—model conversion and translation—we 
have that M satisfies a sentence σ if and only if M* satisfies its trans-
lation [σ]•:

M � σ if and only if M∗ � [σ]
•

The differences between M and M* are unimportant to what we can 
express. On the semantics assumed so far, the two models are about 
the same entities, and the denotations of the corresponding primitive 
expressions are the same. It can be shown that any sentence σ and 
its translation [σ]• have equivalent truth conditions when interpreted 
in M and M*, respectively. This is obvious for atomic formulas: the 
denotations of terms and atomic predicates are the same. Now con-
sider a quantified sentence, such as ∀xi1∀xi2R〈i1, i2〉

(
xi1 , xi2

)
, which 

can be read as ‘everything of sort i1 is related by R to everything of 
sort i2’. This sentence and its translation

∀xi1
(
Si1 (xi1) →

(
∀xi2

(
Si2 (xi2) → R〈i1,i2〉 (xi1 , xi2)

)))

assert the same: every element of Ui1 stands in a certain relation to 
every element of Ui2, the relation denoted by both R〈i1, i2〉 and R〈i1, i2〉.  
A simple induction can establish the equivalence in full generality.

Assuming that the extensions of the new predicates Si are non-
empty, the equivalence extends to logical consequence. Take any set 
Σ of sentences in the many-sorted language, and define Σ• to be the 
set of their translations under •. Let Δ be {∃xiSi(xi): i ∈ I}, the set 
of sentences asserting that each Si has a witness. Then Σ � σ in the 
many-sorted system if and only if Σ• ∪ Δ �  [σ]• in the one-sorted 
system (see Theorem 43c of Enderton 2002, p. 298). This result will 
be used below in §v.

The preceding paragraphs establish that any model of a many-
sorted language corresponds to a model of a one-sorted language, 
and any sentence in a many-sorted language has a one-sorted 
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counterpart with equivalent truth conditions. In this sense, many-
sorted languages are not more expressive than one-sorted lan-
guages. The discussion assumed an untyped metatheory, since 
the semantics was formulated in standard first-order set theory. 
However, one may reject this assumption and insist on a typed 
metatheory. On this approach, a typed language is assumed as 
primitive in the metatheory, and the semantics is formulated using 
a typed system. Let us consider what happens if this option is 
chosen.

Adopting a typed metatheory opens up the possibility of 
selecting semantic values from the many types available. By con-
trast, an untyped metatheory can draw the possible semantic val-
ues only from the single type it comprises. The option of using 
semantic values from multiple types has become rather popular. 
Its main implementation is known as higher-order semantics (see 
Boolos 1984, 1985; Rayo and Uzquiano 1999; Rayo 2002; Rayo 
and Williamson 2003; Yi 2005, 2006; McKay 2006; Oliver and 
Smiley 2016). In the context of higher-order logic or plural logic, 
expressions of the object language are interpreted by means of 
corresponding expressions in the metalanguage. For example, 
the semantic value of a second-order variable is not a set or any 
other object. Rather, it is a second-level entity, which may be 
thought of as a sui generis property of objects described by prim-
itive second-order vocabulary of the metalanguage. Similarly, 
a plural variable does not denote an object. It denotes some 
objects, which are specified by means of plural resources in the 
metalanguage.

From the perspective of a typed metatheory, the models of 
higher-order logic or plural logic appear richer than those of 
first-order logic, which only represents objects and their rela-
tions. The higher-order resources of the object language provide 
additional information: they represent higher-level entities (for 
instance, properties) and their relations. Differences between 
models of typed languages and models of untyped languages are 
therefore significant, again from the perspective of a typed meta-
theory. In higher-order semantics, sentences of typed languages 
are generally not about the same entities as sentences of untyped 
languages. Some sentences of typed languages do not have one-
sorted counterparts with the same truth conditions. Typed lan-
guages thus appear more expressive.
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Recast in the present framework, higher-order semantics inter-
prets expressions of the many-sorted object language by means of 
entities of the corresponding sorts in the metatheory. For example, 
the denotation of a constant ai is an entity of sort i, whereas quanti-
fication over a given sort is interpreted by the corresponding quan-
tification in the metalanguage. The main point remains: from this 
semantic perspective, many-sorted languages appear more expres-
sive than one-sorted languages. The truth conditions of some sen-
tences of many-sorted languages involve entities of multiple sorts 
simultaneously, and thus go beyond the truth conditions of sentences 
of one-sorted languages.

Let us summarize the preceding discussion. We have reached a 
stand-off between two consistent perspectives. If we assume an 
untyped metatheory like standard first-order set theory, many-sorted 
languages do not appear more expressive than one-sorted languages. 
From the perspective of a typed metatheory, however, the situation 
looks different: many-sorted languages appear more expressive than 
one-sorted languages. It follows that appealing to expressivity in 
support of many-sorted languages has little dialectical weight on its 
own. These languages appear expressively superior only if they are 
presupposed in the metatheory.

IV

Absolute Generality. The semantic considerations of the previous 
section delivered a conditional conclusion: we can come to see a 
many-sorted language as more expressive if and only if we adopt a 
typed metatheory. Progress can be made by providing positive rea-
sons to adopt a typed metatheory. A prominent argument due to 
Timothy Williamson (2003, pp. 425–7) aims to do precisely that. 
According to this argument, making reflective sense of absolute 
generality requires type distinctions. The argument can be given a 
general formulation, though we assume for definiteness that the rel-
evant types are objects and properties, as in Williamson’s original 
discussion. For present purposes, the argument may be formulated 
as follows.

Let P be a predicate applying to objects. In model-theoretic seman-
tics, we are interested in all possible interpretations of the language. 
So the interpretation of P varies across models. In some model, the 
predicate applies to certain objects in the domain. In other models, 
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it applies to different objects in the same domain or in another 
domain. Here is an intuitive principle about the range of possible 
interpretations: for any formula φ of the metalanguage, there is an 
interpretation according to which P applies exactly to the objects in 
the domain that are φ. Call it the liberal principle of interpretations. 
To see how the principle works, suppose that the domain comprises 
the natural numbers and φ is the predicate ‘is prime’. Then the prin-
ciple yields an interpretation according to which P applies exactly to 
the natural numbers that are prime. The principle is intuitive in part 
because it helps express the plenitude of interpretations of the object 
language, a model-theoretic ideal.

Let us state the principle a bit more precisely. For any domain 
D and for any formula φ, there is an interpretation J according to 
which P applies to an object in D if and only if the object satisfies 
φ. If absolute generality is possible, there is an unrestricted domain 
of quantification. This domain contains absolutely every object and, 
when used in connection with the principle, it has the effect of ren-
dering the restriction to domain D superfluous. This means that a 
specialized version of the principle holds: for any formula φ, there is 
an interpretation J according to which P applies to an object if and 
only if the object satisfies φ.

Assuming that interpretations are objects, a contradiction is 
obtained by taking φ to be ‘is not an interpretation x according to 
which P applies to x’. Using an unrestricted domain, the liberal prin-
ciple of interpretations entails that there is an interpretation J such 
that, for every object x, P applies to x according to J if and only if x 
is not an interpretation according to which P applies to x. It is pos-
sible to instantiate x with J, since J is assumed to be an object and is 
thus an appropriate instance of a universal quantifier ranging over 
objects. It is then straightforward to derive an inconsistency through 
classical reasoning: P applies to J according to J if and only if P does 
not apply to J according to J.

Williamson’s preferred response relies on a type distinction. He 
concludes (2003, pp. 452–4) that interpretations are not objects 
but incommensurable entities described by primitive second-or-
der vocabulary: interpretations are properties of objects. As noted 
above, the argument can be given a general formulation. One simply 
starts with the predicate P⟨i⟩, where i an arbitrary sort. The analogous 
conclusion would be that interpretations are not of sort i but incom-
mensurable entities described by expressions of a different sort. 
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So theorizing about interpretations would require a many-sorted 
language. Thus we would have a positive reason to adopt a typed 
metatheory.

The argument presents us with a choice. We must reject one of 
three assumptions: the liberal principle of interpretations, the pos-
sibility of absolute generality, and the claim that interpretations are 
objects. Sacrificing the third, as Williamson does, is certainly appeal-
ing. However, I believe that greater insight is gained if we analyse the 
liberal principle of interpretation.

The plenitude of model-theoretic interpretations is naturally 
expressed as the idea that, for any combination of suitable semantic 
values for the expressions of the object language, there is an inter-
pretation that assigns that combination of semantic values to those 
expressions. In particular, a predicate can be interpreted by means of 
any suitable semantic value. Suppose the suitable semantic values for 
predicates are properties. Then plenitude requires:

(i)  for any property, there is an interpretation assigning that property 
to P as a semantic value.

On that interpretation, P applies to an object in the domain if and 
only if the object has the property assigned to P.

We can now factor the liberal principle of interpretations into 
two components. The first is (i). The second informs us about which 
properties there are:

(ii)  for any formula φ, there is a property that an object has if and 
only if the object satisfies φ.

This more fined-grained analysis of the liberal principle of interpre-
tations affords a different outlook on Williamson’s argument. While 
(i) is very plausible, (ii) is a form of naive comprehension and is, in 
light of the paradoxes, very controversial.

If one wishes to do justice to (ii), the introduction of type dis-
tinctions is a natural outcome. It is a safe and well-understood way 
to avoid inconsistency. As remarked earlier, Russell went as far as 
claiming that the introduction of type distinctions is necessitated by 
the paradoxes. Paradoxical notions (for example, ‘is predicated of 
itself’, ‘is not an interpretation x according to which P applies to x’) 
can no longer be expressed because they violate type distinctions. 
However, contrary to Russell’s claim, there is nothing inevitable 
about this outcome.
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There are non-classical attempts to capture naive comprehension 
(for example, Field 2004). But even if we adhere to classical logic, 
it is possible to develop a framework that, arguably, does justice to 
naive comprehension (Schindler 2019). Moreover, one might also 
reject (ii) altogether, and this is what a number of type-free theo-
ries of properties do. Consider the analogy with set theory, where 
retaining naive comprehension is not a decisive factor and where, in 
fact, the rejection of naive comprehension prevails. That is because 
naive comprehension is ruled out by a given conception of set, or 
because it is outweighed by broader theoretical considerations. The 
same holds for a theory of properties. Some conceptions of property 
(for example, Linnebo 2006 and Roberts MS) do not sit well with 
naive comprehension, and broader theoretical considerations might 
militate against it (Jubien 1989; Menzel forthcoming).

To accommodate the possibility of absolute generality, one needs 
a universal entity representing an unrestricted domain of quantifi-
cation. This would likely be a property, since standard set theory 
rules out the existence of a universal set. The introduction of type 
distinctions makes it easy to obtain a universal property. By contrast, 
obtaining such a property in an untyped metatheory is not straight-
forward. So accommodating absolute generality adds some compli-
cations if we are operating within an untyped metatheory.

Let us take stock. Williamson’s argument can be used to motivate 
a typed metatheory. However, I have argued that this move assumes 
a certain stance on the principle of naive comprehension for the rele-
vant entities. While viable, this stance is not inevitable. For example, 
if the relevant entities are properties, the assumption is that they sat-
isfy a form of naive comprehension and that this is best captured by 
postulating a type distinction between objects and properties. Neither 
part of the assumption is forced on us. There might be a satisfac-
tory one-sorted theory of properties that rejects the principle of naive 
comprehension, as is the case for set theory. Moreover, a one-sorted 
theory of properties might be able to do justice to the principle. This 
is very much an open debate, with interesting new approaches being 
developed. No one can plausibly have the last word yet.

V

Can Many-Sorted Logic Say and Prove More than One-Sorted 
Logic? In §iii, we considered the thesis that many-sorted logic has 
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more expressive power than one-sorted logic. The notion of expres-
sive power was understood semantically. Here the thesis is assessed 
on a syntactic understanding of the notion, namely, that many-sorted 
logic can say and prove more than one-sorted logic.

So understood, the thesis seems trivially true. Any one-sorted 
system can be properly extended by a many-sorted system. We 
simply add new sorts and new predicates connecting them. This 
already yields more validities, owing to the logical axioms of the 
system.

However, the mere ability to say and prove more is not necessarily 
significant. An obvious case is the ordinary extension of a system 
by means of explicitly defined predicates. The additional vocabulary 
and the new validities associated to it do not offer any significant 
expressive gain.

Recall the result, mentioned earlier, that the many-sorted relation 
of consequence has a one-sorted equivalent under the translation •. 
That is, for any Σ and σ, Σ � σ in many-sorted logic if and only if 
Σ•∪Δ � [σ]• in one-sorted logic, where Δ conveys that each Si has a 
witness. Both systems are sound and complete with respect to the 
model-theoretic semantics introduced in §iii. It follows that Σ � σ 
if and only if Σ•∪Δ � [σ]•. This means that deducibility in a many-
sorted system corresponds to a certain kind of deducibility in a one-
sorted system. This fact is significant.

A central motivation for the programme of higher-order meta-
physics, which advocates the use of typed resources, has to do with 
the ability to regiment metaphysical reasoning (see Fritz and Jones 
forthcoming a). Examples include metaphysical claims and argu-
ments involving quantification over propositions, properties or 
modalities. Typed languages are shown to provide a fruitful frame-
work for a systematic formalization of this kind of metaphysical 
reasoning (for example, Dorr 2016).

The deductive correspondence between reasoning in many-sorted 
logic and reasoning in one-sorted logic suggests that untyped lan-
guages are expressively powerful in the sense relevant here. Any 
many-sorted system that faithfully represents reasoning in a meta-
physical domain can be matched inside a one-sorted system. Thus 
the regimenting potential of typed languages does not exceed that of 
untyped languages. It should be emphasized that, by itself, this con-
clusion does not undermine the value of higher-order metaphysics. 
It might well be that typed languages provide a particularly good, 
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perhaps even heuristically optimal, environment for metaphysical 
theorizing. Still, any deductive insights obtained in that environment 
can be recovered in an untyped theory.

What applies to higher-order metaphysics also applies, mutatis 
mutandis, to any other area of inquiry that can be faithfully regi-
mented in a many-sorted system. The deductive correspondence in 
question is a fully general metatheoretic result.

VI

Nonsense and Unnecessary Theoretical Choices. It was remarked 
in the introduction that the notion of expressivity plays a puzzling 
role in this debate. Typed languages seem more expressive, and yet a 
long-standing criticism of typed languages is that they have expres-
sive limitations. According to critics, there are natural generaliza-
tions that cannot be expressed because they require quantification 
over types, which is not available in standard typed languages. In 
particular, there are ‘deep and interesting semantic insights that can-
not properly be expressed’ (Linnebo 2006, p. 154), including the 
semantic principle of compositionality. (For discussion, see Linnebo 
2006, §6.4, and Krämer 2013.) It seems that these expressive lim-
itations can be overcome in untyped languages, where types are 
objects and thus belong to the domain of quantification. In this 
respect, untyped languages appear more expressive than typed ones. 
In this section, I discuss some objections alleging that the expressiv-
ity of untyped language goes too far, permitting the formalization 
of nonsense or forcing us to make unnecessary theoretical choices.4

Switching from a many-sorted system to a one-sorted system 
opens up new theoretical questions, as emphasized by Quine (1956, 
p. 268–9). Questions that might not be grammatically formulated 
in the many-sorted system become expressible in the one-sorted 
system. The type-theoretic solution to the paradoxes advocated by 
Russell relies essentially on making problematic expressions, such as 
self-application, ungrammatical. In a many-sorted system rendering 
the theory of types, the relation of predication would not apply to 
two terms of the same sort. Once we switch to a one-sorted system, 
self-predication becomes expressible again, and hence we can inquire 

4 Related considerations can be found in Jones 2018 and Bacon forthcoming.
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into whether there is anything that can be predicated of itself. This 
phenomenon has been used to argue against untyped systems.

Consider a natural language like English. There is no significant 
morphological or syntactic distinction between, for instance, predi-
cates that apply to concrete objects and those that apply to abstract 
objects. A speaker of the language can freely apply predicates of each 
kind to any class of entities. The results might be typical examples 
of category mistakes: ‘every concept walks’ or ‘every natural num-
ber is green’. A many-sorted language has the resources to avoid 
these results. One could reserve different sorts for concepts, natural 
numbers, and concrete entities. Then appropriate sortal restrictions 
ensure that no variables can simultaneously occupy the argument 
positions of the following pairs of predicates: ‘is a concept’ and 
‘walks’; ‘is a natural number’ and ‘is green’. These category mistakes 
can no longer be grammatically formulated. If we adopt a one-sorted 
language, this is obviously not an option. There is only one sort, and 
thus no straightforward way to impose restrictions on how predi-
cates can be linked by variables. Category mistakes can be expressed, 
just as in natural language.

How can these observations be turned into a philosophical argu-
ment against untyped languages? Let us consider two ways.

First, one might hold that, by allowing category mistakes, the one-
sorted language permits the expression of nonsense, and that this is 
undesirable. There are several problems with this line of thought. 
The main problem is that there are good reasons to reject the view 
that category mistakes are nonsensical. This view is admittedly nat-
ural and has enjoyed a lot of support. However, a range of consider-
ations strongly suggest that category mistakes are in fact meaningful, 
as argued by Ofra Magidor (2013, ch. 3). To begin with, it is gen-
erally accepted that category mistakes are grammatical. The one-
sorted framework respects this fact, unlike the use of sorts to ban 
category mistakes as ungrammatical. Moreover, the assumption that 
category mistakes are grammatical but meaningless clashes with lin-
guistic evidence and theoretical considerations. Let us summarize the 
key points (for a detailed discussion, see again Magidor 2013, ch. 3): 
(a) category mistakes are context-sensitive in a way that meaning-
lessness is not; (b) category mistakes can be felicitously embedded in 
attitude reports, but nonsense cannot; (c) a compositional theory of 
meaning will likely imply that many paradigmatic cases of category 
mistakes have meaning; (d) uses of category mistakes in figurative 
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speech are best explained if we assume that category mistakes are 
meaningful. While it may be debated how compelling each point is, 
they collectively make a strong case for the meaningfulness of cate-
gory mistakes. It follows that formalizations permitting the expres-
sions of category mistakes might be theoretically desirable rather 
than undesirable. Of course, category mistakes tend to be practi-
cally pointless: there is usually very little value in attempting to settle 
them. But protecting us from futility has never been the goal of a 
formal system.

A second way to argue against untyped systems focuses on the 
theoretical choices we face if we adopt a single style of variables, 
choices thought to be undesirable. Barrett and Halvorson write: 
‘eliminating sort distinctions forces us to make unnecessary conven-
tional choices about how to extend predicates beyond their original 
range of application’ (2017, p. 3578). Category mistakes give rise to 
such choices. If we can say ‘every concept walks’ or ‘every natural 
number is green’, we face the question whether we should take these 
sentences to be true or false. By contrast, the many-sorted framework 
can sidestep these conventional choices: ‘it does not force us to apply 
predicates in cases where we have no good reason to say that they 
do (or do not) hold of the items in question’ (Barrett and Halvorson 
2017, p. 3578). As observed, in our examples we can simply avoid 
the problem by using different sorts for concepts, natural numbers, 
and concrete entities, with predicates restricted appropriately.

How significant is this problem? Let us consider two perspectives 
from which the question may be approached. From an axiomatic per-
spective, we are not always forced to make the relevant conventional 
choices. We may be happy for our theories to remain incomplete 
in these ways, given that the sentences left open are uninteresting. 
When conventional choices are required, either because we aim for 
completeness or because settling certain questions has theoretical 
value, there is no technical obstacle. Barrett and Halvorson observe 
that care is needed to ensure that the theory is extended consistently: 
on pain of contradiction, we cannot stipulate that all the sentences in 
question are false (2017, p. 3577). But we know that if care is taken, 
we can succeed. By Lindenbaum’s lemma, any consistent first-order 
theory has a complete consistent extension.

Now consider the problem from a standard model-theoretic per-
spective. Any model of a consistent theory takes a stand with respect 
to the truth-value of every sentence in the language. So in building 
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a model (for example, to prove the consistency of a theory), con-
ventional choices might have to be made. In particular, we need to 
fix the extension of every predicate in the object language, decid-
ing for each object in the domain whether it satisfies the predicate. 
Still, these choices occur in the metatheory and are only relative to 
a model. They need not settle how the one-sorted theory is actually 
extended. That is, choices concerning the extensions of predicates in 
a model need not fix how the predicates’ ranges of application are 
extended in the theory. In any case, if one is ultimately committed to 
avoiding such choices, one can still stick with a one-sorted language 
by adopting a model-theoretic approach that delivers a partial logic.

Note that the issue under discussion is not confined to category 
mistakes, but is more general. It concerns genuine theoretical possi-
bilities that are not expressible in a many-sorted setting but emerge 
in a one-sorted setting.5 While some of these cases seem to require 
unnecessary conventional choices, not all do. Some cases concern 
theoretical questions we wish to express and even settle in a cer-
tain way, because of a powerful intuitive pull towards one particu-
lar answer. This suggests that the one-sorted framework can afford 
greater expressivity of a kind that matters, as stressed in Florio 
and Linnebo 2021 (§§11.6 and 11.7). Quine (1956) offers some 
examples. One concerns the possibility of identifying classes with 
co-extensive sets after translating a two-sorted class theory into a 
one-sorted theory (p. 269). Another concerns the possibility of iden-
tifying empty classes from different types after translating the theory 
of types into a one-sorted set theory (p. 274).6 Let me provide a dif-
ferent example from plural logic.

The standard formulation of plural logic is two-sorted. There is 
one sort for objects and another sort for plural talk about objects. 
The distinction is often marked by the use of single variables (x, y, 
z, …) for the first sort and double variables (xx, yy, zz, …) for the 

5 Functions provide a clear example. Consider a function taking an input of sort i1 and 
returning an output of sort i2. In a many-sorted setting, the domain of the function is strictly 
confined to sort i1: the syntax of the language forbids applications to inputs of other sorts. 
This restriction is lifted when we switch to a one-sorted setting, where new theoretical 
possibilities emerge. One must choose whether to treat the function as partial or total. If 
the function is treated as total, additional choices concern the function’s behaviour over 
new inputs.
6 In that case, Quine points out, it is also possible to identify an individual with its singleton 
set. Though natural and useful in some contexts (for example, Schwarzschild 1996, p. 1; 
Fine 2010, pp. 574–5), this identification does not generally have a strong intuitive pull.
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second sort. So we read ‘∃xPx’ as ‘something is P’ and ‘∃xxQxx’ 
as ‘some things are (collectively) Q’. The system includes a predi-
cate for plural membership, corresponding to ‘is one of’ and relating 
variables of the first sort to variables of the second sort. Consider 
any object a. The axioms of plural logic entail that there are some 
things such that a and only a is one of them. Call these things aa. 
Roughly put, we have a ‘plurality’, aa, with one and only one mem-
ber, namely a. An intuitive question is whether a and aa are identical. 
The answer we would intuitively like to give is that they are indeed 
identical. After all, there is nothing more to aa than a. The question 
cannot be addressed in the two-sorted setting, because there is no 
cross-type identity relation. By contrast, using special predicates (for 
example, ‘is an object’ and ‘is a plurality’), the desired identification 
can be expressed in a one-sorted system for plural logic, where it 
is perfectly consistent to assume that a is identical to the plural-
ity whose only member is a. It is interesting to note here that the 
one-sorted approach to plural logic has gained popularity in recent 
literature (see Oliver and Smiley 2016, ch. 15; Florio and Linnebo 
2021, §11.7).

VII

Conclusion. Which form should our theories take? I have argued that 
expressivity does not clearly favour typed languages over untyped 
ones. First, appealing to greater expressive power in support of typed 
languages is not effective. On a semantic understanding of expres-
sive power, we reach at best a conditional conclusion: we can come 
to see a typed language as more expressive if and only if such a lan-
guage has already been adopted as a metatheoretic framework. On 
a syntactic understanding, the potential of typed languages to cap-
ture deductive reasoning does not exceed that of untyped languages. 
Second, untyped languages are not too expressive in problematic 
ways, despite permitting the formalization of category mistakes and 
opening up new theoretical questions.

Of course, typed languages might still be preferable because of 
other theoretical or practical considerations (Manzano 1996, §1.6; 
Halvorson 2019, §5.4; Fritz and Jones forthcoming b). Here I have 
offered only a partial vindication of untyped languages. As far as 
expressivity is concerned, one may continue to follow Quine’s advice 
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to ‘pool types and get on with homogeneous variables’ (Quine and 
Carnap 1990, p. 353).7
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