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ABSTRACT

Bot detection is increasingly relevant considering that automated accounts play a disproportionate role in
spreading disinformation, controlling social interactions, influencing social media algorithms and
manufacturing public opinion online for different purposes. Definition, description and detection of
automated manipulation techniques have proved a challenge as technology quickly advances in reach and
sophistication. Considering the high contextual character of social science research, the employment of
off-the-shelf detection tools raises questions regarding the applicability of machine learning systems in
different cases, times and places. Thus, our purpose is to discuss the role of computational methods
focusing on understanding the limitations and potential of machine learning systems to identify bots on
social media platforms. To address it, we analyze the performance of Botometer, a widely adopted
detection tool, in a specific domain (Amazon Forest Fires) and language (Portuguese) and propose a
supervised machine learning classifier, called Gotcha, based on Botometer's framework and trained for
this specific dataset. We also question how our classifier behaves and evolves over time and perform tests
to evaluate the generalization capabilities of the retrained model. Our results demonstrated that supervised
methods do not perform well with datasets that present features on which the system was not directly
trained, such as language and topic. Hence, our study shows that a successful computational model does
not always guarantee reliable results, applicable to a specific real case. Our findings indicate the need for
social scientists to confirm the reliability of different tools created and tested only through the prism of
computational studies before applying them to empirical social science research.
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INTRODUCTION

The use of social bots to strategically change election results has been broadly discussed and
documented worldwide since 2016, for controlling the narratives during political campaigns and
to skew the political debate (Bastos & Mercea, 2019; Mønsted et al., 2017; Santini et al., 2021).
Indeed, research has shown that bots have extrapolated electoral campaigns and have been used
to control social interactions and manufacture public opinion online for different purposes - i.e.,
to disrupt mainstream media coverage (Zhdanova & Orlova, 2017), to undermine civic protests
(Arif et al., 2018), to make up audience and influence website ratings (Santini et al., 2020) and to
spread low credibility content on different issues (Shao et al., 2018).

The relevance of bot detection is even greater considering that scientific evidence consistently
shows that social bots play a disproportionate role in spreading disinformation (Schuchard et al.,
2019) and influencing social media algorithm curation (Giansiracusa, 2021). Despite the
importance of effective detection of automated malicious campaigns in strengthening a
platform's security (Rauchfleisch & Kaiser, 2020), responses by social media companies have
been inadequate to contrast computational manipulation (Beatson et al., 2021).

Measuring the social implications of fake and automated accounts in orchestrated campaigns on
social media is an open challenge for the research community (Chen & Subramanian, 2018;
Cresci et al., 2017; Luceri et al., 2019; Varol et al., 2017). Definition, description and detection
of automated manipulation techniques have proved a challenge as technology quickly advances
in reach and sophistication, setting off an “algorithmic race” (Santini et al., 2018) for commercial
and state players. The boundary between humanlike and bot-like behavior is becoming blurred
and trivial detection strategies, such as focusing on high volume of content generation, are less
and less successful in identifying sophisticated bots (Ferrara et al., 2016).

Moreover, Briant (2021) points out that, despite the boom in media coverage on bot influence on
social media discussions, academic communication research has relied heavily upon
investigative journalism on manipulation strategies instead of using primary evidence and
rigorous methodological approaches. The lack of computational analysis suggests that these
studies underestimate the scale of the bot phenomena. Although public awareness generated by
such reporting is capable of leading to important changes in platform behavior (Barrett & Kreiss,
2019; Napoli, 2021), a growing body of knowledge on bot detection techniques have evolved to
encompass more complex and elusive manipulation strategies employed by botmasters (Cresci et
al., 2017, 2018; Yang et al., 2013).

The most emblematic methods for automation identification combine machine learning with
manual qualitative analysis curation to detect messaging patterns (Howard & Kollanyi, 2016).
Researchers frequently employ established tools like Botometer in their method approaches, as
its large body of peer-reviewed publications lend authority and legitimacy to their analysis
(Rauchfleisch & Kaiser, 2020). Thus, there is a pressing need to understand how social science
researchers can use the available machine learning tools to be applicable in different cases, times
and places, considering social science findings are highly contextually dependent (van Atteveldt
& Peng, 2018).
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We have addressed this literature gap by analyzing the performance of an existing off-the-shelf
tool with published validity results, in order to understand how well it performs in a specific
domain (Amazon Forest Fires) and in a specific language (Portuguese). Given the novelty and
complexity of the bot detection task, we aim to develop an analytical model to understand what
limitations Botometer might have when dealing with different datasets, topics and language. We
have specifically tested the classifiers performance in the Brazilian Twittersphere domain
concerning the climate debate using longitudinal analysis.

BACKGROUND AND FRAMING

The concern about robots and their impact on society is not new, it has been around since the
early days of computational science. However, the research on social bots has gained attention
over the last 10 years with the increasing use of automated accounts to mimic human behavior on
social media platforms and their ubiquity in political conversation online. Researchers such as
Ratkiewicz et al. (2011) and Ferrara et al. (2016) were fundamental in building the preliminary
understandings of what a social bot is, how to detect these automated accounts and what their
possible effects are.

Social bots are defined as false online identities that try to emulate and possibly alter human
behavior using computer scripts to automatically produce content and interact on social media
(Ferrara et al., 2016; Varol et al., 2017). However, there is a growing body of knowledge
showing that social bots are not restricted to software programs acting on online platforms.
Instead, researchers have been considering social bots as any type of bot-like automated
behavior, such as humans manually copying or retweeting content repeatedly in a robotlike way
for the purposes of manipulating online conversation (Fernquist et al., 2018).

This widened definition of bots goes hand in hand with a certain unreliability when it comes to
detecting bots (Guimarães et al., 2021). There are numerous cases of Twitter accounts that are
cyborgs and hybrid accounts (a combination of automation and human curation) and others that
look like bots but are actually human and vice versa. For example, malignant bots are often
automated for some percentage of time, whether that is intra-day or over their life cycle,
particularly if the “bot master” wants to age the account so that it doesn't look like it was created
for one purpose (DiResta, 2018). Hence, the identification of bots is an important but
complicated task. Due to the mutable nature of bots, coupled with their continuous online
presence and inevitable interplay with human users, defining a bot is anything but an exact
science (Bastos & Mercea, 2018), as researchers lack accuracy in identifying their
characteristics, activity patterns, automation degree and profile types. Even identifying fully
automated accounts is challenging (Rauchfleisch & Kaiser, 2020).

Tracking the evolution of bots and human behavior online, researchers have shown that bots are
increasingly aligned with human activity trends, suggesting that some have grown more
sophisticated (Luceri et al., 2019) While it is widely known that there are large numbers of
inauthentic accounts online (Varol et al., 2017) estimate that 9% to 15% of all active Twitter
accounts are bots) the best strategy for detecting bots remains an open question (Howard et al.,
2018). Against this backdrop, several methods have been introduced to tackle this problem,
including posting pattern analysis (Bastos & Mercea, 2019; Santini et al., 2021), botnet detection
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(Mazza et al., 2019), machine learning classifiers (Davis et al., 2016; Sayyadiharikandeh et al.,
2020; Varol et al., 2017), as well as deep learning approaches that combine traditional
handcrafted features with embeddings from temporal activity patterns and posted user content
(Mou & Lee, 2020).

Among different techniques and trained classifiers, Botometer (formerly BotOrNot), developed
at Indiana University, has established itself as a standard bot detection tool in the social sciences,
particularly for communication studies. As a matter of research, Grimme et al. (2018)
demonstrated that Botometer could not classify fully automated bot accounts and hybrid profiles
created precisely by authors in their experiment. Rauchfleisch and Kaiser (2020) have also
shown in their study that Botometer scores were imprecise when it comes to estimating bots in a
language other than English (i.e., German) and that, over time, Botometer thresholds are prone to
variance, leading to false negatives (bots being classified as humans) and false positives (humans
being classified as bots). Fernquist et al. (2018) also demonstrated that Botometer fails with
non-English language tweets. The authors reported that their own supervised classifier trained in
Swedish tweets outperforms Botometer for Swedish General Election analysis.

Despite the fact that bot detection is a difficult machine learning task, particularly because the
evolving sophistication of bots generates a constant need for updating the decision patterns of
computational classifiers with improvements and retraining (Yan et al., 2020), few researchers
have explicitly discussed the diagnostic ability of Botometer and similar tools. A recent research
trend is to test the limits of current bot detection frameworks in an adversarial setting (Yan et al.,
2020). For example, Cresci et al. (2019) proposed the use of evolutionary algorithms to improve
social bot skills and Grimme et al. (2018) employed a hybrid approach involving automatic and
manual actions to improve a supervised bot detection system. Yang et al. (2019) argue that the
technology race between methods to develop sophisticated bots and effective countermeasures
makes it necessary to update the training data and features of detection tools.

The goal of this paper is to follow this research agenda by proposing a supervised machine
learning classifier, called Gotcha, based on a subset of features adopted in Botometer's
framework (Varol et al., 2017) and trained with a Portuguese dataset. Besides critically assessing
both Botometer and Gotcha's performance, we aim to understand how our classifier behaves and
evolves over time. We question the effects of enlarging the annotated ground truth dataset and
perform tests to evaluate the generalization capabilities of the retrained model. Our ultimate
purpose is to discuss the role of computational methods in social science research focusing on
understanding the limitations and potential of machine learning systems to identify bots on social
media platforms.

RESEARCH QUESTIONS

Considering the prominent use of Botometer in computational social science studies worldwide
as a classifier of automated accounts, its general diagnostic ability in detecting non-English
language automated tweets is our primary concern. The tool faces pitfalls when classifying
hybrid automated accounts (Grimme et al., 2018), dealing with non-English language tweets
(Echeverría et al., 2018) and identifying updated and sophisticated bots (Cresci et al., 2017). As
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Fernquist et al. (2018) indicate, there might be differences in the performance of Botometer and
other trained classification models regarding language and topics.

RQ1: How accurate is Botometer in classifying a specific dataset in Brazilian
Portuguese, concerning tweets about the Amazon Forest Fires?

We aim at developing a detection system based on a supervised machine-learning classifier, that
we named Gotcha. Thus, we evaluate its performance and compare it to Botometer, assessing
whether there are differences between languages and methods:

RQ2: With regard to the precision and recall diagnostic ability, what is the performance
of a machine learning system (Gotcha) based on the Botometer framework but trained to
classify accounts in Brazilian Portuguese when compared to Botometer?

Previous research has shown that bot classification scores are not stable over time (Grimme et
al., 2018). Therefore, we are interested in not only measuring Gotcha’s performance once but in
tracking its performance over a period of time. For this, we analyze datasets related to the same
issue (Amazon Forest Fires) in different time periods and investigate how Gotcha performs:

RQ3: How stable are Gotcha classifications over time on the same topic (Amazon Forest
Fire crisis in 2019 and 2020)?

In order to approach Gotcha's performance decay over time, we follow suggestions made in
previous research (Yang et al., 2019) and enrich the previously-trained model using the new
annotations. Thus, we investigate the effects of increasing and updating annotated datasets:

RQ4: What is the accuracy and precision of Gotcha if new annotations and training data
are included to update the classifier parameters for a new dataset in Brazilian
Portuguese on the same topic?

In answering these four questions, we want to shine a light on some of the issues related to bot
detection, to indicate the limitations of Botometer classification and to discuss what
consequences this has for social scientists conducting research on bots.

DATA & METHODS

The datasets of Twitter accounts have been extracted by monitoring the terms and keywords
associated with recent events in Brazil, ranging from 2018 to 2021. We collect the data using the
Standard Tier of the Twitter API, performing periodic requests for each of the search terms using
the /search endpoint, in order to monitor real-time evolution of events. Afterwards, we randomly
selected a subset of profiles considering the acquired data in each period of time and manually
annotated the selected accounts.

We briefly present the 7 datasets used to train and test the proposed framework. The monitored
period of each event, as well as summary of statistics regarding the number of tweets and distinct
users collected, are summarized in Table 1.
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The elections_2018 dataset consists of accounts which were posted during the last Brazilian
General Elections (2018), between August and October, 2018, using search terms associated with
the profiles of each candidate running for president. The amazon_2019 dataset contains accounts
monitored during the “Fire Season” in the Brazilian Amazon in 2019, searching for hashtags like
“#SOSAmazon”, “#AmazonRainforest” and “#PrayForAmazonia”. The sleeping_giants dataset
is composed of accounts that acted in the disinformation campaign against the Sleeping Giants
Brasil organization in May 2020. The marielle dataset was generated from monitoring the
“#FederalizaçãoNão” hashtag on Twitter (May 2020), as part of the campaign against
Federalizing the investigation into the murder of Marielle Franco, a Rio de Janeiro
councilwoman. The soros dataset, related to the #StopSoros campaign on Twitter, was taken
from the Portuguese tweets extracted by monitoring the campaign against Hungarian investor
and philanthropist George Soros on 12 August 2020. The globolixo dataset was collected during
the #GloboLixo campaign against the most popular TV station in Brazil, in Jan 2020. Finally, the
amazon_2020 dataset was collected during the 2020 “Fire Season” in the Brazilian Amazon. The
monitored period of each event, as well as summary of statistics regarding the number of tweets
and distinct users collected, are summarized in Table 1.

Table 1: Data Acquisition Results from 2018 to 2020

Dataset Start Date End Date Number of tweets Number of distinct users

elections_2018 2018-08-05 2018-11-04 26,350,192.00 2,231,522.00

amazon_2019 2019-08-23 2019-09-30 1,709,161.00 688,476.00

marielle 2020-05-21 2020-06-01 218,648.00 120,985.00

sleeping_giants 2020-05-19 2020-05-23 490,020.00 127,335.00

soros 2020-08-12 2020-08-13 310,872.00 47,631.00

globolixo 2021-01-02 2021-01-04 60,947.00 23,442.00

amazon_2020 2020-06-19 2020-10-07 358,494.00 192,544.00

Criteria for manual annotation

We performed manual annotations of a subset of accounts in order to provide a large and reliable
ground-truth dataset, as the manual identification of accounts is useful to aid the training of
supervised learning algorithms (Alvisi et al., 2013; Ferrara et al., 2016). An interpretative
observational analysis of the bots’ profiles was carried out by at least two coders, and reliability
was guaranteed by a third analysis. Wang et al. (2014) have demonstrated that expert annotators
are efficient in detecting social bot accounts, indicating that a majority voting protocol, in which
a profile is categorized based on multiple human analyses, exhibits a near-zero false positive
rate.

The profile analysis aimed at identifying computational routines based on observable traces of
the account characteristics and activity. Regarding the profile information, the following criteria
were considered in the expert categorization of the accounts: (a) account creation date; (b) profile
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description; (c) profile image content and authenticity; and (d) pursuit of anonymity and
untraceability. In regard to the accounts' posting behavior, coders examined: (a) amount and
content of tweets posted by the account; (b) amount and content of retweets posted by the
account; (c) production of human-like and original content (i.e., personal comments and opinions
on posts and use of natural language); (d) participation in coordinated campaigns and botnets
(i.e. adherence to trending topics and suspicious followers and interactions); (e) use of
automation service or platform; (f) posting patterns regarding time period, content, source, theme
and interactions. The number of human and bot accounts annotated in each dataset are
summarized in Table 2:

Table 2: Manually annotated datasets for the Gotcha Framework

Dataset humans bots

elections_2018 320 159

amazon_2019 76 118

sleeping_giants 36 61

Marielle franco 154 42

George Soros 108 97

globolixo 120 70

amazon_2020 108 100

922 647

Training Methodology

For each labeled account, we collect its 200 most recent tweets at the time, as well as the 100
most recent posts mentioning the analyzed user, which corresponds to the maximum number of
tweets that one can gather when performing a single request for the corresponding endpoints
(statuses/user_timeline and users/lookup) in the Twitter API Standard Tier.

During the training phase, we performed cross validation in order to choose the best
hyperparameter setting, using Extreme Gradient Boosting (XGBoost) (Chen & Guestrin, 2016)
as our classifier, which gives the probability of an account being a bot. The candidate models
were evaluated according to the ROC AUC metric, and we considered the model exhibiting the
higher mean ROC AUC score across the folds as the best model.

In order to refine our model, we incrementally augment the dataset used as the training set, as
new events arose and subsequently new datasets were collected and labeled, yielding updated
versions of the proposed framework. We split each new dataset into training and test sets, in a
stratified fashion, i.e. preserving the proportion of bots and humans in each one. We used 80% of
the labeled accounts to augment the existing training set, and considered the remaining 20% of
accounts as the test set.
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Thus, our framework was capable of achieving a better generalization performance in
cross-domain scenarios, as it was being continuously refined and exposed to automated accounts
with more sophisticated behaviors, and was able to identify previously unseen types of bots.

When designing a new version of the proposed framework, we augmented the existing training
set (which comprises all the training sets from the previous events), and used the test set of the
actual event to evaluate the generalization of the new model. Thus, we could better assess the
suitability of the model in detecting the automated behaviors that were present in the scenario
under analysis.

The proposed framework

The Gotcha classifier is a bot detection framework based on the Botometer framework (Davis et
al., 2016) that leverages 1150 characteristics and different types of information for a given user
(Varol et al., 2017) to quantify its degree of automation, originally trained to classify users who
publish in English. Our model, developed for the analysis of users that post in Portuguese, uses a
subset of 525 characteristics based on those used in the Botometer model (Dong & Liu, 2018). It
excludes the groups of Network features, which are the most expensive to compute (Mazza et al.,
2019), as well as the Sentiment features, which are specific for the English language. The authors
also recommend the models to be trained without the aforementioned set of features on different
languages (Dong & Liu, 2018). Similar to the Botometer model, the Gotcha features are divided
into 4 groups: User, Friends, Content and Temporal Pattern, summarized on Table 3:

Table 3: 525 features of the Gotcha framework

User features Friend features

Screen name length Number of distinct languages for each group

Number of digits in screen name Entropy of language use for each group

User name length Fraction of users with default profile for each group

Default profile Fraction of users with default profile image for each group

Default picture (*) Account age distribution

Account age (*) Number of friends distribution

Number of unique profile descriptions (*) Number of followers distribution

(*) Number of friends distribution (*) Number of tweets distribution

(*) Number of followers distribution (*) Description length distribution

(*) Number of favorites distribution Content features

(*) Profile description length distribution (*) Number of words in a tweet

(**) Number of friends (*, ***) Frequency of POS tags in a tweet

(**) Number of followers (*, ***) Proportion of POS tags in a tweet

(**) Number of favorites Temporal features

Number of tweets (per hour and total) (*) Time between two consecutive tweets

Number of retweets (per hour and total) (*) Time between two consecutive retweets
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User features Friend features

Screen name length Number of distinct languages for each group

Number of digits in screen name Entropy of language use for each group

Number of mentions (per hour and total) (*) Time between two consecutive mentions

Number of replies (per hour and total)

(*) For each distribution, the following eight statistics are computed and used as an individual feature: min, max,
median, mean, std. deviation, skewness, kurtosis and entropy.

(**) The signal-noise ratio and the relative change values are computed.

(***) The following POS tags are considered: verbs, nouns, adjectives, modal auxiliaries, pre-determiners,
interjections, adverbs, wh-, pronouns and the "others" category (such as coordinating conjunctions and cardinal
numbers.

User Features: The features in this group are derived from the user metadata being analyzed,
such as the number of characters and number of digits in the username, whether the username
uses standard cover and profile photos and the age of the account. Additionally, the user’s  200
most recent tweets are collected to extract features such as the total and per hour number of
original tweets, retweets and mentions. We also compute features using the metadata from the
accounts that interact with the user under analysis, including descriptive statistics on the
distribution of their followers and friends.

Friend Features: These features are computed based on the data from interacting users, which
first are divided into 4 groups: (1) accounts that the analyzed user retweets; (2) accounts it
mentions; (3) accounts that retweet the analyzed user and (4) the profiles that mention the
analyzed user. For each of them, we extract features such as the number of different languages
​​used in tweets from that group, as well as the fraction of users who use cover photo and standard
profile pictures. We also compute features using the age of each account, the number of friends,
followers, tweets and the number of characters in each profile description.

Content Features: In order to characterize the linguistic patterns used by the analyzed user, we
compute the number of words in each of its 200 most recent posts, as well as the entropy of word
usage. Furthermore, each post is submitted to a POS tagging algorithm (Loper et al., 2009), a
Natural Language Processing task to identify the grammatical class, such as pronouns and
adverbs, of each word in a given text. Nine different classes are considered and, for each of them,
we compute statistics on the absolute and relative frequency distributions.

Temporal Pattern Features: Finally, to analyze the user's temporal post patterns, its posts are
separated into 3 groups: (1) user tweets; (2) retweets and (3) mentions. For each of them, the
tweets are arranged in chronological order and the time intervals between two consecutive
activities are calculated. We compute some descriptive statistics using the interval distributions
for each group.
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The first version of the Gotcha framework was trained using the whole elections_2018 dataset,
and evaluated on the amazon_2019 dataset. The generalization performance in the first version,
as well as a comparison with existing methodologies, will be presented in a later section. We
reference this version as Gotcha_v1 throughout the following sections.

The framework has been constantly updated as new accounts are labeled, in order to ensure a
good performance across different contexts. As previously reported in the literature, automated
accounts with unseen characteristics can easily deceive bot detection systems (Echeverría et al.,
2018), as they are unable to recognize the newer activity patterns of more sophisticated bots.
Furthermore, the arms race between researchers and bot developers is intensifying, since as new
detection methods are introduced, the bot developers update the modus operandi of their
accounts, in order to evade the most recent systems (Cresci et al., 2017).

This reported behavior has motivated the periodical updates of the Gotcha classifier, as we
observed a similar drop in the performance of our model when applied in new scenarios in our
use cases, even when we analyzed the same topic in different periods of time. 

We report these results in the next section, where we show how the current version of the Gotcha
framework performed when evaluating accounts from the same context, one year later
(amazon_2019 and amazon_2020). We reference this version as Gotcha_01-2021, which has
been trained using all the aforementioned datasets but the amazon_2020 one. We also evaluate
the impact of the refinement procedure on the Gotcha performance in the amazon_2020 test set,
after being trained using the training set of all datasets, generating its latest version, the
Gotcha_07-2021.

RESULTS

Evaluation on the Amazon 2019 dataset

In order to address Research Questions 1 and 2, we evaluated the Gotcha_v1 using the
amazon_2019 dataset and compared its performance with the predictions of Botometer. We
consider the accuracy, precision, recall, F1 score and ROC AUC as our evaluation metrics. Table
4 presents the results of the two methodologies:

Table 4: Performance evaluation on the amazon_2019 dataset
Precision Recall F1 Accuracy ROC AUC

Gotcha_v1 0.67 0.85 0.75 0.66 0.68

Botometer 0.58 0.48 0.53 0.48 0.54
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Figure 1: ROC curve for Gotcha_v1 and Botometer frameworks in the amazon_2019 dataset.

Gotcha_v1 outperforms Botomoter, exhibiting the best overall performance across all analyzed
metrics. We observe a substantial prevalence of our model in the recall score, indicating a
superior capability in identifying the automated users in the analyzed scenario. These results
provide further evidence that the performance of bot classifiers can drop considerably in
cross-domain scenarios. Furthermore, our framework, which has been trained using accounts
from a dataset of Portuguese tweets, outperformed the Botometer in all metrics by a large
margin.

Performance comparison on unanimous annotation cases

Our reported results considered the whole labeled dataset. Additionally, we performed an
evaluation considering the subset of accounts where all annotators were unanimous in their
codification, which corresponds to 67% (130) of the total number of accounts. As previously
reported in the literature, some types of bots are able to masterfully imitate human behavior on
social networks, making it difficult to identify that they are automated (Cresci et al., 2017, 2018).
This could affect the annotation process, causing a split decision on the class of some accounts.
Table 5 presents the results for evaluating the subset of unanimous-labeled accounts:

Table 5: Performance evaluation on the subset of unanimous-labeled accounts for the amazon_2019
dataset

Precision Recall F1 Accuracy ROC AUC

Gotcha_v1 0.77 0.95 0.85 0.79 0.80
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Botometer 0.66 0.52 0.59 0.53 0.58

Figure 2: ROC curve for the Gotcha_v1 and Botometer frameworks considering the subset of unanimous-labeled
accounts in the amazon_2019 dataset.

As observed in the previous experiment, the Gotcha_v1 performed consistently better than
Botometer in identifying the bots that were active during the “Amazon Fire Season” in 2019.
Moreover, the performance of both frameworks improved all the analyzed metrics, suggesting
that the bot classifiers are better at distinguishing between authentic and automated accounts
when the differences are clearer for the human annotators.

Evaluation of the Gotcha performance on the Amazon 2020 dataset

For  Research Question 3, we evaluated the performance of Gotcha_01-2021 on the test set of
our newest amazon_2020 dataset. As mentioned in the previous section, this version had been
trained using all training sets of labeled accounts available at the time, excluding the
amazon_2020 training set, in order to evaluate the generalization capability of our most
up-to-date model for identifying bots on the same topic (“Amazon Fire Season”) one year later. 

It is worth mentioning that bot behaviors detected in the amazon_2019 dataset were considered
during the Gotcha_01-2021 training phase. Thus, it was expected that this version of the
framework would be able to identify the automated accounts if they behave in the same way as
the previous year. We observed a precision of 0.53, recall of 0.56, F1-score of 0.54, accuracy of
0.55 and a ROC AUC of 0.64. These results indicate that the capability of the Gotcha framework
has significantly dropped over time, as the framework was not able to perform as well as in the
2019 scenario. This result also suggests a shift in the modus operandi of the automated accounts
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that were active in the same context during 2020. Thus, it would be desirable to refine the
procedure in order to ensure the reliability of further bot analysis on this recent event. 

To address Research Question 4, we augmented the existing training set of bot and humans with
the training accounts extracted from the amazon_2020 dataset, retraining our framework using
this new augmented dataset. After the refinement procedure, the newest Gotcha version
(referenced as Gotcha_07-2021), exhibited a precision of 0.8, a recall of 0.67, a F1-score of
0.73, an accuracy of 0.76 and a ROC AUC of 0.84 in the amazon_2020 test set, achieving a
much better performance than its predecessor. Table 6 summarizes the evaluation metrics for
both models:

Table 6: Effect of the refinement procedure on the test set of the amazon_2020 dataset

Precision Recall F1 Accuracy ROC AUC

Gotcha_01-2021 0.53 0.56 0.54 0.55 0.64

Gotcha_07-2021 0.8 0.67 0.73 0.76 0.84

Figure 3: ROC curve for the Gotcha_07-2021 and Gotcha_01-2021 frameworks in the amazon_2020 test set.

The observed results indicate that the refinement procedure is beneficial for improving the
classifier’s ability to identify automated users in newer contexts, as we observed considerable
improvements with the refined mode in all analyzed metrics l. We argue that this refinement
should even be mandatory, as the behavior of the automated accounts is constantly evolving to
evade the current detection systems. Furthermore, refining the procedure would also be desirable
for ensuring analysis reliability using classifier predictions, as this could be used to assess the
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framework’s generalization performance, as well as how the framework performs when exposed
to possible new bot behavior.

Model Interpretation

In order to better understand the decision process of the latest version of the Gotcha classifier, we
applied the SHAP methodology for model interpretability (Lundberg et al., 2020) on
Gotcha_07-2021. Figure 4 shows the results:

Figure 4: Summary plot of the SHAP values for the Gotcha_07-2021 model. The values of each feature, for each
sample in the training set, are represented as a point in the plot. A hue towards red indicates a relatively high value
for this feature, according to the empirical feature distribution in the training set, whereas a bluer hue indicates a
relatively low value. The values to the left of the central y-axis are for classifying an account as a human, while the
values to the right are for classifying the profile as a bot.

Figure 4 indicates, for example, a relatively low value for the median time interval between
retweets contributes towards classifying an account as bot, suggesting that the analyzed profile
could be an automated user retweeting content in a short period of time. Furthermore, we
observe that recently created accounts, exhibiting a low account_age value, are prone to be
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classified as bots. These users could correspond to automated accounts recently introduced to
social media platforms to meet new demands, such as specific campaigns or events. 

Additionally, we observe that features derived from the content are also important during the
classification process, such as the entropy of the word usage distribution, the frequency of
adjectives and nouns. Interestingly, one of the most important content features is the standard
deviation of the usage of adverbs by accounts. A low value for this feature contributes to
assigning  bot-like behavior, while a higher value represents an account with stronger signals of
authenticity. This behavior could be associated with a more diverse usa of language by real users,
as opposed to bot accounts which might act together to increase the popularity of the same topic
or person, potentially sharing the same restricted set of posts.

LIMITATIONS

There are two aspects of our approach that require careful consideration: the first is related to the
features used to develop our model and the second is regarding the selection of study cases.
When we selected the features for our classifier based on the previous work of Botometer (Varol
et al., 2017), we put aside the group of sentiment analysis and some of the Network
characteristics. The sentiment features require the development of other classifiers which are
very language dependent, warranting a separate study. Also, some network features require a
large number of requests to the Twitter API. Since the request rate is limited, it would take a
prohibitively long time to gather all the data needed for these features. Although we consider that
these characteristics can contribute to the bot detection task, we decided to leave them out of the
analysis for the time being.

For composing our annotated dataset, we sampled tweets posted during several events since
2018. The selected events, however, are all of a political nature. On the one hand, this gives us
the ability to track and study the evolution of the behavior of bots on political subjects. On the
other hand, this selection could skew the analysis towards these types of bots. New studies are
therefore needed to evaluate the performance of our approach on datasets that include different
types of messages.

DISCUSSION

Many position papers and special issues in reputed scientific publications such as Nature (i.e.,
‘The Powers and Perils of Using Digital Data to Understand Human Behaviour’, 2021) indicate
that the development of computational methods for social behavior analysis is an important and
urgent agenda for a growing community of social science scholars (e.g., Alvarez, 2016; boyd &
Crawford, 2012; Huberman, 2012; Lazer et al., 2018; Parks, 2014; Shah et al., 2015; Trilling,
2017). The thirst for methodological innovation in social science is also due to the enduring
crisis that has characterized most of the existing techniques widely used in the field.

Indeed, computational social science studies not only involve large and complex datasets of
digital traces and other “organic” data (Veltri, 2019) but require specific algorithmic solutions to
analyze them (van Atteveldt & Peng, 2018). Such algorithms can provide instruments for testing
existent theories on social and human behavior. However, despite social scientists enthusiasm
with this emerging subfield, researchers should consider the fact that a method executed with a

15

SciELO Preprints - This document is a preprint and its current status is available at: https://doi.org/10.1590/SciELOPreprints.5974



machine learning tool, or an algorithm, does not make it a “computational method” (van
Atteveldt & Peng, 2018) and does not guarantee its validity for answering social science
questions.

Our findings indicate that due to the mutable nature of bots, supervised machine learning tools
for bot detection need to be constantly updated with expert coding to perform well. Even
specialists need to constantly revise the concept of what a bot is and how they behave on social
media through empirical observation, considering it is an ever-changing object of analysis.

An urgent challenge for bot detection lies in questioning whether algorithms become  more
generalist and skillful over time at identifying automated profiles which tweet about different
topics. In other words, it is important to understand how efficient old features are at detecting
new bots which are moving targets and test the ability of AI classifiers to identify bots that act on
different topics and agendas. Moreover, different supervised and unsupervised bot classifiers
consider a wide variety of account features in their models, ranging from the simplest to the most
expensive ones, extracted from the raw data obtainable through the Twitter Public API. Despite a
few recent studies that have started to compare bot classifier performance (Yan et al., 2020),
more evidence is needed to understand which set of features is more relevant for detecting novel
bots in different languages and contexts. 

Another predominantly neglected problem in bot detection studies is the transparency of
different tools concerning system reliability and manual training models. r Tools do not
document how their algorithms were manually trained, which parameters were considered by
coders and how controversial annotations were considered to train the model. The role of human
perception and the social ramifications of bots, particularly the political ones, have not been
completely elucidated yet (Yan et al., 2020). Investigating the effectiveness of annotation
parameters and understanding bias on bot perception is vital for advancing our understanding of
the digital deception phenomena and for helping the academic community to devise reputable AI
classifiers and countermeasures.

It should be noted that specialists also present bias in their interpretations, performing a degree of
false positives and false negatives in their bot coding. Neither classical methods of manual
coding nor machine learning classifiers guarantee the validity or reliability of detecting bots. In
this sense, computational methods do not replace the existing social science methodological
approaches, but rather complement them and vice-versa. On the one hand, the classifier model
needs retraining for optimal performance. On the other hand, machine learning analysis can
indicate coder bias and be used for testing manual protocols, helping to counteract the “myth of
the trained coder” (Weber et al., 2015). This type of cross-discipline work is intrinsically
challenging, calling for the constant development of interdisciplinary collaborations and new
research tools, considering that traditional social science methods (especially qualitative
approaches) can contribute to the development, calibration, and validation of computational
methods (van Atteveldt & Peng, 2018).

As we have demonstrated with our experiment, supervised methods for detecting bots have
proven to be effective in many cases, but they do not perform well with datasets that present
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features on which the system was not directly trained, such as language and topic. We also
identified that the bot score changes over time for Portuguese datasets.

Moreover, further issues emerge from social media platforms that can impact bot classifier
development and evolution, such as data collection and algorithm opacity. Regarding data
collection, data access through so-called Application Programming Interfaces (APIs) does not
provide researchers with comparable data (Theocharis & Jungherr, 2021), which can
compromise the development and improvement of AI bot classifiers. Another drawback of
Twitter’s Public API was the lack of documentation concerning what and how much data can be
collected (Morstatter et al., 2013), leading to constraints in terms of academic
reproducibility. The fact that Twitter offered a Public API for years, which allowed researchers to
collect samples of tweets, explains why it has become the most studied platform for bot detection
as of 2023.

Other social media platforms such as Facebook, YouTube, LinkedIn and TikTok impose strong
limitations on data collection especially on user features and behavior, hindering automation
detection and malicious behavior identification. Platform data unavailability raises questions for
social behavior analysis and limits the development of research on computational social science.

Concerning algorithm opacity, Twitter trending topics, a set of the platform’s top terms updated
in real-time, is also a black box that affects the identification of bots. The sole aim of fake
accounts is to manipulate trending topic results and hinder countermeasure development. Twitter
has proven vulnerable to this manipulation by small but coordinated user groups and by those
who control automated accounts (Zhang et al., 2017). Bots have demonstrated an extraordinary
ability to distort Twitter traffic, forcing chosen phrases and hashtags into the "trending" lists
(Nimmo, 2019). However, Twitter’s algorithm frequently changes without revealing its
parameters and measurements for labeling trending terms. This lack of transparency favors the
creation of bots, botnets and a complex range of techniques which amplify messages, producing
the misleading appearance of a substantial organic movement that involves many thousands of
people who are unable to perceive a public opinion influence operation (DiResta et al., 2019;
Kollanyi et al., 2016).

Against this backdrop there is a strong social demand for machine learning tools with academic
validation and credentials for digital social research. As we show in this study, social scientists
should confirm the reliability of different tools created and tested only through the prism of
computational studies before applying them to empirical social science research. We
acknowledge that algorithm development has advanced the field of research on bot
identification using machine-learning classifiers, inspiring researchers to develop their own tools.
Although Botometer has moved on from becoming a somewhat reliable and widely accepted
approximation for identifying bots on Twitter, we infer in our analysis that a successful
computational model does not always guarantee reliable results, applicable to a specific real
case. As bot detection relies on textual rather than numerical data, computational social science
should also account for contextual dependent tools and analysis.
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