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Abstract. Hyperelliptic curve cryptosystem (HECC) is becoming more
and more promising for network security applications because of the com-
mon effort of several academic and industrial organizations. With short
operand size compared to other public key cryptosystems, HECC has
showed excellent performance in embedded processors. Recently years,
many effort has been made to investigate all kinds of explicit formulae
for speeding up group operation of HECC. In this paper, explicit formu-
lae without using inversion for genus 3 HECC are given. We introduce
a further coordinate to collect the common denominator of the usual 6
coordinates. The proposed formulae can be used in smart card where
inversion is much more expensive than multiplication.

Keywords: Genus 3 Hyperelliptic Curve Cryptosystem, Explicit For-
mulae, Inversion-Free

1 Introduction

In 1989, Neal Koblitz proposed using the Jacobian of a hyperelliptic curve defined
over a finite field to implement discrete logarithm cryptographic protocols. Due
to the work of Cantor [1] (for odd characteristic only) and Koblitz [2], it is
possible to perform efficient operation in the ideal class group of a hyperelliptic
curve and use HECC in practice.

Recently years, using explicit formulae instead of Cantor algorithm has re-
duced sharply the complexity of arithmetic in the ideal class group of hyperellip-
tic curves and obtained fast implementation in software and hardware platform.
In the remainder of the paper I denotes a field inversion, M a field multiplication,
and S a field squaring.

For genus 2 hyperelliptic curve, Tanja Lange [3] gave explicit formulae which
need 1I + 22M + 3S for a group addition and 1I + 22M + 5S for a group
doubling in affine coordinate system. In [4,5,6], the authors introduced a further
coordinate called Z to represent the elements of the divisor class group and
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obtained explicit formulae in projective coordinate system. In [5], 47M + 4S
are required for a group addition and 40M + 6S for a group doubling. In [7],
Lange noticed the difference between the denominator of the Vi’s and the Ui’s
and introduced weighted coordinates for genus 2 curves. In addition, the paper
found optimal matches to use mixed coordinates and obtained more efficient
inversion-free explicit formulae.

For genus 3 case, Kuroki et al. [8] proposed an extension of Harley algorithm
over odd characteristic fields and Pelzl et al. [9] gave its improvement and gen-
eralization for arbitrary characteristic fields. In [10], the authors used Toom’s
multiplication to improve Harley’s algorithm and showed implementation results
on the 64-bit CPU Alpha EV68 1.25GHz. Without distinguishing multiplication
and squaring, their proposed algorithm will cost I+70M and I+71M for a group
addition and doubling respectively. Affine coordinates are the only coordinate
system currently available for genus 3 curves.

In this paper, based on the very recent explicit formulae for addition on
genus 3 hyperelliptic curves proposed by Gonda et al. [10], we give inversion-
free explicit formulae in projective coordinate system. We will take the same
method as in [4,5,6]. In addition, we consider also a group addition with mixed
coordinates: one of the input divisor class is represented with affine coordinates,
the other projective coordinates and the output divisor class is in projective
representation. This kind of mixed addition can also be used efficiently in scalar
multiplication.

This paper is organized as follows. Section 2 gives a brief overview of the
mathematical background related to genus 3 hyperelliptic curves. In section 3,4
and 5, we investigate inversion-free explicit formulae for group addition, mixed
addition and doubling for genus 3 HECC respectively. Finally, Section 6 con-
cludes the whole paper.

2 Mathematical Background

In this section we present a brief introduction to some of the theory of genus 3
hyperelliptic curves over odd characteristic fields. For more details the reader is
referred to [1], [11] and [12].

Let n be a positive integer, p 6= 2, 7 be a prime number, and q = pn. A genus
3 hyperelliptic curve C over K = GF (q) is defined as follows: C : Y 2 = F (X),
where F (X) = X7 + f5X

5 + f4X
4 + f3X

3 + f2X
2 + f1X + f0 ∈ GF (p)[X] with

disc(F ) 6= 0.
The divisor class group JC(GF (q)) of C forms a finite Abelian group and

therefore we can construct cryptosystems based on discrete logarithm problems
on the Jacobian of C. Due to Mumford [13], an element of Jacobian, which is
called a reduced divisor, has a nice cannonical representation by means of two
polynomials u and v defined over GF (q). We will use the notation [u, v] for the
divisor represented by u and v. For genus 3 curves, we have commonly [u, v] =
[x3+u2x

2+u1x+u0, v2x
2+v1x+v0] with u|f−v2. When using explicit formulae

proposed by Gonda et al. [10] to add two reduced divisor classes or double one
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reduced class, we will obtain another reduced divisor class [u
′
, v
′
] = [x3 +u

′
2x

2 +
u
′
1x + u

′
0, v

′
2x

2 + v
′
1x + v

′
0]. For each addition and doubling above, we need one

inversion. In order to avoid inversion, we introduce a further coordinate Z to
collect the common denominator of the usual 6 coordinates and let the septuple
[U2, U1, U0, V2, V1, V0, Z] stand for [x3+(U2/Z)x2+(U1/Z)x+(U0/Z), (V2/Z)x2+
(V1/Z)x+(V0/Z)]. After finishing scalar multiplication, we will require I+6M to
transform the output reduced divisor class from projective coordinates to affine
coordinates. In this paper, we study only the most frequent case in detail. Other
special cases occur with very low probability and so we will deal with any special
case with a less efficient routine (such as Cantor algorithm).

3 Inversion-Free Addition Formula

In this section, we give explicit formula for adding two reduced divisor classed
in projective coordinate system. When inversions are much slower than multi-
plications (such as in smart card), we will consider to use inversion-free addition
formula. Our formula can also be used for affine inputs if we regard [u1, v1] as
the septuple [u12, u11, u10, v12, v11, v10, 1]. Table 1 lists the number of field oper-
ations required to finish each step. If one of the input divisor class is represented
in affine coordinates and the other in projective coordinates, we will discuss this
case at length in the next section.

4 Inversion-Free Mixed Addition Formula

In this section, we show inversion-free mixed addition formula which takes a
reduced affine divisor class and a reduced projective divisor class as the input and
a reduced projective divisor class as the output. This kind of formula has been
widely used in many scalar multiplication algorithms such as (signed) double-
and-add, NAF and so on. When using these scalar multiplication algorithms, one
of the input is the base divisor class in affine representation and the intermediate
result in projective representation. We can see clearly that this kind of addition
formula can do better than the previous algorithm. Table 2 lists the number of
field operations required to perform the respective steps.

[Remark]:Using the formula in Table 2, one saves 31M + 1S more than
the general inversion-free addition formula. Therefore, when we compute scalar
multiplication, it is more efficient to use mixed addition formula.

5 Inversion-Free Doubling Formula

In this section, we investigate inversion-free doubling formula. For doubling al-
gorithm the input is almost always in projective representation. Table 3 lists the
number of field operations required to complete the respective steps.
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Table 1. Explicit Formula For Addition On Genus 3 HEC (Most Frequent Case)

In. Genus 3 HEC C : Y 2 = F (X), F = X7 + f5X5 + f4X4 + f3X3 + f2X2 + f1X + f0

Reduced Divisors D1 = [U12, U11, U10, V12, V11, V10, Z1], D2 = [U22, U21, U20, V22, V21, V20, Z2]

Out. D
′

= [U
′
2, U

′
1, U

′
0, V

′
2 , V

′
1 , V

′
0 , Z

′
] = D1 + D2(Affine + Affine)

Step Expression Operations

1 Precomputation: 13M + S

Z = Z1Z2, Z̃ = Z2;

Ũ12 = Z2U12, Ũ11 = Z2U11, Ũ10 = Z2U10, Ṽ12 = Z2V12, Ṽ11 = Z2V11, Ṽ10 = Z2V10;

Ũ22 = Z1U22, Ũ21 = Z1U21, Ũ20 = Z1U20, Ṽ22 = Z1V22, Ṽ21 = Z1V21, Ṽ20 = Z1V20;

2 Compute the resultant r of U1 and U2: 13M + 2S

t1 = U11U20 − U10U21, t2 = U12U20 − U10U22, t3 = Ũ20 − Ũ10, t4 = Ũ21 − Ũ11;

t5 = Ũ22 − Ũ12, t6 = t24, t7 = t3t4, t8 = U12U21 − U11U22 + t3, t9 = t23 − t1t5;

t10 = t2t5 − t7, r = [t8t9 + t2(t10 − t7) + t1t6]Z̃;

3 If r = 0 then call the Cantor algorithm

4 Compute the pseudo-inverse I = i2X2 + i1X + i0 ≡ r/U1modU2: 6M

i2 = t5t8 − t6, i1 = Ũ22i2 − Zt10, i0 = Ũ21i2 − (Ũ22t10 + Zt9);

5 Compute S
′

= s
′
2X2 + s

′
1X + s

′
0 = rS ≡ (V2 − V1)ImodU2: 14M

t1 = Ṽ10 − Ṽ20, t2 = Ṽ11 − Ṽ21, t3 = Ṽ12 − Ṽ22, t4 = t2i1, t5 = t1i0, t6 = t3i2;

t7 = Ũ22t6, t8 = t4 + t7 + Zt6 − (t2 + t3)(i1 + Zi2), t9 = Ũ20 + Ũ22;

t10 = (t9 + Ũ21)(t8 − Zt6), t9 = (t9 − Ũ21)(t8 + Zt6), s
′
0 = −(Ũ20t8 + Zt5);

s
′
1 = Z[t4 + t5 − t7 + (t1 + t2)(i0 + i1)] + (t9 − t10)/2;

s
′
2 = Z[Zt6 − t4 − (t1 + t3)(i0 + Zi2)]− s

′
0 − (t9 + t10)/2;

6 If s
′
2 = 0 then call the Cantor algorithm

7 Monic S = X2 + (s
′
1/s

′
2)X + s

′
0/s

′
2

8 Precomputation: 10M + 3S

s̃
′
0 = s

′
0Z, s̃

′
1 = s

′
1Z, s̃

′
2 = s

′
2Z, ˜̃s

′
2 = s̃

′2
2 , s”

2 = s̃
′
2Z̃, R = rZ;

A = ˜̃s
′
2Z̃, B = As”

2, C = A2, D = RB, E = AD2, F = AE;

9 Compute Z = X5 + z4X4 + z3X3 + z2X2 + z1X + z0 = SU1: 8M

z0 = s
′
0Ũ10, z1 = (s

′
0 + s

′
1)(Ũ10 + Ũ11)− s

′
1Ũ11 − s

′
0Ũ10;

z2 = (s
′
0 + s

′
2)(Ũ10 + Ũ12)− s

′
2Ũ12 − s

′
0Ũ10 − s

′
1Ũ11;

z3 = s̃
′
0 + (s

′
1 + s

′
2)(Ũ12 + Ũ11)− s

′
1Ũ11 − s

′
2Ũ12, z4 = s̃

′
1 + s

′
2Ũ12;

10 Compute Ut = X4 + ut3X3 + ut2X2 + ut1X + ut0: 29M

ut3 = s”
2(z4 + s̃

′
1 − Ũ22s̃

′
2), t5 = s̃

′
1z4 − (Ũ22s

′
2)ut3;

ut2 = Z̃[s̃
′
2(z3 + s̃

′
0 − Ũ21Z) + t5], t1 = s

′
0z3;

t2 = (Ũ22 + Ũ21)(s̃
′
2ut3 + ut2), t3 = Ũ21ut2, t4 = Z̃t1 − t3;

ut1 = Z̃[s̃
′
2z2 + (s̃

′
0 + s̃

′
1)(z3 + z4) + R(2Ṽ12s

′
2 − R)− t5]− Z(t2 + t4 + ˜̃s

′
2Ũ20);

ut0 = Z̃(s̃
′
2z1 + s̃

′
1z2) + Z{t4 + R[2(Ṽ11s̃

′
2 + Ṽ12s̃

′
1) + RŨ12]−

(s̃
′
2ut3)Ũ20} − Ũ22ut1;

11 Compute Vt = vt3X3 + vt2X2 + vt1X + vt0: 15M

t1 = ut3 − s”
2z4, vt0 = t1ut0 + B(z0 + Ṽ10r);

vt1 = t1ut1 + B(z1 + Ṽ11r)− Aut0, vt2 = t1ut2 + B(z2 + Ṽ12r)− Aut1;

vt3 = t1ut3 + Bz3 − Aut2;

12 Compute U3 = X3 + u32X2 + u31X + u30: 14M + 2S

t1 = 2vt3, u32 = −(Eut3 + Cv2
t3), u31 = f5F − Eut2 − Ct1vt2 − (Au32)ut3;

u30 = f4F − Eut1 − C(t1vt1 + v2
t2)− (Au32)ut2 − u31ut3;

13 Adjust: 4M

Z
′

= FD, U
′
2 = u32D, U

′
1 = u31D, U

′
0 = u30D;

14 Compute V3 = v32X2 + v31X + v30: 6M

V
′
2 = Fvt2 − u32vt3, V

′
1 = Fvt1 − u31vt3, V

′
0 = Fvt0 − u30vt3;

Sum 132M + 8S
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Table 2. Explicit Formula For Mixed Addition On Genus 3 HEC (Most Frequent Case)

In. Genus 3 HEC C : Y 2 = F (X), F = X7 + f5X5 + f4X4 + f3X3 + f2X2 + f1X + f0

Reduced Divisors D1 = [U12, U11, U10, V12, V11, V10, Z1], D2 = [U22, U21, U20, V22, V21, V20, 1]

Out. D
′

= [U
′
2, U

′
1, U

′
0, V

′
2 , V

′
1 , V

′
0 , Z

′
] = D1 + D2(Projective + Affine)

Step Expression Operations

1 Precomputation: 6M

Ũ22 = Z1U22, Ũ21 = Z1U21, Ũ20 = Z1U20, Ṽ22 = Z1V22, Ṽ21 = Z1V21, Ṽ20 = Z1V20;

2 Compute the resultant r of U1 and U2: 12M + 2S

t1 = U11U20 − U10U21, t2 = U12U20 − U10U22, t3 = Ũ20 − U10, t4 = Ũ21 − U11;

t5 = Ũ22 − U12, t6 = t24, t7 = t3t4, t8 = U12U21 − U11U22 + t3, t9 = t23 − t1t5;

t10 = t2t5 − t7, r = t8t9 + t2(t10 − t7) + t1t6;

3 If r = 0 then call the Cantor algorithm

4 Compute the pseudo-inverse I = i2X2 + i1X + i0 ≡ r/U1modU2: 4M

i2 = t5t8 − t6, i1 = U22i2 − t10, i0 = U21i2 − U22t10 − t9;

5 Compute S
′

= s
′
2X2 + s

′
1X + s

′
0 = rS ≡ (V2 − V1)ImodU2: 10M

t1 = V10 − Ṽ20, t2 = V11 − Ṽ21, t3 = V12 − Ṽ22, t4 = t2i1, t5 = t1i0, t6 = t3i2;

t7 = U22t6, t8 = t4 + t7 + t6 − (t2 + t3)(i1 + i2), t9 = U20 + U22;

t10 = (t9 + U21)(t8 − t6), t9 = (t9 − U21)(t8 + t6), s
′
0 = −(U20t8 + t5);

s
′
1 = t4 + t5 + (t9 − t10)/2− t7 − (t1 + t2)(i0 + i1);

s
′
2 = t6 − s

′
0 − (t9 + t10)/2− t4 − (t1 + t3)(i0 + i2);

6 If s
′
2 = 0 then call the Cantor algorithm

7 Monic S = X2 + (s
′
1/s

′
2)X + s

′
0/s

′
2

8 Precomputation: 9M + 3S

s̃
′
0 = s

′
0Z1, s̃

′
1 = s

′
1Z1, s̃

′
2 = s

′
2Z1, s”

2 = s
′2
2 , R = rZ1;

A = s”
2Z1, B = As

′
2, C = A2, D = RB, E = AD2, F = AE;

9 Compute Z = X5 + z4X4 + z3X3 + z2X2 + z1X + z0 = SU1: 8M

z0 = s
′
0U10, z1 = (s

′
0 + s

′
1)(U10 + U11)− s

′
1U11 − s

′
0U10;

z2 = (s
′
0 + s

′
2)(U10 + U12)− s

′
2U12 − s

′
0U10 − s

′
1U11;

z3 = s̃
′
0 + (s

′
1 + s

′
2)(U12 + U11)− s

′
1U11 − s

′
2U12, z4 = s̃

′
1 + s

′
2U12;

10 Compute Ut = X4 + ut3X3 + ut2X2 + ut1X + ut0: 24M

ut3 = s
′
2z4 + s

′
2s̃
′
1 − Ũ22s”

2, t5 = s
′
1z4 − (s

′
2ut3)U22;

ut2 = s
′
2(z3 + s̃

′
0 − U21s̃

′
2) + t5, t1 = s

′
0z3;

t2 = (U22 + U21)(s
′
2ut3 + ut2), t3 = U21ut2, t4 = t1 − t3;

ut1 = s
′
2z2 + (s

′
0 + s

′
1)(z3 + z4) + r(2V12s

′
2 − R)− (t5 + t2 + t4 + s”

2Ũ20);

ut0 = s
′
2z1 + s

′
1z2 + t4 + r[2(V11s

′
2 + V12s

′
1) + rU12]− (s

′
2ut3)U20 − U22ut1;

11 Compute Vt = vt3X3 + vt2X2 + vt1X + vt0: 14M

t1 = ut3 − s
′
2z4, vt0 = t1ut0 + B(z0 + V10r);

vt1 = t1ut1 + B(z1 + V11r)− Aut0, vt2 = t1ut2 + B(z2 + V12r)− Aut1;

vt3 = t1ut3 + Bz3 − Aut2;

12 Compute U3 = X3 + u32X2 + u31X + u30: 14M + 2S

t1 = 2vt3, u32 = −(Eut3 + Cv2
t3), u31 = f5F − Eut2 − Ct1vt2 − (Au32)ut3;

u30 = f4F − Eut1 − C(t1vt1 + v2
t2)− (Au32)ut2 − u31ut3;

13 Adjust: 4M

Z
′

= FD, U
′
2 = u32D, U

′
1 = u31D, U

′
0 = u30D;

14 Compute V3 = v32X2 + v31X + v30: 6M

V
′
2 = Fvt2 − u32vt3, V

′
1 = Fvt1 − u31vt3, V

′
0 = Fvt0 − u30vt3;

Sum 101M + 7S
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Table 3. Explicit Formula For Doubling On Genus 3 HEC (Most Frequent Case)

In. Genus 3 HEC C : Y 2 = F (X), F = X7 + f5X5 + f4X4 + f3X3 + f2X2 + f1X + f0

Reduced Divisors D1 = [U12, U11, U10, V12, V11, V10, Z]

Out. D
′

= [U
′
2, U

′
1, U

′
0, V

′
2 , V

′
1 , V

′
0 , Z

′
] = 2D1(Projective)

Step Expression Operations

1 Precomputation: 6M + 2S

Z̃ = Z2, ˜̃Z = Z̃2;

Ũ12 = ZU12, Ũ11 = ZU11, Ũ10 = ZU10, Ṽ12 = ZV12, Ṽ11 = ZV11, Ṽ10 = ZV10;

2 Compute the resultant r of U1 and V1: 17M + 1S

t1 = U11V10 − U10V11, t2 = U12V10 − U10V12, t3 = V 2
11, t4 = V11V10;

t5 = Ṽ10 + U12V11 − U11V12, t6 = Ṽ10V10 − V12t1, t7 = V12t2 − Zt4;

r = [t5t6 + t2(t7 − Zt4) + (Zt3)t1]Z
˜̃Z;

3 If r = 0 then call the Cantor algorithm

4 Compute the pseudo-inverse I = i2X2 + i1X + i0 ≡ r/V1modU1: 7M

i2 = Z(Zt3 − V12t5), i1 = U12i2 + Zt7, i0 = U11i2 + U12t7 + Zt6;

5 Compute Z = z2X2 + z1X + z0 ≡ (F − V 2
1 )/U1modU1: 10M + 2S

t3 = U2
12, t4 = f4Z̃ − (2Ũ10 + V 2

12), t5 = f5Z̃ + t3 − 2Ũ11;

z2 = Z̃(t5 + 2t3), z1 = Ũ12(2Ũ11 − t5) + Z̃t4;

z0 = f3
˜̃Z + t3(t5 − Ũ11) + Ũ12(2Ũ10 − t4) + Ũ11(Ũ11 − f5Z̃)− 2Ṽ12Ṽ11;

6 Compute S
′

= s
′
2X2 + s

′
1X + s

′
0 = 2rS ≡ ZImodU1: 16M

t1 = i1z1, t2 = i0z0, t3 = i2z2, t4 = U12t3;

t5 = Z[(i2 + i1)(z2 + z1)− (t1 + t3)]− t4, t6 = U10t5, t7 = U10 + U12;

t8 = t7 + U11, t9 = t7 − U11, t7 = t8(Zt3 + t5), t11 = t9(t5 − Zt3);

s
′
2 = Z̃[t1 − t2 − t3 + (i2 + i0)(z2 + z0)] + t6 − (t7 + t11)/2;

s
′
1 = Z̃[(i0 + i1)(z0 + z1)− (t1 + t2)] + Zt4 + (t11 − t7)/2, s

′
0 = Z̃t2 − t6;

7 If s
′
2 = 0 then call the Cantor algorithm

8 Monic S = X2 + (s
′
1/s

′
2)X + s

′
0/s

′
2

9 Precomputation: 8M + 3S

s̃
′
0 = s

′
0Z, s̃

′
1 = s

′
1Z, s̃

′
2 = s

′
2Z, R = rZ;

A = s̃
′2
2 , B = As̃

′
2, C = A2, D = 2RB, E = AD2, F = AE;

10 Compute G = X5 + g4X4 + g3X3 + g2X2 + g1X + g0 = SU1: 8M

g0 = s
′
0U10, g1 = (s

′
0 + s

′
1)(U10 + U11)− s

′
1U11 − s

′
0U10;

g2 = (s
′
0 + s

′
2)(U10 + U12)− s

′
2U12 − s

′
0U10 − s

′
1U11;

g3 = s̃
′
0 + (s

′
1 + s

′
2)(U12 + U11)− s

′
1U11 − s

′
2U12, g4 = s̃

′
1 + s

′
2U12;

11 Compute Ut = X4 + ut3X3 + ut2X2 + ut1X + ut0: 9M + 2S

ut3 = 2s̃
′
1s̃
′
2, ut2 = s̃

′2
1 + 2s̃

′
0s̃
′
2, ut1 = 2[s̃

′
1s̃
′
0 + 2R(s

′
2V12 − R)];

ut0 = s̃
′2
0 + 4r[U12(2R− s

′
2V12) + s

′
1Ṽ12 + s

′
2Ṽ11];

12 Compute Vt = vt3X3 + vt2X2 + vt1X + vt0: 15M

t1 = ut3 − s̃
′
2g4, vt0 = t1ut0 + B(g0 + V10r);

vt1 = t1ut1 + B(g1 + V11r)− Aut0, vt2 = t1ut2 + B(g2 + V12r)− Aut1;

vt3 = t1ut3 + Bg3 − Aut2;

13 Compute U3 = X3 + u32X2 + u31X + u30: 14M + 2S

t1 = 2vt3, u22 = −(Eut3 + Cv2
t3), u21 = f5F − Eut2 − Ct1vt2 − (Au32)ut3;

u20 = f4F − Eut1 − C(t1vt1 + v2
t2)− (Au32)ut2 − u31ut3;

14 Adjust: 4M

Z
′

= FD, U
′
2 = u22D, U

′
1 = u21D, U

′
0 = u20D;

15 Compute V3 = v32X2 + v31X + v30: 6M

V
′
2 = Fvt2 − u22vt3, V

′
1 = Fvt1 − u21vt3, V

′
0 = Fvt0 − u20vt3;

Sum 120M + 12S
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6 Conclusion And Outlook

We gave explicit formulae to perform inversion free arithmetic on genus 3 hyper-
elliptic curve. Our Explicit formulae cost respectively 132M + 8M , 101M + 7S
and 120M +12S to perform addition, mixed addition and doubling. The practi-
cal performance of our algorithm in embedded system (especially in smart card)
needs studying further.

In order to minimize the number of operations, we did not keep the additional
coordinate Z

′
minimal as in [4]. We took respectively Z

′
= r3s

′13
2 Z32, r3s

′13
2 Z8

1

and 8r3s
′13
2 Z16 for addition, mixed addition and doubling formula. Furthermore,

we must adjust the denominator of U
′
2, U

′
1 and U

′
0 to be the same as that of V

′
2 ,

V
′
1 and V

′
0 .

How to improve our algorithms and to generalize weighted projective coor-
dinates to genus 3 curves will be our important future works.
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