A Study on RAM Requirements of Various
SHA-3 Candidates on Low-cost 8-bit CPUs

Kota Ideguchi!, Toru Owada!, Hirotaka Yoshida!?

1 Systems Development Laboratory, Hitachi, Ltd.,
292 Yoshida-cho, Totsuka-ku, Yokohama-shi, Kanagawa-ken, 244-0817 Japan
hirotaka.yoshida.qv@hitachi.com
2 Katholicke Universiteit Leuven, Dept. ESAT/SCD-COSIC,
Kasteelpark Arenberg 10, B-3001 Heverlee, Belgium

Abstract. In this paper, we compare the implementation costs of vari-
ous SHA-3 candidates on low-cost 8-bit CPUs by estimating RAM/ROM
requirements of them. As a first step toward this kind of research, in
our comparison, we make reasonable estimations of RAM/ROM require-
ments of them which can be done without implementation.

1 Introduction

A cryptographic hash algorithm is an algorithm that takes input strings of ar-
bitrary length and maps them to short output strings of fixed length.

In November 2007, the US National Institute of Standards and Technology
(NIST) opened a public competition to develop a new hash algorithm. The
competition is NIST’s response to recent advances in the cryptanalysis of hash
algorithms. The new hash algorithm will be referred to as SHA-3. In November
2008, the first round of the competition started. NIST received 64 submissions
for the competition. After NIST internal reviews of them, 51 were selected for
meeting the minimum submission requirements, and accepted as the First Round
Candidates. In the first round technical evaluation, NIST performs various tests
such as an efficiency analysis on the NIST reference platform (a common PC)
and NIST also invites the public to compare results on additional platforms (e.g.,
8-bit processors, Digital Signal Processors, dedicated CMOS etc.).

To our knowledge, no work has been demonstrated for comparing SHA-3
candidates performance on 8-bit CPUs So far. In this paper, we compare the
implementation costs of various SHA-3 candidates on low-cost 8-bit CPUs by
estimating RAM/ROM requirements of them to provide the first impression of
their performance on this platform.

As a first step toward this kind of research, in our comparison, we choose
SHA-3 candidates which are not colored (meaning that no weakness has been
found) in the SHA-3 Zoo website [40], and make reasonable estimations of
RAM/ROM requirements of them which can be done without implementation.

Hereafter, we attempt to explain the importance of considering 8-bit CPUs
for hash algorithm implementations. Firstly, 8-bit CPUs are really popular,



which is based on a report saying that about 55 % of all CPUs sold in the
world are 8-bit microcontrollers and microprocessors and over 4 billion 8-bit
controllers were sold in 2006 [43, 44].

In recent years, applications using small portable electronic devices employ-
ing low-cost 8-bit CPUs have gained increasing attention from both companies
and end users. These devices include low-end smart cards and RFID (Radio fre-
quency identification) tags. They provide users with a convenient storage and
processing capability. Smart cards have been considered as one of the most im-
portant devises and are used in a wide variety of applications such as electronic
commerce and identification.

An important point we would like to make here is that a tradeoff should be
made between cryptographic functionality and the cost of the device. The use of
asymmetric cryptography (including the coprocessors with it) from which many
applications benefit could not be allowed in applications using low-end smart
cards and RFID tags. Furthermore, in the RFID security community, although
the importance of cryptographic protocols providing confidentiality and integrity
are recognized, the cost for implementing cryptographic algorithms is considered
as a main issue there. Even some symmetric cryptographic algorithms could be
too expensive for some RFID applications.

As for choice of algorithms, block cipher technology appears to be more ma-
ture than hash function technology due to the AES development by NIST. RFID
tags supporting AES are already available [18]. However, it is pointed out [19]
that in RFID security community, it is commonly assumed that hash functions
are the better choice than block ciphers from implementation perspective. There-
fore, several hash functions protocols for RFID applications have already been
proposed [15,17,27,31, 38,41].

Today some RFID tags providing cryptographic functionality, one of which
is component identification enabling a vehicle to check if built-in components
like the key are proper. Based on the report in [45] saying that passive RFID tag
market is expected to hit $486M in 2013, it is thinkable that in the near future,
we will see a wide variety of applications for mobile phones and wireless sensor
network, etc.

Considering all this above, we expect that RAM/ROM requirements on low-
cost 8-bit CPUs should be considered as an very important factor in comparison
of SHA-3 candidates.

Please note that the authors are involved with the submission of a SHA-3
candidate Lesamnta. This is a view from these people.

The outline of this paper is as follows. In Sect. 2, we give the overview of our
estimation comparison of various SHA-3 candidates in terms of RAM/ROM. In
Sect. 3, we make specific comments on sha-3 candidates. In Sect. 4, we present
our results with our classification of these candidates. Our conclusions are given
in Sect. 5.



2 Overview of Our Estimation Comparison of
RAM/ROM

Here we present the overview of our estimation comparison of various SHA-3
candidates in terms of RAM/ROM. In low-cost 8-bit CPU applications, hash
algorithms should require limited resources, memory and computation time. Al-
though there are some applications that need fast hash function computations
on an 8-bit CPU such as a smart card used as train tickets, the speed is not
critical because what is the main factor in performance is the other applications,
not the hash function computations.

The most important constraints are basically the limited RAM and ROM.
ROM is used to store the program of the cryptographic algorithm and RAM is
used to store intermediate results. In our comparison, we consider area-optimized
implementations rather than speed-optimized implementation. Therefore we only
consider hash algorithms where the message digest size is 256 bits. We assume
that the only places where hash algorithms uses area are RAM and ROM. We
here focus on studying RAM for the following two reasons: RAM is typically
more expensive than ROM and well-designed hash algorithms typically fit in
ROM more easily than in RAM.

As explained in Sect. 1, what we consider here is low-end smart cards and
RFID tags where coprocessors could not be allowed and even some symmetric
cryptographic algorithms could be too expensive. To illustrate out target CPUs,
we present the current 8-bit technology in Table 1.
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Hereafter are what we consider and how we do in estimating RAM/ROM
requirements of hash algorithms.
2.1 A Treatment of Our Estimation of RAM

1. We estimate memory areas for the most consuming components of algo-
rithms: an area for internal state and an area for feed forward. Hence, we do



not estimate memory area for salt, counter and temporary area unless the
area requires considerable amount of memory.

2. In case that a hash algorithm uses a block-cipher-like component, we view
this as a component consisting of key schedule and mixing function and then
we estimate RAM requirements for each of them.

3. We assume that a memory area for the message block is not in the RAM
area which a hash algorithm uses. We assume that this area is in the RAM
area for applications executing the hash algorithm.

2.2 A Treatment of Our Estimation of ROM

As mentioned before, we focus on estimating RAM requirements. Our estimation
of ROM requirements could be more rough than one could expect.

1. We do not estimate the code size.

2. We estimate the ROM requirement for the lookup tables for IV, constants
and other data like S-box.

3. We do not consider using on-the-fly generation of IV, constants and other
data. However, if our estimate of ROM requirement exceeds 500 bytes, we
estimate ROM size by using on-the-fly generation.

4. We estimate ROM requirement by using on-the-fly generation if our first
estimates of ROM size exceeds 500 bytes since we think that ROM require-
ment of 500 bytes of a hash algorithm may impact in the case of some class of
low-cost 8-bit CPUs, which may be illustrated by the fact that several 8-bit
CPUs in Table 1 have only 2K bytes of ROM. However, if the generator is
complex like using the digit of 7 or e, we do not estimate by using on-the-fly
generation.

5. In case of using 4-bit data, we estimate two 4-bit data are stored in one byte
area.

3 Specific Comments on Candidates

We estimate RAM requirements of various SHA-3 candidates. In our estimation,
the numbers do not include the requirement for the message block.

We also estimate ROM requirements of these SHA-3 candidates. However, we
think that it is more difficult to estimate ROM requirements than RAM require-
ments because it is very difficult to estimate the code size of a hash algorithm,
which should be take into account if one needs to know ROM requirements of
a hash algorithm. We do not measure the code size of these SHA-3 candidates
here because we did not implement them. Instead we estimate how much ROM
they require for the initial vector, the constant, and the lookup table in order to
see if there is any concern or not.

After our estimation of RAM requirements of SHA-3 candidates and we com-
pare them with those of SHA-256 and SHA-512. We estimate that the RAM
usage of SHA-256 can be 128 bytes and that the RAM usage of SHA-512 can be
256 bytes. Considering RAM requirements of SHA-256 and SHA-512, we make
the following classification of SHA-3 candidates:



1. ”Small” class contains hash algorithms with RAM requirement smaller than
that of SHA-256, more precisely, the RAM requirement is less than 100 bytes.

2. "Middle” class algorithm: hash algorithms with RAM requirement compar-
ative to that of SHA-256, more precisely, the RAM requirement is between
100 bytes to 250 bytes.

3. "Large” class contains hash algorithms with RAM requirement larger than
that of SHA-512, more precisely, the RAM requirement is more than 250
bytes.

3.1 ARIRANG

We estimate that RAM requirement of ARTIRANG is smaller than that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and
32 bytes of RAM respectively. The RAM usage of ARIRANG can be small (64
bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 64, and 296 bytes of ROM respectively.

3.2 BLAKE

We estimate that RAM requirement of BLAKE is smaller than that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and
64 bytes of RAM respectively. The RAM usage of BLAKE can be small (96
bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 64, and 80 bytes of ROM respectively.

3.3 BMW

We estimate that RAM requirement of BMW is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and 64
bytes of RAM respectively. The RAM usage of BMW can be small (192 bytes).

We estimate that the initial vector, the constant, and the lookup table require
64, 128, and 0 bytes of ROM respectively.

3.4 CHI

We estimate that RAM requirement of CHI is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 64 and
48 bytes of RAM respectively. The RAM usage of CHI can be small (160 bytes).

We estimate that the initial vector, the constant, and the lookup table require
48, 320, and 0 bytes of ROM respectively.



3.5 CubeHash

We estimate that RAM requirement of CubeHash is as comparative as that of
SHA-256. We estimate that the key schedule and the mixing function require 0
and 128 bytes of RAM respectively. The RAM usage of CubeHash can be small
(128 bytes).

We estimate that the initial vector, the constant, and the lookup table require
128, 0, and 0 bytes of ROM respectively.

3.6 ECHO

We estimate that RAM requirement of ECHO is larger than that of SHA-512.
We estimate that the key schedule and the mixing function require 0 and 256
bytes of RAM respectively. The RAM usage of ECHO can be small (320 bytes).

We estimate that the initial vector, the constant, and the lookup table require
64, 0, and 256 bytes of ROM respectively.

3.7 ESSENCE

We estimate that RAM requirement of ESSENCE is smaller than that of SHA-
256. We estimate that the key schedule and the mixing function require 32 and
32 bytes of RAM respectively. The RAM usage of ESSENCE can be small (96
bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 0, and 0 bytes of ROM respectively. The size of the lookup table is obtained
by using the generator.

3.8 FSB

We estimate that RAM requirement of FSB is larger than that of SHA-512. We
estimate that the key schedule and the mixing function require 0 and 128 bytes
of RAM respectively. The RAM usage of FSB can be small (389 bytes).

We estimate that the initial vector, the constant, and the lookup table require
0, 271616, and 0 bytes of ROM respectively. Based on this very large ROM
requirement, we feel some concern about its implementation on low-cost 8-bit

CPUs.

3.9 Fugue

We estimate that RAM requirement of Fugue is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and
120 bytes of RAM respectively. The RAM usage of Fugue can be small (120
bytes).

We estimate that the initial vector, the constant, and the lookup table require
120, 0, and 256 bytes of ROM respectively.



3.10 Grgstl

We estimate that RAM requirement of Grgstl is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and 64
bytes of RAM respectively. The RAM usage of Grgstl can be small (128 bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 0, and 256 bytes of ROM respectively.

3.11 Hamsi

We estimate that RAM requirement of Hamsi is smaller than that of SHA-256.
We estimate that the key schedule and the mixing function require 0 and 64
bytes of RAM respectively. The RAM usage of Hamsi can be small (96 bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 128, and 2056 bytes of ROM respectively. The size of the lookup table is
obtained by using the generator.

3.12 JH

We estimate that RAM requirement of JH is as comparative as that of SHA-256.
We estimate that the key schedule and the mixing function require 0 and 128
bytes of RAM respectively. The RAM usage of JH can be small (128 bytes).

We estimate that the initial vector, the constant, and the lookup table require
128, 0, and 16 bytes of ROM respectively.

3.13 Keccak

We estimate that RAM requirement of Keccak is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and
200 bytes of RAM respectively. The RAM usage of keccak can be small (200
bytes).

We estimate that the initial vector, the constant, and the lookup table require
0, 144, and 0 bytes of ROM respectively.

3.14 LANE

We estimate that RAM requirement of LANE is smaller than that of SHA-256.
We estimate that the key schedule and the mixing function require 0 and 96
bytes of RAM respectively. The RAM usage of LANE can be small (96 bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 3072, and 256 bytes of ROM respectively. The size of the constant is obtained
by using the generator.



3.15 Lesamnta

We estimate that RAM requirement of Lesamnta is smaller than that of SHA-
256. We estimate that the key schedule and the mixing function require 32 and
32 bytes of RAM respectively. The RAM usage of Lesamnta can be small (64
bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 0, and 256 bytes of ROM respectively. The size of the constant is obtained
by using the generator.

3.16 Luffa

We estimate that RAM requirement of Luffa is smaller than that of SHA-256.
We estimate that the key schedule and the mixing function require 0 and 96
bytes of RAM respectively. The RAM usage of Luffa can be small (96 bytes).

We estimate that the initial vector, the constant, and the lookup table require
96, 192, and 8 bytes of ROM respectively.

3.17 MDe6

We estimate that RAM requirement of MDG6 is larger than that of SHA-512. We
estimate that the key schedule and the mixing function require 0 and 712 bytes
of RAM respectively. The RAM usage of MDG6 can be small (712 bytes).

We estimate that the initial vector, the constant, and the lookup table require
0, 224, and 0 bytes of ROM respectively.

3.18 SANDstorm

We estimate that RAM requirement of SANDstorm is as comparative as that
of SHA-256. We estimate that the key schedule and the mixing function require
64 and 160 bytes of RAM respectively. The RAM usage of SANDstorm can be
small (224 bytes). RAM requirement of SADNstorm changes depending on the
number of message block. It is 224 bytes when one message block is processed.
And it is 672 bytes when more than 1002 message blocks are processed.

We estimate that the initial vector, the constant, and the lookup table require
32, 256, and 256 bytes of ROM respectively. The size of the initial vector is
obtained by using the generator.

3.19 Shabal

We estimate that RAM requirement of Shabal is as comparative as that of SHA-
256. We estimate that the key schedule and the mixing function require 0 and
176 bytes of RAM respectively. The RAM usage of Shabal can be small (176
bytes).

We estimate that the initial vector, the constant, and the lookup table require
0, 0, and 0 bytes of ROM respectively.



3.20 SHAvite-3

We estimate that RAM requirement of SHAvite-3 is as comparative as that of
SHA-256. We estimate that the key schedule and the mixing function require 64
and 32 bytes of RAM respectively. The RAM usage of SHAvite-3 can be small
(128 bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 0, and 256 bytes of ROM respectively.

3.21 SIMD

We estimate that RAM requirement of SIMD is larger than that of SHA-512.
We estimate that the key schedule and the mixing function require 256 and 64
bytes of RAM respectively. The RAM usage of SIMD can be small (384 bytes).

We estimate that the initial vector, the constant, and the lookup table require
64, 0, and 32 bytes of ROM respectively.

3.22 Skein

We estimate that RAM requirement of Skein is smaller than that of SHA-256.
We estimate that the key schedule and the mixing function require 64 and 32
bytes of RAM respectively. The RAM usage of Skein can be small (96 bytes).

We estimate that the initial vector, the constant, and the lookup table require
32, 16, and 0 bytes of ROM respectively.

3.23 SWIFFTX

We estimate that RAM requirement of SWIFFTX is larger than that of SHA-
512. We estimate that the key schedule and the mixing function require 0 and
256 bytes of RAM respectively. The RAM usage of SWIFFTX can be small (451
bytes).

We estimate that the initial vector, the constant, and the lookup table require
65, 0, and 12544 bytes of ROM respectively. Based on this very large ROM
requirement, we feel some concern about its implementation on low-cost 8-bit
CPUs.

4 Our Results

In the previous section, we estimated the RAM/ROM requirements of SHA-3
candidates and compare them with those of SHA-256 and SHA-512.

Using the classification of SHA-3 candidates made in Sect. 3, we present our
result in Table 2.



Table 2. RAM Requirements of Various SHA-3 Candidates on Low-cost 8-bit CPUs

Algorithm RAM(bytes) RAM(bytes) Our classification
(Our estimates)|(Submittors estimates)

1| ARIRANG[14] 64 448 Small
2| BLAKE[3] 96 274 Small
3| BMWI[23] 192 264 Middle
4 CHI[25] 160 198 Middle
5| CubeHash[5, 6] 128 128 Middle
6 ECHO[4] 320 < 500 Large
7 |ESSENCE[33, 34) 96 < 16000 Small
8 FSBJ[2] 389 . Large
9 Fugue[24] 120 < 200 Middle
10| Grostl[22] 128 < 100 Middle
11|  Hamsi[30] 96 . Small
12 JH[42] 128 . Middle
13| Keccak][7, 8] 200 < 512 Middle
14|  LANE[28] 96 172 Small
15| Lesamnta[26] 64 68 Small
16| Luffa[l1,12] 96 132 Small
17| MD6[37] 712 <1024 Large
18| SANDstorm|[39] 2242 256 Middle
19|  Shabal[13] 176 192 Middle
20| SHAvite-3[9)] 128 . Middle
21|  SIMDI[32] 384 . Large
22 Skein[21] 96 . Small
23| SWIFFTX][1] 451 . Large

SHA-256[36] 128 T Middle

SHA-512[36) 256 1 Large

"I RAM estimates are not given in the proposal document.
2 The figure is correct only when only one block message is processed.

5 Conclusion

In this paper, we compared the performance of various SHA-3 candidates on
low-cost 8-bit CPUs by estimating RAM/ROM requirements. We confirmed that
there is some range of RAM requirements of SHA-3 candidates would require.
We pointed out that a few algorithms have some concerns in terms of ROM.
We believe that our estimation comparison could be useful for a choice of hash
algorithms used in (future) security applications using low-cost 8-bit CPUs.
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