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Abstract. Edwards curves have attracted great interest for their effi-
cient addition and doubling formulas. Furthermore, the addition formulas
are strongly unified or even complete, i.e., work without change for all
inputs. In this paper, we propose the first halving algorithm on binary
Edwards curves, which can be used for scalar multiplication. We present
a point halving algorithm on binary Edwards curves in case of d1 6= d2.
The halving algorithm costs about 3I+5M+4S, which is slower than the
doubling one. We also give a theorem to prove that the binary Edwards
curves have no minimal two-torsion in case of d1 = d2, and we briefly
explain how to achieve the point halving algorithm using an improved
algorithm in this case. Finally, we apply our halving algorithm in scalar
multiplication with ω-coordinate using Montgomery ladder.

Keywords: Point halving, Binary Edwards curves, ω-coordinate, Montgomery
ladder.

1 Introduction

Edwards [8] proposed a new normal form for elliptic curves and gave an addition
law over a non-binary field k. Later, Bernstein and Lange presented fast explicit
formulas for addition and doubling on Edwards curve [5], and showed that those
formulas can save time in elliptic curve cryptography. In [4], Bernstein et al.
generalized the Edwards addition law to cover more curves. The addition formu-
las of Edwards curves are “unified” or even “complete”. “Complete” is stronger
than “unified”: it means that the addition formulas work for all pairs of input
points. There are no troublesome points at infinity. For these reasons and the
addition and doubling formulas are very efficient, Edwards curves have attracted
great interest in recent years.

Unfortunately, these coordinates are not elliptic over fields k with char(k)=2.
Bernstein, Lange and Farashahi [6] introduced a new method of carrying out
computations on binary elliptic curves, i.e., elliptic curves over fields k with
char(k)=2. And they presented their addition and doubling formulas in two
ways. The first one used traditional coordinates (X, Y, Z) and the second one
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used ω-coordinate. It was shown that if n ≥ 3 then every ordinary elliptic curve
over F2n is birationally equivalent to a so-called complete binary Edwards curve.

It is well known that the double-and-add algorithm is essential to the com-
putation of cryptosystems of elliptic curves. And the algorithm is based on two
group operations: the addition of two distinct group elements and the computa-
tion of the double of an element. From 1999, there has an equivalence algorithm
to realize the function of double-and-add in binary fields. The algorithm is called
half-and-add by Knudsen [10] and Schroeppel [13]. The halving algorithm relies
on the computation of the “half” of a group element. And halving algorithm is
more efficient than doubling one over fields k with char(k)=2, because a square
root, the traces and half-traces can be computed very efficiently in these fields.
In other fields k with char(k) 6= 2, the halving algorithm cannot do better than
the doubling one.

A point halving algorithm is one of the effective algorithms on ECC and
the algorithm tries to find a point P such that 2P = Q for a given point Q.
Knudsen and Schroeppel independently proposed a point halving algorithm for
ECC over binary fields F2n ([10], [13]). Their algorithm is faster than a doubling
algorithm. The primary focus of Knudsen’s work was with curves with cofactor
of 2. And later in [12], King and Rubin extended the point halving algorithm of
Knudsen to do with elliptic curves with cofactor of 4 or 2k where k ≥ 2. And
there has been growing consideration of the point halving algorithm, such as
[9]. There was also an application for Koblitz curve [2] and some extensions to
HECC ([11], [3], [7]).

Our contributions. In this paper, we propose a halving algorithm on binary
Edwards curves in case of d1 6= d2. Then we prove that the binary Edwards curves
have no minimal two-torsion in the case of d1 = d2. So in this case we have to
use the improved version of the elliptic curve for curves with cofactor of 4, i.e.,
minimal four-torsion in [12]. Using Montgomery ladder, we apply our halving
algorithm in scalar multiplication with ω-coordinate. Our algorithm is the first
one to try to speed up the scalar multiplication using point halving on Edwards
curves.

Organization. The remainder of this paper is organized as follows: in sec-
tion 2 we recall the binary Edwards curves, the addition and doubling formulas
based on both (x, y)-coordinate and ω-coordinate. In section 3 we show how we
developed the halving formulas, and also present the halving algorithm in case
of d1 6= d2. In section 4 we give a theorem to prove that the binary Edwards
curves have no minimal two-torsion in the case of d1 = d2, and briefly explain
how to use the improved halving algorithm of [12] to achieve the algorithm in
this case. In section 5 we apply our halving algorithm in scalar multiplication
with ω-coordinate. The conclusion of this paper is given in section 6.

2 Binary Edwards Curves

Definition 1. (Binary Edwards Curves [6]) Let k be a field with char(k)=2.
Let d1, d2 be elements of k with d1 6= 0 and d2 6= d2

1 + d1. The binary Edwards



curve with coefficients d1 and d2 is the affine curve

EB,d1,d2 : d1(x + y) + d2(x
2 + y2) = xy + xy(x + y) + x2y2

The sum of two points (x1, y1), (x2, y2) on EB,d1,d2 is the point (x3, y3)
defined as follows:

x3 =
d1(x1 + x2) + d2(x1 + y1)(x2 + y2) + (x1 + x2

1)(x2(y1 + y2 + 1) + y1y2)

d1 + (x1 + x2
1)(x2 + y2)

,

y3 =
d1(y1 + y2) + d2(x1 + y1)(x2 + y2) + (y1 + y2

1)(y2(x1 + x2 + 1) + x1x2)

d1 + (y1 + y2
1)(x2 + y2)

.

When (x1, y1)=(x2, y2), then the doubling formulas are

x3 = 1 +
d1 + d2(x

2
1 + y2

1) + y2
1 + y4

1

d1 + x2
1 + y2

1 + (d2/d1)(x4
1 + y4

1)
,

y3 = 1 +
d1 + d2(x

2
1 + y2

1) + x2
1 + x4

1

d1 + x2
1 + y2

1 + (d2/d1)(x4
1 + y4

1)
. (1)

It takes 1I + 2M + 4S. In particular, if d1 = d2, then the doubling formulas are

x3 =
d1(x

2
1 + y2

1) + x2
1 + x4

1

d1 + x2
1 + y2

1 + x4
1 + y4

1

,

y3 = x3 + 1 +
d1

d1 + x2
1 + y2

1 + x4
1 + y4

1

. (2)

2.1 Differential addition

Bernstein et al. [6] used the idea of Montgomery ladder to present fast explicit
formulas for ω-coordinate differential addition on binary Edwards curves. The
Montgomery ladder is one of the most popular scalar-multiplication methods. It
has several attractive features: it is fast, its double-and-add structure is uniform
and it can fit into extremely small hardware.

“Differential addition” means computing (2m+1)P given (m+1)P, mP, P ,
or computing 2mP given mP, mP, 0P .

Let (x2, y2) be a point on the binary Edwards curve EB,d1,d2 . Assumed that
the sum (x2, y2) + (x2, y2) is defined. Write (x4, y4) = (x2, y2) + (x2, y2), and
write ωi = xi + yi. Then d2

1 + d1ω
2
2 + d2ω

4
2 6= 0 and

ω4 =
d1ω

2
2 + d1ω

4
2

d2
1 + d1ω2

2 + d2ω4
2

=
ω2

2 + ω4
2

d1 + ω2
2 + (d2/d1)ω4

2

. (3)

Assumed that (x1, y1), P = (x2, y2), Q = (x3, y3), (x5, y5) are points on
EB,d1,d2 satisfying (x1, y1) = Q−P and (x5, y5) = P +Q, and write ωi = xi +yi.
The addition is

ω5 =
ω2ω3(1 + ω2 + ω3) + (ω2ω3)

2

d1 + ω2ω3(1 + ω2 + ω3) + (d2/d1)(ω2ω3)2
+ ω1



One can recover 2P from Q−P, ω(P ), ω(Q). If ω2
1 +ω1 6= 0, let A = ω1+ω2,

B = ω1ω2 then

x2
2 + x2 =

ω3

(

d1 + B(A + 1) + d2

d1
B2

)

+ d1A + (y2
1 + y1)(ω

2
2 + ω2)

ω2
1 + ω1

.

We can use this formula to compute 2(x2, y2) given x1, y1, ω2, ω3. In particular,
one can recover 2mP given P, ω(mP ), ω((m + 1)P ).

3 Point Halving in Case of d1 6= d2

In this section, we describe how we developed the halving formulas and give the
halving algorithm in case of d1 6= d2. We assume the group order of EB,d1,d2 is
2r, where r is odd. EB,d1,d2(F2d) = G×E[2] where d is odd and Q = (x4, y4) in
G.

Let Q = (x4, y4), P = (x2, y2), Q = 2P , the halving formulas try to get
P = (x2, y2) by given Q = (x4, y4). From the doubling formulas (1), let

λ =
1

d1 + (x2 + y2)2 + (d2/d1)(x2 + y2)4

we have

x4 = 1 + λ(d1 + d2(x2 + y2)
2 + y2

2 + y4
2)

y4 = 1 + λ(d1 + d2(x2 + y2)
2 + x2

2 + x4
2). (4)

Then add these two functions to get

λ(x2 + y2)
4 + λ(x2 + y2)

2 = x4 + y4.

Substitute λ into the above function and let X2 = x2 +y2, X4 = x4 +y4, we can
get

(1 +
d2

d1
X4)X

4
2 + (1 + X4)X

2
2 = d1X4. (5)

3.1 Halving formulas

When X4 + 1 = 0, the function (5) equals to

X4
2 =

d1

1 + d2/d1
.

And we can get X2 directly by computing the square root twice.
And when 1 + d2

d1
X4 = 0, i.e. X4 = d1

d2
, the function (5) equals to

X2
2 =

d1

1 + d2/d1
.



And we can get X2 directly by computing the square root. Therefore, we assume
that X4 6= 1, d1/d2 in the following. Now, given (x4, y4), we show how to compute
(x2, y2) using our halving formulas.

Firstly, let M = 1
(1+X4)(d1/d2+X4)=

1
d1/d2+(1+d1/d2)X4+X2

4
and T = X2

2 . We

can rewrite the function (5) as:

d1 + d2X4

d1(1 + X4)
T 2 + T =

X4d1

1 + X4

Let T1 = d1+d2X4

d1(1+X4)T=
1+

d2
d1

X4

1+X4
T , then we get the function

T 2
1 + T1 =

d1 + d2X4

d1(1 + X4)

d1X4

1 + X4

= d2(1 +
1

1 + X4
)(1 + (1 +

d1

d2
)

1

1 + X4
)

= d2(1 + M(
d1

d2
+ X4))(1 + (1 +

d1

d2
)M(

d1

d2
+ X4))

= (1 +
d1

d2
M + MX4)(d2 + (d1 + d2)(

d1

d2
M + MX4))

= d2 + d1(
d1

d2
M + MX4) + (d1 + d2)(

d1

d2
M + MX4)

2. (6)

And now we will solve the quadratic equation and check which solution is
the right one.

Lemma 1. An equation ax2 + bx + c = 0, (a, b 6= 0) in F2d can be simplified to
be

T 2 + T = c′,

which has roots if and only if Tr(c′) = 0. If d is odd, then one root of T 2+T = c′

is given by using half trace

t =

(d−3)/2
∑

i=0

c′2
2i+1

.

When t is one root of T 2 + T = c′, then t + 1 is the other one.
ut

We know the function (6) has a solution, for the function (6) comes from the
function (5). This implies Tr(d2+d1(

d1

d2
M +MX4)+(d1+d2)(

d1

d2
M +MX4)

2)=0.
And there exist two solutions t1 and t1 + 1 which can be computed using half-
trace. We will figure out which solution is the right one in the following.

Using the first one of the two solutions t1, we can get the value of t from

t =
d1

d2

[

1 + (1 +
d1

d2
)

1

d1/d2 + X4

]

t1

=
d1

d2

[

1 + (1 +
d1

d2
)(M + MX4)

]

t1,



Now, we want to check whether X2 is the correct one. And we can just check
whether

Tr(d2 + d1
1

1 + X2
+ (d1 + d2)(

1

1 + X2
)2) = 0

⇔ Tr(d2(1 +
1

1 + X2
)) = 0

⇔ Tr(d2(1 +
1

1 + t
)) = 0.

The computations of the trace can be simplified, because the trace is a linear
map and Tr(a2)=Tr(a) for any a ∈ F2d ; see [1] for detail. If the above Tr(d2(1+

1
1+t )) = 0 holds, then the first solution t1 is the right one. And we compute the

correct X2 =
√

t. If the trace is not zero, then the other solution t1 + 1 is the
right one. And we can compute the correct X2 by

t =
d1

d2

[

1 + (1 +
d1

d2
)(M + MX4)

]

(t1 + 1),

X2 =
√

t.

From the functions (4) we have

x4
2 + x2

2 + d1 + d2X
2
2 =

y4 + 1

λ
,

⇒ x4
2 + x2

2 = (y4 + 1)(d1 + X2
2 +

d2

d1
X4

2 ) + d1 + d2X
2
2 .

Let x′

2 = x2
2, and substitute it into the function above

x
′2
2 + x′

2 = (y4 + 1)(d1 + X2
2 +

d2

d1
X4

2 ) + d1 + d2X
2
2

we get two solutions x′

2 and x′

2 + 1 which can be computed using half-trace.
Hence, x2 =

√

x′

2 or x2 =
√

x′

2 + 1, and P = (
√

x′

2,
√

x′

2 + X2) or P =

(
√

x′

2 + 1,
√

x′

2 + 1+X2). We can get the right point P with the following lemma.

Lemma 2. Assumed the group order of EB,d1,d2 is 2r, where r is odd. EB,d1,d2(F2d)
= G×E[2] where d is odd. Then a point P = (x, y) is in G if and only if

Tr(d2
1 + d2 +

d1(d
2
1 + d1 + d2)(x + y)

xy + d1(x + y)
) = 0.

Proof. A binary Edwards curve

EB,d1,d2 : d1(x + y) + d2(x
2 + y2) = xy + xy(x + y) + x2y2

is birational equivalence to the elliptic curves [6]:

E: v2 + uv = u3 + (d2
1 + d2)u

2 + d4
1(d

4
1 + d2

1 + d2
2).



And in [10], a point Q = (u, v) on Weierstrass curves with character 2 is in G if
and only if:

∃λ ∈ F2d : λ2 + λ = a + u

i.e. Tr(a + u) = 0, where a = d2
1 + d2 and u =

d1(d
2
1+d1+d2)(x+y)
xy+d1(x+y) .

ut

3.2 Halving algorithm

Let Q = (x4, y4), P = (x2, y2), Q = 2P , X2 = x2 + y2, X4 = x4 + y4, M =
1

(1+X4)(d1/d2+X4)
.

Algorithm 1. halving on binary Edwards curves in case of d1 6= d2

INPUT: (x4, y4)
OUTPUT: (x2, y2)

1. M ← 1
d1/d2+(1+d1/d2)X4+X2

4

2. c0 ← d2 + d1(
d1

d2
M + MX4) + (d1 + d2)(

d1

d2
M + MX4)

2

3. t1 ←
(d−3)/2

∑

i=0

c2(2i+1)

0

4. a0 ← d1

d2
[1 + (1 + d1/d2)(M + MX4)]

5. t← a0t1
6. b0 ← d2 + d2

1
1+t

7. if Trace(b0) = 0 then X2 ←
√

t else X2 ←
√

t + a0

8. f0 ← (y4 + 1)(d1 + X2
2 + d2

d1
X4

2 ) + d1 + d2X
2
2

9. x′

2 ←
(d−3)/2

∑

i=0

f2(2i+1)

0

10. e0 =
√

x′

2

11. g0 ← d2
1 + d2 +

d1(d
2
1+d1+d2)X2

x′

2+(e0+d1)X2

12. if Trace(g0) = 0 then return P = (e0, e0 + X2)
else return P = (

√

x′

2 + 1,
√

x′

2 + 1 + X2)

In case of d1 6= d2, one halving algorithm takes 3I+5M+4S+2H+2SR+2T ,
here we neglect the multiplications by the curves parameters. If we have a normal
basis representation, the computations of squarings, square roots, half-traces
and traces are trivial. Hence the cost of a halving algorithm can be simplified
as 3I + 5M . Note that a field multiplication by M for short and other field
operations are expressed as follows: a squaring (S), an inversion (I), a square
root (SR), a half trace (H), and a trace (T).

In case of d1 = d2, if we can do the same way as above, the halving algorithm
may be efficient. Unfortunately, we can not half on these curves in the same way
as the case of d1 6= d2. We have the following theorem.



4 Point Halving in Case of d1 = d2

We can see in Appendix A of [10], a non-supersingular curve E is defined by an
equation

v2 + uv = u3 + a2u
2 + a6, a2, a6 ∈ F2n , a6 6= 0.

We also use the notation T2k for a point of order 2k as in [10]. We say that the
curve has minimal two-torsion when k = 1 in E(F2n) = G × E[2k], where G is
a group of odd order. And we have

T4, [3]T4 ∈ E(F2n)⇔ ∃λ ∈ F2n : λ2 + λ = a2.

Let F denote the linear operator F (λ) = λ2 + λ with domain F2n , a result is

E has minimal two-torsion ⇔ a2∈Im(F )

Theorem 1. The binary Edwards curves have no minimal two-torsion in the
case of d1 = d2.

Proof. When d1 = d2, the binary Edwards curves are

EB,d1,d2 : d1(x + y) + d1(x
2 + y2) = xy + xy(x + y) + x2y2

⇔ d1(x + x2 + y + y2) = (x + x2)(y + y2)

And it is a birational equivalence from EB,d1,d2 to the elliptic curves [6]:

E: v2 + uv = u3 + (d2
1 + d1)u

2 + d8
1.

Therefore, if we want to get a binary Edwards curve with d1 = d2, we have
to let a2 = d2

1 + d1. It is obviously from above that there always exists λ =
d1 ∈ F2n : a2 = d2

1 + d1= λ2 + λ, so that a2 ∈ Im(F ), E has four-torsion, i.e.
E(F2n) = G×E[2k] where k ≥ 2. And so E has no minimal two-torsion, hence
EB,d1,d2 has no minimal two-torsion. ut

4.1 Using the algorithm of [12] to half in case of d1 = d2

King and Rubin [12] improved the algorithm of Knudsen [10] to half a point
where the elliptic curve has a cofactor of 4, i.e., minimal four-torsion. When
d1 = d2, the binary Edwards curves are the elliptic curves with cofactor of 4.

Now, let Q = (x4, y4), P = (x2, y2), Q = 2P , given Q, we explain how to
compute P . Let X2 = x2 + y2, X4 = x4 + y4 and T = X2

2 , we can compute T
using (2) as

T 2 + T = d1 +
d1

X4 + 1

Where X4 + 1 6= 0, otherwise we can see from function (2) d1 = 0, and this is
contradiction with the definition of binary Edwards curves.

We note that X2 is equal to either 1
2X4 or 1

2X4 + T2. Unfortunately, we
cannot distinguish between these two values. The remaining algorithm in this
case is the same as the algorithm in [12]. After getting the correct X2, we can
use a half-trace and lemma 2 to reveal the answer from the function (2):

x4
2 + x2

2 = x4(d1 + X2
2 + X4

2 ) + d1X
2
2 .



5 Performance Analysis and Application in Scalar

Multiplication

The halving algorithm on binary Edwards curves in case of d1 = d2 has to half
twice to distinguish the right answer. It is too expensive to be interested. Hence,
we only analyze the halving algorithm in case of d1 6= d2.

If we have a normal basis representation, we can compute the square of a
field element simply by shifting the representing vector. Computing a square
root works the same way but shifting to the opposite direction. And the traces
and half-traces can also be computed very efficiently, because they are sums of
powers of squares.

We can see that in our halving algorithm we have to figure out the right
point P = (x, y), and it takes 1I +3M +2S+1H +1T +1SR, here we neglect the
multiplications by the curves parameters. However, if we apply the half-and-add
structure in ω-coordinate differential addition in scalar multiplication, we can
just recover the x and y in the final phase.

Note : Our purpose is to propose a point halving algorithm on binary Ed-
wards curves. Heretofore, it is more effective to use the point halving algorithm
on Weierstrass curves than on Edwards ones in characteristic 2. Hence, another
way to employ the point halving algorithm is to turn the binary Edwards curves
into Weierstrass forms using the birational equivalence, and then apply the point
halving algorithm on Weierstrass curves.

5.1 Application in scalar multiplication

Using the idea differential addition in [6], we can simplify the halving algorithm
in scalar multiplication. We can replace the double-and-add structure into half-
and-add.

Let ωi = Xi. We only need to compute the halving algorithm from step 1 to
step 7, and at step 7 we can get the correct ωi. Using half-and-add structure in
differential addition, we can compute any scalar multiplication mP . And finally,
let A = ω1 + ω2, B = ω1ω2 then we get

x2
2 + x2 =

ω3

(

d1 + B(A + 1) + d2

d1
B2

)

+ d1A + (y2
1 + y1)(ω

2
2 + ω2)

ω2
1 + ω1

.

This formula comes from (x1, y1) = (x3, y3)− (x2, y2), i.e., the sum of two point
(x3, y3) = (x1, y1)+ (x2, y2), where ω1 = x1 + y1, ω2 = x2 + y2 and ω3 = x3 + y3:

x3 =
d1(x1 + x2) + d2(x1 + y1)(x2 + y2) + (x1 + x2

1)(x2(y1 + y2 + 1) + y1y2)

d1 + (x1 + x2
1)(x2 + y2)

,

y3 =
d1(y1 + y2) + d2(x1 + y1)(x2 + y2) + (y1 + y2

1)(y2(x1 + x2 + 1) + x1x2)

d1 + (y1 + y2
1)(x2 + y2)

.



Given (x1, y1), (x3, y3), there always has a solution (x2, y2) of the formula except
the easily recognizable case [6], ω2

1+ω1 = 0. The formula produces x2
2+x2; a half-

trace computation reveals either x2 or x2 +1, and therefore either mP = (x2, y2)
or mP = (x2 + 1, y2 + 1).

At the end of the computation, there are two answers, and we cannot dis-
tinguish which is the correct one. If we assume the group order of EB,d1,d2 is 2r,
where r is odd. EB,d1,d2(F2d) = G×E[2] where d is odd and P in G, then there
is only one correct answer mP which can be distinguished by lemma 2.

6 Conclusion

In this paper, we analyzed the point halving algorithm on binary Edwards curves.
We presented a halving algorithm on binary Edwards curves in case of d1 6= d2.
Then we gave a theorem to prove that the binary Edwards curves have no
minimal two-torsion. We also described how to use the improved version of the
elliptic curve for curves with cofactor of 4 to achieve the halving formula in this
case. Finally, we applied our halving algorithm in scalar multiplication using the
idea of Montgomery ladder. This is the first halving algorithm on binary Edwards
curves which tries to speed up the scalar multiplication on Edwards curves.
However, our halving algorithm is slower than the doubling one. Even if we
apply our half-and-add structure in scalar multiplication with ω-coordinate, our
algorithm is still slightly slower than the double-and-add one. How to improve
the halving algorithm on binary Edwards curves is our future work.
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