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#### Abstract

Let $\mathbb{F}_{q}$ be a finite field, $\mathbb{F}_{q^{s}}$ be an extension of $\mathbb{F}_{q}$, let $f(x) \in \mathbb{F}_{q}[x]$ be a polynomial of degree $n$ with $\operatorname{gcd}(n, q)=1$. We present a recursive formula for evaluating the exponential sum $\sum_{c \in \mathbb{F}_{q} s} \chi^{(s)}(f(x))$. Let $a$ and $b$ be two elements in $\mathbb{F}_{q}$ with $a \neq 0, u$ be a positive integer. We obtain an estimate of the exponential sum $\sum_{c \in \mathbb{F}_{q}^{*}} \chi^{(s)}\left(a c^{u}+b c^{-1}\right)$, where $\chi^{(s)}$ is the lifting of an additive character $\chi$ of $\mathbb{F}_{q}$. Some properties of the sequences constructed from these exponential sums are provided also.


## 1. Introduction

Let $\mathbb{F}_{q}$ denote the finite field of characteristic $p$ with $q$ elements $\left(q=p^{e}, e \in \mathbb{N}\right.$, the set of positive integers), and $\mathbb{F}_{q}^{*}$ the non-zero elements of $\mathbb{F}_{q}$. Let $\mathbb{F}_{q}[x]$ be the polynomial ring with indeterminate $x$. For every positive integer $s$ and a positive divisor $t$ of $s$, the relative trace map from $\mathbb{F}_{q^{s}}$ to $\mathbb{F}_{q^{t}}$ is defined as

$$
\begin{equation*}
\operatorname{Tr}_{t}^{s}(c)=c+c^{2^{t}}+c^{2^{2 t}}+\cdots+c^{2^{s-t}}, \forall c \in \mathbb{F}_{q^{s}} \tag{1.1}
\end{equation*}
$$

The absolute trace map is defined by

$$
\operatorname{Tr}(c)=c+c^{p}+c^{p^{2}}+\cdots+c^{p^{e-1}}, \forall c \in \mathbb{F}_{q}
$$

and the function maps from $\mathbb{F}_{q}$ to $\mathcal{C}^{*}$, the set of nonzero complex numbers, defined by

$$
\chi_{a}(c)=e^{2 \pi \sqrt{-1} \operatorname{Tr}(a c) / p}, \forall c \in \mathbb{F}_{q}
$$

is called an additive character of $\mathbb{F}_{q}$. Let $\chi$ be an additive character of $\mathbb{F}_{q}$, and $f(x) \in \mathbb{F}_{q}[x]$. The sum

$$
\mathcal{S}(f)=\sum_{c \in \mathbb{F}_{q}} \chi(f(c))
$$

is called a Weil Sum. Let $g$ be a generator of the cyclic group $\mathbb{F}_{q}^{*}$, the function maps from $\mathbb{F}_{q}$ to $\mathcal{C}^{*}$ defined by

$$
\psi\left(g^{k}\right)=e^{2 \pi \sqrt{-1} k /(q-1)}, \text { for } k=0,1,2, \cdots, q-2
$$

is called a multiplicative character of $\mathbb{F}_{q}$. It is easy to see that $\psi$ is a generator of the characteristic group of $\mathbb{F}_{q}^{*}$. For every multiplicative character $\psi$ of $\mathbb{F}_{q}$ and a polynomial $f(x) \in \mathbb{F}_{q}[x]$, one can also define the following exponential sum

$$
\mathcal{T}(f)=\sum_{c \in \mathbb{F}_{q}} \psi(f(c))
$$

here we extend the definition of $\psi$ to the set $\mathbb{F}_{q}$ by setting $\psi(0)=0$.

[^0]The problem of explicitly evaluating these sums, $\mathcal{S}(f), \mathcal{T}(f)$, is quite often difficult. Results giving estimates for the absolute value of the sum are more common and such results have been regularly appearing for many years. Lidl and Niederreiter gave an overview of this area of research in the concluding remarks of Chapter 5 in [2]. See also, $[1,4,5,6,7,8,9]$ for instance.

Using the technique of L-functions, one can prove the following results:
Theorem 1.1. [2, p. 220, Theorem 5.36] Let $f(x) \in \mathbb{F}_{q}[x]$ be of degree $n \geq 2$ with $\operatorname{gcd}(n, q)=1$ and let $\chi$ be a nontrivial additive character of $\mathbb{F}_{q}$. Then there exist complex numbers $\omega_{1}, \omega_{2}, \cdots, \omega_{n-1}$, only depending on $f$ and $\chi$, such that for any positive integer s we have

$$
\begin{equation*}
\sum_{\gamma \in \mathbb{F}_{q^{s}}} \chi^{(s)}(f(\gamma))=-\omega_{1}^{s}-\omega_{2}^{s}-\cdots \omega_{n-1}^{s} \tag{1.2}
\end{equation*}
$$

where $\chi^{(s)}(x)=\chi\left(\operatorname{Tr}_{1}^{s}(x)\right)$ for all $x \in \mathbb{F}_{q^{s}}$ is the lifting of $\chi$ from $\mathbb{F}_{q}$ to $\mathbb{F}_{q^{s}}$.
Theorem 1.2. [2, p.223, Theorem 5.39] Let $\psi$ be a multiplicative character of $\mathbb{F}_{q}$ of order $m>1$ and $f \in \mathbb{F}_{q}[x]$ be a monic polynomial of positive degree that is not an mth power of a polynomial. Let $d$ be the number of distinct roots of $f$ in its splitting field over $\mathbb{F}_{q}$ and suppose that $d \geq 2$. Then there exist complex numbers $\theta_{1}, \theta_{2}, \cdots, \theta_{d-1}$, only depending on $f$ and $\psi$, such that for every positive integer $s$ we have

$$
\sum_{\gamma \in \mathbb{F}_{q^{s}}} \psi^{(s)}(f(\gamma))=-\theta_{1}^{s}-\theta_{2}^{s}-\cdots-\theta_{d-1}^{s}
$$

where $\psi^{s}(x)=\psi\left(\operatorname{Norm}_{1}^{s}(x)\right)$ for all $x \in \mathbb{F}_{q^{s}}$ is the lifting of $\psi$ from $\mathbb{F}_{q}$ to $\mathbb{F}_{q^{s}}$, and

$$
\operatorname{Norm}_{1}^{s}(x)=x^{1+q+q^{2}+\cdots+q^{s-1}}
$$

For convenience, we make the following notations:

$$
\begin{equation*}
\mathcal{S}_{s}(f)=\sum_{\gamma \in \mathbb{F}_{q^{s}}} \chi^{(s)}(f(\gamma)), \mathcal{T}_{s}(f)=\sum_{\gamma \in \mathbb{F}_{q^{s}}} \psi^{(s)}(f(\gamma)) \tag{1.3}
\end{equation*}
$$

In this note, we establish some recursive formulae about $\mathcal{S}_{s}(f)$ and $\mathcal{T}_{s}(f)$. Some results abut the exponential sum $G_{u}^{(s)}(a, b)=\sum_{c \in \mathbb{F}_{q}^{* s}} \chi^{(s)}\left(a c^{u}+b c^{-1}\right)$ are obtained, where $u$ is a positive integer, $a, b \in \mathbb{F}_{q}$.

The organization of the rest of the paper is as follows: In Sect. 2, we introduce some preliminaries results which will be used in the sequel. In Sect. 3, we give a recursive formula and an estimate of the exponential $\operatorname{sum} G_{u}(a, b)=\sum_{c \in \mathbb{F}_{q}^{*}} \chi(a c+$ $b c^{-1}$ ). In Sect. 4, we provide some properties of the sequences constructed from the exponential sums.

## 2. Preliminaries

In this section, we introduce the concept of Dickson polynomials, Newton's identities and a useful tool for evaluating exponential sums; that is, the $L$-functions.
2.1. Dickson polynomials. Before going to state our main results, we need the concept of Dickson polynomials.

Consider a polynomial

$$
\begin{equation*}
r\left(c_{1}, c_{2}, \cdots, c_{k}, x\right)=x^{k+1}-c_{1} x^{k}+c_{2} x^{k-1}+\cdots+(-1)^{k} c_{k} x+(-1)^{k+1} a \in \mathbb{F}_{q}[x] . \tag{2.1}
\end{equation*}
$$

This polynomial has $k+1$ not necessarily distinct roots $\beta_{1}, \cdots, \beta_{k+1}$ in a suitable extension of $\mathbb{F}_{q}$. Now, let $n \in \mathbb{N}$, the set of positive integers, and set

$$
r_{n}\left(c_{1}, \cdots, c_{k}, x\right)=\left(x-\beta_{1}^{n}\right) \cdots\left(x-\beta_{k+1}^{n}\right) .
$$

Define

$$
\begin{aligned}
e_{0}\left(x_{1}, x_{2}, \cdots, x_{k+1}\right) & =1 \\
e_{1}\left(x_{1}, x_{2}, \cdots, x_{k+1}\right) & =\sum_{i=1}^{k+1} x_{i} \\
e_{2}\left(x_{1}, x_{2}, \cdots, x_{k+1}\right) & =\sum_{1 \leq i<j \leq k+1}^{k+1} x_{i} x_{j} \\
\cdots & \cdots \\
e_{k+1}\left(x_{1}, x_{2}, \cdots, x_{k+1}\right) & =x_{1} x_{2} \cdots x_{k+1} \\
e_{m}\left(x_{1}, x_{2}, \cdots, x_{k+1}\right) & =0, \text { for } m>k+1 .
\end{aligned}
$$

We know that the coefficients of $r_{n}$ are elementary symmetric functions $e_{i}\left(\beta_{1}^{n}, \cdots, \beta_{k+1}^{n}\right)$, $i=1,2, \cdots, k+1$. Since $e_{i}$ is symmetric in the indeterminates $x_{1}, \cdots, x_{k+1}$, there exist integral polynomials $D_{n}^{(1)}, \cdots, D_{n}^{(k+1)}$ in $k+1$ indeterminates such that

$$
e_{i}\left(x_{1}^{n}, \cdots, x_{k+1}^{n}\right)=D_{n}^{(i)}\left(e_{1}\left(x_{1}, \cdots, x_{k+1}\right), \cdots, e_{k+1}\left(x_{1}, \cdots, x_{k+1}\right)\right)
$$

for $1 \leq i \leq k+1$. Since $\beta_{1}, \cdots, \beta_{k+1}$ are the roots of the polynomial $r$ we have $e_{i}\left(\beta_{1}, \cdots, \beta_{k+1}\right)=c_{i}$ for $1 \leq i \leq k$ and $e_{k+1}\left(\beta_{1}, \cdots, \beta_{k+1}\right)=a$. Thus we have

$$
D_{n}^{(i)}\left(c_{1}, \cdots, c_{k}, a\right)=e_{i}\left(\beta_{1}^{n}, \cdots, \beta_{k+1}^{n}\right) .
$$

Therefore,

$$
r_{n}\left(c_{1}, \cdots, c_{k}, x\right)=x^{k+1}+\sum_{1 \leq i \leq k}(-1)^{i} D_{n}^{(i)}\left(c_{1}, \cdots, c_{k}, a\right) x^{k+1-i}+(-1)^{k+1} a^{n}
$$

Definition 2.1. The Dickson polynomials of the first kind $D_{n}^{(i)}\left(x_{1}, \cdots, x_{k}, a\right), 1 \leq$ $i \leq k$, are given by the functional equations

$$
D_{n}^{(i)}\left(x_{1}, \cdots, x_{k}, a\right)=e_{i}\left(u_{1}^{n}, \cdots, u_{k+1}^{n}\right), 1 \leq i \leq k
$$

where $x_{i}=e_{i}\left(u_{1}, \cdots, u_{k+1}\right)$ and $u_{1} \cdots u_{k+1}=a$.
Thus, particularly, for $i=1$, we have

$$
\begin{equation*}
D_{n}^{(1)}\left(e_{1}, e_{2}, \cdots, e_{k+1}\right)=u_{1}^{n}+u_{2}^{n}+\cdots+u_{k+1}^{n}, \tag{2.2}
\end{equation*}
$$

where $e_{j}=e_{j}\left(u_{1}, \cdots, u_{k+1}\right)$.

Waring's formula also gives the explicit expression of $D_{n}^{(1)}\left(x_{1}, \cdots, x_{k}, a\right)$ as

$$
\begin{aligned}
& D_{n}^{(1)}\left(x_{1}, \cdots, x_{k}, a\right) \\
= & \sum_{i_{1}=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \cdots \sum_{i_{k}=0}^{\left\lfloor\frac{n}{k+1}\right\rfloor} \frac{n}{n-i_{1}-2 i_{2}-\cdots-k i_{k}}\binom{n-i_{1}-2 i_{2}-\cdots-k i_{k}}{i_{1}+\cdots+i_{k-1}} \\
& \binom{i_{1}+\cdots+i_{k}}{i_{1}+\cdots+i_{k-1}} \cdots\binom{i_{1}+i_{2}}{i_{1}} a^{i_{k}}(-1)^{i_{1}+2 i_{2}+\cdots+k i_{k}} \\
& x_{1}^{n-2 i_{1}-\cdots-(k+1) i_{k}} x_{2}^{i_{1}} \cdots x_{k}^{i_{k-1}},
\end{aligned}
$$

where $\lfloor x\rfloor$ denotes the largest integer $\leq x$. See Lidl [3, p.19] for details.
Moreover, we have the following results.
Lemma 2.2. [3, p.19] The Dickson polynomials of the first kind $D_{n}^{(1)}\left(x_{1}, \cdots, x_{k}, a\right)$ satisfy the generating function

$$
\sum_{n=0}^{\infty} D_{n}^{(1)}\left(x_{1}, \cdots, x_{k}, a\right) z^{n}=\frac{\sum_{i=0}^{k}(k+1-i)(-1)^{i} x_{i} z^{i}}{\sum_{i=0}^{k+1}(-1)^{i} x_{i} z^{i}} \text { for } n \geq 0
$$

and the recurrence relation

$$
\begin{equation*}
D_{n+k+1}^{(1)}-x_{1} D_{n+k}^{(1)}+\cdots+(-1)^{k} x_{k} D_{n+1}^{(1)}+(-1)^{k+1} a D_{n}^{(1)}=0 \tag{2.3}
\end{equation*}
$$

with the $k+1$ initial values

$$
D_{0}^{(1)}=k+1, D_{j}^{(1)}=\sum_{t=1}^{j}(-1)^{t-1} x_{t} D_{j-t}^{(1)}+(-1)^{j}(k+1-j) x_{j} \quad \text { for } 0<j \leq k
$$

2.2. Newton's identities. Let $x_{1}, \cdots, x_{k+1}$ be $k+1$ unnecessarily distinct numbers, denote for $n \geq 1$ by $p_{n}\left(x_{1}, \cdots, x_{k+1}\right)$ the $n$-th power sum:

$$
p_{n}\left(x_{1}, \cdots, x_{k+1}\right)=x_{1}^{n}+x_{2}^{n}+\cdots+x_{k+1}^{n}
$$

Then Newton's identities can be stated as

$$
\begin{equation*}
m e_{m}\left(x_{1}, \cdots, x_{k+1}\right)=\sum_{j=1}^{m}(-1)^{j-1} e_{m-j}\left(x_{1}, \cdots, x_{k+1}\right) p_{j}\left(x_{1}, \cdots, x_{k+1}\right) \tag{2.4}
\end{equation*}
$$

valid for all $m \geq 1$. See http ://en.wikipedia. org/wiki/Newton's identities for details.

For convenience, we denote $p_{j}\left(x_{1}, \cdots, x_{k+1}\right)$ simply by $p_{j}$, and denote $e_{j}\left(x_{1}, \cdots, x_{k+1}\right)$ by $e_{j}$. By (2.4), we know that

$$
\begin{equation*}
p_{m}=\sum_{j=1}^{m-1}(-1)^{j-1} e_{j} p_{m-j}+(-1)^{m-1} m e_{m}, m \geq 2 \tag{2.5}
\end{equation*}
$$

We note that both (2.5) and (2.3) tell the something.
By (2.5) and Cramer's rule, we obtain that

$$
p_{m}=\left|\begin{array}{ccccc}
e_{1} & 1 & 0 & \cdots &  \tag{2.6}\\
2 e_{2} & e_{1} & 1 & 0 & \cdots \\
3 e_{3} & e_{2} & e_{1} & \ddots & \\
\vdots & \vdots & \vdots & \ddots & \\
m e_{m} & e_{m-1} & \cdots & & e_{1}
\end{array}\right|
$$

and

$$
e_{m}=\frac{1}{m!}\left|\begin{array}{ccccc}
p_{1} & 1 & 0 & \cdots &  \tag{2.7}\\
p_{2} & p_{1} & 2 & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \\
p_{m-1} & p_{m-2} & \cdots & p_{1} & n-1 \\
p_{m} & p_{m-1} & \cdots & p_{2} & p_{1}
\end{array}\right|
$$

As an application of Newton's identities, we show that (2.3) is sufficient to define the Dickson polynomial of the first kind $D_{n}^{(1)}$.

Proposition 2.3. If $D_{n}$ satisfies (2.3) with the initial values, then as a sequence, $D_{n}$ is just $D_{n}^{(1)}$.

Proof. As a sequence, $D_{n}$ has the characteristic polynomial as

$$
r\left(x_{1}, x_{2}, \cdots, x_{k}, x\right)=x^{k+1}-x_{1} x^{k}+x_{2} x^{k-1}+\cdots+(-1)^{k} x_{k} x+(-1)^{k+1} a
$$

Let the roots of $r\left(x_{1}, x_{2}, \cdots, x_{k}, x\right)=0$ be $\beta_{1}, \cdots, \beta_{k+1}$. Then we have $x_{i}=$ $e_{i}\left(\beta_{1}, \cdots, \beta_{k+1}\right)$, and for every positive integer $n$

$$
D_{n}^{(1)}=l_{1} \beta_{1}^{n}+\cdots+l_{k+1} \beta_{k+1}^{n}
$$

holds for some constants $l_{1}, \cdots, l_{k+1}$. Now by the initial values of $D_{j}^{(1)}$, we get the following system of equations.
$\left\{\begin{array}{l}l_{1}+\cdots+l_{k+1}=k+1 \\ \sum_{v=1}^{k+1} l_{v} \beta_{v}^{j}=\sum_{t=1}^{j}(-1)^{t-1} x_{t} \sum_{v=1}^{k+1} l_{v} \beta_{v}^{j-t}+(-1)^{j}(k+1-j) x_{j} \quad \text { for } 0<j \leq k .\end{array}\right.$
Simplifying this system, we have

$$
\left\{\begin{array}{l}
l_{1}+\cdots+l_{k+1}=k+1 \\
j x_{j}=\sum_{t=1}^{j}(-1)^{t-1} x_{j-t} \sum_{v=1}^{k+1} l_{v} \beta_{v}^{t} \quad \text { for } 0<j \leq k .
\end{array}\right.
$$

Comparing with (2.4), we obtain $l_{1}=\cdots=l_{k+1}=1$ is a solution to this system. Furthermore, $D_{n}$ is uniquely determined by its initial values. Thus we obtain $l_{1}=\cdots=l_{k+1}=1$ is the unique solution to this system and $D^{(1)}=\beta_{1}^{n}+\cdots+\beta_{k+1}^{n}$. This completes the proof.

Thus we obtain an equivalent definition of Dickson polynomials of the first kind.
Now we consider the exponential sums defined in Theorem 1.1 and Theorem 1.2. Using the relations between the power sums and the elementary functions, we obtain the following recursive formulae:

Proposition 2.4. (1) Let $f$ and $\mathcal{S}_{s}(f)$ be defined as in Theorem 1.1 and (1.3).Then for every integer $s \geq 2$, we have

$$
\mathcal{S}_{s}(f)=\sum_{j=1}^{s-1}(-1)^{j-1} e_{j}\left(\omega_{1}, \cdots, \omega_{n-1}\right) \mathcal{S}_{s-j}(f)+(-1)^{s} s e_{s}\left(\omega_{1}, \cdots, \omega_{n-1}\right)
$$

(2) Let $f$ and $\mathcal{T}_{s}(f)$ be defined as in Theorem 1.2 and (1.3). Then for every integer $s \geq 2$, we have

$$
\mathcal{T}_{s}(f)=\sum_{j=1}^{s-1}(-1)^{j-1} e_{j}\left(\theta_{1}, \cdots, \theta_{d-1}\right) \mathcal{T}_{s-j}(f)+(-1)^{s} s e_{s}\left(\theta_{1}, \cdots, \theta_{d-1}\right)
$$

2.3. An useful tool for computing exponential sums. In order to determine some exponential sums over finite fields, we use the idea of $L$-functions: The canonical L-function of the exponential sum $\mathcal{S}_{s}(f)=\sum_{c \in \mathbb{F}_{q^{s}}} \chi^{(s)}(f(c))$ is defined by $L^{*}(f, t)=\exp \left(\sum_{s=1}^{\infty} \mathcal{S}_{s}(f) \frac{t^{s}}{s}\right)$. By a famous theorem of Dwork and Grothendieck, $L^{*}(f, t)$ is a rational function.

Let $\Phi$ be the set of monic polynomials over $\mathbb{F}_{q}$, and let $\lambda$ be a complex-valued function on $\Phi$ which is multiplicative in the sense that

$$
\begin{equation*}
\lambda(g h)=\lambda(g) \lambda(h) \text { for all } g, h \in \Phi \tag{2.8}
\end{equation*}
$$

and which satisfies $|\lambda(g)| \leq 1$ for all $g \in \Phi$, and $\lambda(1)=1$. Denote by $\Phi_{k}$ the subset of $\Phi$ containing the polynomials of degree $k$.

Consider the power series

$$
\begin{equation*}
L(z)=\sum_{k=0}^{\infty}\left(\sum_{g \in \Phi_{k}} \lambda(g)\right) z^{k} \tag{2.9}
\end{equation*}
$$

It is easily seen that

$$
L(z)=\prod_{f \text { irr }}\left(1-\lambda(f) z^{\operatorname{deg}(f)}\right)^{-1}
$$

where the product is taken over all monic irreducible polynomials $f$ in $\mathbb{F}_{q}[x]$. Now apply logarithmic differentiation and multiply by $z$ to get

$$
\begin{equation*}
z \frac{d \log L(z)}{d z}=\sum_{s=1}^{\infty} L_{s} z^{s} \tag{2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{s}=\sum_{f} \operatorname{deg}(f) \lambda(f) z^{s / \operatorname{deg}(f)} \tag{2.11}
\end{equation*}
$$

where the sum is extended over all monic irreducible polynomials $f$ in $\mathbb{F}_{q}[x]$ with degree dividing $s$.

Now suppose that there exists a positive integer $t$ such that

$$
\begin{equation*}
\sum_{g \in \Phi_{k}} \lambda(g)=0 \text { for all } k>t \tag{2.12}
\end{equation*}
$$

Then $L(z)$ is a complex polynomial of degree $\leq t$ with constant 1 , so that we have

$$
\begin{equation*}
L(z)=\left(1-\omega_{1} z\right)\left(1-\omega_{2} z\right) \cdots\left(1-\omega_{t} z\right) \tag{2.13}
\end{equation*}
$$

with complex numbers $\omega_{1}, \omega_{2}, \cdots, \omega_{t}$. It follows that

$$
\begin{equation*}
L_{s}=-\omega_{1}^{s}-\omega_{2}^{s}-\cdots-\omega_{t}^{s} \text { for all } s \geq 1 \tag{2.14}
\end{equation*}
$$

## 3. A Recursive formula and an estimate for a specific exponential SUM

Now we consider the exponential sums

$$
\begin{equation*}
G_{u}(a, b)=\sum_{c \in \mathbb{F}_{q}^{*}} \chi\left(a c^{u}+b c^{-1}\right), a \in \mathbb{F}_{q}^{*}, b \in \mathbb{F}_{q} \tag{3.1}
\end{equation*}
$$

here $u \geq 1$ is a positive integer.

If $u=1$, then $G_{u}(a, b)$ is the well-known Kloosterman sum. If $u=3$, then $G_{u}(a, b)$ is called the inverse cubic sum. It is easily seen that $G_{u}(a, b)=G_{u}\left(a b^{u}, 1\right)$ if $b \neq 0$.

In what follows, we proceed to give a recursive formula and an estimate of the exponential sum $G_{u}(a, b)$ by using the ideal introduced in subsection 2.3. To this end, we should define a multiplicative function $\lambda$ from the set $\Phi$ of all the monic polynomials in $\mathbb{F}_{q}[x]$ to the set of complex numbers.

We put $\lambda(1)=1$ and if $g \in \Phi_{k}, k \geq 1$, say

$$
g(x)=\sum_{j=0}^{k}(-1)^{j} c_{j} x^{k-j} \text { with } c_{0}=1
$$

suppose that $g$ factors as

$$
g(x)=\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{k}\right)
$$

in its splitting field, we set

$$
\tilde{g}(x)=\left(x-\alpha_{1}^{u}\right)\left(x-\alpha_{2}^{u}\right) \cdots\left(x-\alpha_{k}^{u}\right)=\sum_{j=0}^{k}(-1)^{j} \tilde{c}_{j} x^{k-j} \text { with } \tilde{c}_{0}=1
$$

It is easily seen that the numbers

$$
\tilde{c}_{1}=\sum_{j=1}^{k} \alpha_{j}^{u}, c_{k-1} c_{k}^{-1}=\sum_{j=1}^{k} \alpha_{j}^{-1}
$$

are invariant under the Frobenius automorphism $x \mapsto x^{q}$, thus $\tilde{c}_{1}, c_{k-1} c_{k}^{-1} \in \mathbb{F}_{q}$, and we can define

$$
\lambda(g)=\chi\left(a \tilde{c}_{1}+b c_{k-1} c_{k}^{-1}\right) \text { if } c_{k} \neq 0
$$

and $\lambda(g)=0$ if $c_{k}=0$.
Now we check that $\lambda(g h)=\lambda(g) \lambda(h)$ holds for all $g, h \in \Phi$.
Suppose that

$$
g(x)=\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{k}\right), h(x)=\left(x-\gamma_{1}\right)\left(x-\gamma_{2}\right) \cdots\left(x-\gamma_{l}\right)
$$

and then

$$
\begin{aligned}
& \tilde{g}(x)=\left(x-\alpha_{1}^{u}\right)\left(x-\alpha_{2}^{u}\right) \cdots\left(x-\alpha_{k}^{u}\right)=\sum_{j=0}^{k}(-1)^{j} \tilde{c}_{j} x^{k-j} \\
& \tilde{h}(x)=\left(x-\gamma_{1}^{u}\right)\left(x-\gamma_{2}^{u}\right) \cdots\left(x-\gamma_{k}^{u}\right)=\sum_{i=0}^{l}(-1)^{i} \tilde{d}_{i} x^{k-i}
\end{aligned}
$$

with

$$
\tilde{c}_{1}=\sum_{j=1}^{k} \alpha_{j}^{u}, \tilde{d}_{1}=\sum_{i=1}^{l} \gamma_{i}^{u} ; c_{k-1} c_{k}^{-1}=\sum_{j=1}^{k} \alpha_{j}^{-1}, d_{l-1} d_{l}^{-1}=\sum_{i=1}^{l} \gamma_{i}^{-1} .
$$

Therefore, if

$$
g(x) h(x)=\sum_{m=0}^{k+l}(-1)^{m} E_{m} x^{k+l-m}, \tilde{g}(x) \tilde{h}(x)=\sum_{m=0}^{k+l}(-1)^{m} \tilde{E}_{m} x^{k+l-m},
$$

we have,

$$
\tilde{E}_{1}=\tilde{c}_{1}+\tilde{d}_{1}, E_{k+l-1} E_{k+l}^{-1}=\sum_{j=1}^{k} \alpha_{j}^{-1}+\sum_{i=1}^{l} \gamma_{i}^{-1}=c_{k-1} c_{k}^{-1}+d_{l-1} d_{l}^{-1}
$$

Thus we get that $\lambda(g h)=\lambda(g) \lambda(h)$ holds for all $g, h \in \Phi$.
By Newton's identities (2.5), we have

$$
\tilde{c}_{1}=\sum_{j=1}^{k} \alpha_{j}^{u}=p_{u}=\sum_{j=1}^{u-1}(-1)^{j} e_{j} p_{u-j}+(-1)^{u-1} u e_{u}, u \geq 2
$$

where $p_{j}=\alpha_{1}^{j}+\cdots+\alpha_{k}^{n}$ is the power sum, since $p_{j}$ is a symmetric function on $\alpha_{1}, \cdots, \alpha_{k}$, we know that $p_{j} \in \mathbb{F}_{q}$, and $e_{j}=e_{j}\left(\alpha_{1}, \cdots, \alpha_{k}\right)=c_{j}$ for $j \leq k$ and $e_{j}=0$ for $j>k$. Therefore,

$$
\tilde{c}_{1}= \begin{cases}\sum_{j=1}^{k}(-1)^{j} c_{j} p_{u-j} & \text { if } k<u  \tag{3.2}\\ \sum_{j=1}^{u-1}(-1)^{j-1} c_{j} p_{u-j}+(-1)^{u-1} u c_{u} & \text { if } k \geq u .\end{cases}
$$

It is easily seen that $\sum_{j=1}^{u-1}(-1)^{j-1} c_{j} p_{u-j}=\pi\left(c_{1}, \cdots, c_{u-1}\right)$ is a function on $c_{1}, \cdots, c_{u-1}$. Hence, for $k>u+1$, if $\operatorname{gcd}(u, q)=1$, we can write

$$
\begin{aligned}
\sum_{g \in \Phi_{k}} \lambda(g)= & \sum_{c_{1}, c_{2}, \cdots, c_{k-1} \in \mathbb{F}_{q}} \sum_{c_{k} \in \mathbb{F}_{q}^{*}} \chi\left(a \tilde{c}_{1}+b c_{k-1} c_{k}^{-1}\right) \\
= & q^{k-u-1}\left(\sum_{c_{u} \in \mathbb{F}_{q}} \chi\left(a(-1)^{u-1} u c_{u}\right)\right) \\
& \left(\sum_{c_{k} \in \mathbb{F}_{q}^{*} c_{1}, \cdots, c_{u-1}, c_{k-1} \in \mathbb{F}_{q}} \chi\left(a \sum_{j=1}^{u-1}(-1)^{j-1} c_{j} p_{u-j}\right) \chi\left(b c_{k}^{-1} c_{k-1}\right)\right) \\
= & 0 ;
\end{aligned}
$$

If $b \neq 0$, we can write

$$
\begin{aligned}
\sum_{g \in \Phi_{k}} \lambda(g)= & \sum_{c_{1}, c_{2}, \cdots, c_{k-1} \in \mathbb{F}_{q}} \sum_{c_{k} \in \mathbb{F}_{q}^{*}} \chi\left(a \tilde{c}_{1}+b c_{k-1} c_{k}^{-1}\right) \\
= & q^{k-u-1} \sum_{c_{k} \in \mathbb{F}_{q}^{*}} \sum_{c_{1}, \cdots, c_{u} \in \mathbb{F}_{q}} \chi\left(a \sum_{j=1}^{u-1}(-1)^{j-1} c_{j} p_{u-j}+(-1)^{u-1} u c_{u}\right) \\
& \left(\sum_{c_{k-1} \in \mathbb{F}_{q}} \chi\left(b c_{k}^{-1} c_{k-1}\right)\right) \\
= & 0 ;
\end{aligned}
$$

We note that the aim of presupposition $k>u+1$ is to separate $c_{u}$ and $c_{k-1}$ such that $c_{u}$ and $c_{k-1}$ are free in the above summation.

Therefore (2.12) holds with $t=u+1$. From (2.13) we obtain

$$
L(z)=\left(1-\omega_{1} z\right)\left(1-\omega_{2} z\right) \cdots\left(1-\omega_{u+1} z\right)
$$

for some complex numbers $\omega_{1}, \cdots, \omega_{u+1}$.

Now we calculate $L_{s}$ from (2.11). Let $g$ be a monic irreducible polynomial in $\mathbb{F}_{q}[x]$ whose degree divides $s$, and let $\gamma \in E=\mathbb{F}_{q^{s}}$ be a root of $g$. Then $g^{s / \operatorname{deg}(g)}$ is the characteristic polynomial of $\gamma$ over $\mathbb{F}_{q}$; that is,
$g(x)^{s / \operatorname{deg}(g)}=(x-\gamma)\left(x-\gamma^{q}\right) \cdots\left(x-\gamma^{q^{s-1}}\right)=x^{s}-c_{1} x^{s-1}+\cdots+(-1)^{s-1} c_{s-1} x+(-1)^{s} c_{s}$, say. Then $c_{1}=\operatorname{Tr}_{E / \mathbb{F}_{q}}(\gamma), c_{s}=\gamma \gamma^{q} \cdots \gamma^{q^{s-1}}$, and

$$
c_{s-1} c_{s}^{-1}=\gamma^{-1}+\gamma^{-q}+\cdots+\gamma^{-q^{s-1}}=\operatorname{Tr}_{E / \mathbb{F}_{q}}\left(\gamma^{-1}\right)
$$

Thus we have

$$
\begin{aligned}
\lambda\left(g(x)^{s / \operatorname{deg}(g)}\right) & =\chi\left(a\left(\gamma^{u}+\gamma^{u q}+\cdots+\gamma^{u q^{s-1}}\right)+b\left(c_{s-1} c_{s}^{-1}\right)\right) \\
& =\chi\left(a \operatorname{Tr}_{E / \mathbb{F}_{q}}\left(\gamma^{u}\right)+b \operatorname{Tr}_{E / \mathbb{F}_{q}}\left(\gamma^{-1}\right)\right) \\
& =\chi^{(s)}\left(a \gamma^{u}+b \gamma^{-1}\right)
\end{aligned}
$$

and so

$$
L_{s}=\sum_{g} * \operatorname{deg}(g) \lambda\left(g^{s / \operatorname{deg}(g)}\right)=\sum_{g}^{*} \sum_{\gamma \in E, g(\gamma)=0} \chi^{(s)}\left(a \gamma^{u}+b \gamma^{-1}\right)
$$

where * means the summation is extend to all monic irreducible polynomial $g(x) \in$ $\mathbb{F}_{q}[x]$ with $g(x)=x$ is excluded. If $g$ runs through the range of summation above, then $\gamma$ runs exactly through all elements of $E^{*}$. Thus

$$
L_{s}=\sum_{\gamma \in E^{*}} \chi^{(s)}\left(a \gamma^{u}+b \gamma^{-1}\right)
$$

Therefore, we have proved the following:
Theorem 3.1. Let $\mathbb{F}_{q}$ be a finite field and $u$ be a positive integer. Let $s$ be any positive integer, and $\chi^{(s)}$ be the lifting of the additive character $\chi$ of $\mathbb{F}_{q}$. For any two elements $a, b \in \mathbb{F}_{q}$ with $a \neq 0$, define

$$
\begin{equation*}
G_{u}^{(s)}(a, b)=\sum_{c \in \mathbb{F}_{q^{s}}^{*}} \chi^{(s)}\left(a c^{u}+b c^{-1}\right) \tag{3.3}
\end{equation*}
$$

Then, if either $\operatorname{gcd}(u, q)=1$ or $b \neq 0$, there exist complex numbers $\omega_{1}, \omega_{2}, \cdots, \omega_{u+1}$, only depending on $u, a, b$ and $\chi$, such that for any positive integer $s$ we have

$$
\begin{equation*}
G_{u}^{(s)}(a, b)=-\omega_{1}^{s}-\omega_{2}^{s}-\cdots \omega_{u+1}^{s} \tag{3.4}
\end{equation*}
$$

Moreover, for the complex numbers $\omega_{1}, \cdots, \omega_{u+1}$, we have the following:
Theorem 3.2. Let $u$ be a positive integer with $\operatorname{gcd}(u, q)=\operatorname{gcd}(u+1, q)=1$ and $a b \neq 0$. Then the complex numbers $\omega_{1}, \cdots, \omega_{u+1}$ in Theorem 3.1 are all of absolute $\leq \sqrt{q}$.

Thus we have the following:
Corollary 3.3. Let $u$ be a positive integer with $\operatorname{gcd}(u, q)=\operatorname{gcd}(u+1, q)=1$ and $a b \neq 0$, and let the exponential sum $G_{u}^{(s)}(a, b)$ be defined as in Theorem 3.1. Then we have

$$
\left|G_{u}^{(s)}(a, b)\right| \leq(u+1) \sqrt{q} \text { for all } s=1,2, \cdots
$$

For the proof of Theorem 3.2, we need the following lemma:

Lemma 3.4. [2, Lemma 6.55, p.310] Let $\omega_{1}, \cdots, \omega_{n}$ be complex numbers, and let $B>0, C>0$ be constants such that

$$
\begin{equation*}
\left|\omega_{1}^{s}+\cdots+\omega_{n}^{s}\right| \leq C B^{s} \text { for } s=1,2, \cdots \tag{3.5}
\end{equation*}
$$

Then $\left|\omega_{j}\right| \leq B$ for $j=1,2, \cdots, n$.
Now we give the proof of Theorem 3.2.
Proof. For any $a, b \in \mathbb{F}_{q}$ with $a \neq 0$, we write

$$
\sum_{c \in E^{*}} \chi^{(s)}\left(a c^{u}+b c^{-1}\right)=\sum_{c \in E^{*}} \chi\left(\operatorname{Tr}_{E / \mathbb{F}_{q}}\left(a c^{u}+b c^{-1}\right)\right)=\sum_{v \in \mathbb{F}_{q}} N(v) \chi(v)
$$

where

$$
N(v)=\left|\left\{c \in E^{*} \mid \operatorname{Tr}_{E / \mathbb{F}_{q}}\left(a c^{u}+b c^{-1}\right)=v\right\}\right| .
$$

If $\beta_{0}$ is a fixed element in $E$ with $\operatorname{Tr}_{E / \mathbb{F}_{q}}\left(\beta_{0}\right)=v$, then by Hilbert's Theorem 90, we know that $\operatorname{Tr}_{E / \mathbb{F}_{q}}\left(a c^{u}+b c^{-1}\right)=v$ if and only if $a c^{u}+b c^{-1}=\beta^{q}-\beta+\beta_{0}$ for some $\beta \in E$, (see [2, Theorem 2.25]), or equivalently, $a c^{u+1}-\left(\beta^{q}-\beta+\beta_{0}\right) c+b=0$. Let $N$ be the number of solutions of

$$
\begin{equation*}
f(x, y)=a y^{u+1}-\left(x^{q}-x+\beta_{0}\right) y+b=0 \tag{3.6}
\end{equation*}
$$

in $E^{2}$.
We proceed to show that $f(x, y)$ is absolutely irreducible over $\mathbb{F}_{q^{s}}$. We note that a polynomial is called absolute irreducible over a field $L$ means that this polynomial is irreducible over every extension field of $L$.

If there is an extension field $K$ of $\mathbb{F}_{q^{s}}$ such that $f(x, y)$ is reducible in $K[x, y]$. Let

$$
\Omega=\{g(x, y) \mid g(x, y) \text { is an irreducible factor of } f(x, y) \text { in } K[x, y]\} .
$$

We define the action of the additive group of $\mathbb{F}_{q}$ on $\Omega$ as follows. If $f_{1}(x, y)=$ $a_{0}(y)+a_{1}(y) x+\cdots+a_{t}(y) x^{t} \in \Omega$, for every element $\xi \in \mathbb{F}_{q}$, define the action of $\xi$ on $f_{1}(x, y)$ by $\sigma_{\xi}: x \mapsto x+\xi, y \mapsto y$. It is clear that this is a group action, so either

Case (1) $f_{1}(x, y)$ is invariant under the action of every $\sigma_{\xi}, \xi \in \mathbb{F}_{q}$, or
Case (2) there are some orbits, each of the form $f_{t_{1}}(x, y), \cdots, f_{t_{i}}(x, y)$ such that the union of these orbits is invariant under the action of every $\sigma_{\xi}, \xi \in \mathbb{F}_{q}$. In the second case, we see that the product of the polynomials in the union of the orbits is invariant under the action of all the elements of $\mathbb{F}_{q}$.

Thus, both in case (1) and case (2), we always have a factor of $f(x, y)$, say $f_{1}(x, y)$, which is invariant under the action of $\mathbb{F}_{q}$.

We denote by $\partial_{x}\left(f_{1}(x, y)\right)$ the highest degree of $x$ among all monomials in $f_{1}(x, y)$, then all the polynomials in an orbit have the same $\partial_{x}$, and the same $\partial_{y}$.

We proceed to prove that $\partial_{x}\left(f_{1}(x, y)\right)=q$.
Since $f_{1}(x, y)$ is invariant under the action of $\sigma_{\xi}, \xi \in \mathbb{F}_{q}$, considered as a polynomial in indeterminate $z$, the following polynomial

$$
T(z)=f_{1}\left(x_{0}+z, y_{0}\right)-f_{1}\left(x_{0}, y_{0}\right)
$$

has at least $q$ roots, namely, all the elements in $\mathbb{F}_{q}$, where $x_{0}, y_{0}$ are prescribed two elements arbitrarily. Thus $T(z)$ is divisible by $\prod_{\xi \in \mathbb{F}_{q}}(z-\xi)=z^{q}-z$. In other words,

$$
T(z)=f_{1}\left(x_{0}+z, y_{0}\right)-f_{1}\left(x_{0}, y_{0}\right)=\left(z^{q}-z\right) q(z) \text { for a } q(z) \in K[z] .
$$

Comparing the degrees of both sides yields that $\partial_{z}(q(z))=0$.

Hence $f_{1}(x, y)$ should have the form $g_{1}(y)+\left(x^{q}-x\right) g_{2}(y)$ for some polynomials $g_{1}(y), g_{2}(y)$. Suppose that $f(x, y)$ factors as $f(x, y)=f_{1}(x, y) f_{2}(y)$ with $\operatorname{deg}\left(f_{2}(y)\right) \geq 1$. Then we have

$$
f(x, y)=a y^{u+1}-\left(x^{q}-x+\beta_{0}\right) y+b=\left(g_{1}(y)+\left(x^{q}-x\right) g_{2}(y)\right) f_{2}(y)
$$

which yields that $g_{2}(y)$ is a constant and $\operatorname{deg}\left(f_{2}(y)\right)=1$. Suppose that $g_{2}(y)=$ $\alpha_{0}, f_{2}(y)=\epsilon_{0}+\epsilon_{1} y$, then

$$
a y^{u+1}-\left(x^{q}-x+\beta_{0}\right) y+b=g_{1}(y)\left(\epsilon_{0}+\epsilon_{1} y\right)+\left(x^{q}-x\right) \alpha_{0}\left(\epsilon_{0}+\epsilon_{1} y\right)
$$

which implies that $\epsilon_{0}=0$ and thus $b=0$. Contrary to the fact that $b \neq 0$.
It follows that $f(x, y)$ can not have a proper factor which is invariant under the action of $\mathbb{F}_{q}$. Therefore, $f(x, y)$ can not factor as $f_{1}(x, y) g(y)$ for a $g(y) \in K[y]$ with $\operatorname{deg}(g(y)) \geq 1$. By the same reason, $f(x, y)$ can not factor as $f_{1}(x, y) g(x)$ for a $g(x) \in K[x]$ with $\operatorname{deg}(g(x)) \geq 1$, for if it does, it is obvious that $\partial_{y}\left(\sigma_{\xi}\left(f_{1}(x, y)\right)\right)=$ $\partial_{y}\left(f_{1}(x, y)\right)$, then $f_{1}(x, y)$ is a proper factor of $f(x, y)$ which is invariant under the action of $\mathbb{F}_{q}$.

Therefore, we know that the group action $\left(\mathbb{F}_{q}, \Omega\right)$ has just one orbit, since the product of polynomials in an orbit is invariant under the action of $\mathbb{F}_{q}$. Thus we know that the group action $\left(\mathbb{F}_{q}, \Omega\right)$ is transitive and $|\Omega|$ divides $q$. Thus for every $f_{1}(x, y), f_{2}(x, y) \in \Omega$, we have $\partial_{x}\left(f_{1}(x, y)\right)=\partial_{x}\left(f_{2}(x, y)\right)=d_{x}, \partial_{y}\left(f_{1}(x, y)\right)=$ $\partial_{y}\left(f_{1}(x, y)\right)=d_{y}$. So that $u+1=d_{y}|\Omega|$ and $q=d_{x}|\Omega|$. By the assumption that $\operatorname{gcd}(u+1, q)=1$, we get at last that $|\Omega|=1$ and $f(x, y)$ is irreducible in $K[x, y]$. This contradiction mean that $f(x, y)$ is absolutely irreducible.

Now, by a famous result of Weil ${ }^{1}$, see Weil [8, 9], we have,

$$
\begin{equation*}
\left|N-q^{s}\right| \leq C q^{s / 2} \text { for some constant } C \tag{3.7}
\end{equation*}
$$

where the constant $C$ is independent on $s$.
On the other hand, for each fixed $y \in E$ satisfies (3.6), there are $q$ choices of $x$, namely by adding any element of $\mathbb{F}_{q}$, thus we have

$$
\begin{equation*}
N=q N(v) \tag{3.8}
\end{equation*}
$$

From (3.7),(3.8), it follows that

$$
\left|N(v)-q^{s-1}\right| \leq C q^{s / 2-1} .
$$

Denote by $R(v)$ the number $N(v)-q^{s-1}$, then $|R(v)| \leq C q^{s / 2-1}$, hence

$$
\begin{aligned}
\left|G_{u}^{(s)}(a, b)\right| & =\left|-\omega_{1}^{s}-\cdots-\omega_{u+1}^{s}\right| \\
& =\left|\sum_{c \in E^{*}} \chi^{(s)}\left(a c^{u}+b c^{-1}\right)\right|=\left|\sum_{v \in \mathbb{F}_{q}} N(v) \chi(v)\right| \\
& =\left|\sum_{v \in \mathbb{F}_{q}}\left(q^{s-1}+R(v)\right) \chi(v)\right|=\left|\sum_{v \in \mathbb{F}_{q}} R(v) \chi(v)\right| \\
& \leq C q^{s / 2} .
\end{aligned}
$$

The desired result then follows with Lemma 3.4. This completes the proof.

[^1]Denote $G_{u}^{(s)}(a, b)$ by $G^{(s)}$, then by Newton's identities, or by Dickson polynomials, we have the following:
Corollary 3.5. Let $G^{(s)}$ and the numbers $\omega_{1}, \cdots, \omega_{u+1}$ be defined as above. Then $G^{(s)}=\sum_{j=1}^{s-1}(-1)^{j-1} e_{j}\left(\omega_{1}, \cdots, \omega_{u+1}\right) G^{(s-j)}+(-1)^{s} e_{s}\left(\omega_{1}, \cdots, \omega_{u+1}\right)$ for all $s \geq 2$.

Because $e_{s}\left(\omega_{1}, \cdots, \omega_{u+1}\right)=0$ whenever $s>u+1$. In order to setting the recursive formulae to work, we only need to know the $u+1$ initial values $G^{(1)}, \cdots, G^{(u+1)}$, since we can find the elementary functions values $e_{1}, \cdots, e_{u+1}$ by (2.7) under the presupposition that the characteristic of the finite field is bigger than $u+1$. On the other hand, if we can find the values of $\sum_{g \in \Phi_{1}} \lambda(g), \cdots, \sum_{g \in \Phi_{u+1}} \lambda(g)$, we can also determine the recursive formula without any restriction on the characteristic of the finite field. For example, when $u=1$, by Theorem 1.1, we obtain the following well-known results about the Kloosterman sums.

Corollary 3.6. Let $a, b$ be two elements in a finite field $\mathbb{F}_{q}$. Then there are two complex numbers $\omega_{1}, \omega_{2}$, depending on ab and $\chi$, such that for every positive integer $s$, we have

$$
\begin{equation*}
k\left(\chi^{(s)}, a, b\right)=\sum_{c \in \mathbb{F}_{q^{*}}^{*}} \chi^{(s)}\left(a c+b c^{-1}\right)=-\omega_{1}^{s}-\omega_{2}^{s} . \tag{3.9}
\end{equation*}
$$

Moreover, we have $\left|\omega_{1}\right|=\left|\omega_{2}\right|=\sqrt{q}$.
Proof. It is easily seen that $k\left(\chi^{(s)}, a, b\right)=k\left(\chi^{(s)}, 1, a b\right)=k\left(\chi^{(s)}, a b, 1\right)$, and by Theorem 3.1, there are two complex numbers $\omega_{1}, \omega_{2}$, depending on $a b$ and $\chi$, such that $k\left(\chi^{(s)}, a, b\right)=-\omega_{1}^{s}-\omega_{2}^{s}$. Furthermore, we know that the corresponding function $L(z)$ is

$$
L(z)=1+\left(\sum_{g \in \Phi_{1}} \lambda(g)\right) z+\left(\sum_{g \in \Phi_{2}} \lambda(g)\right) z^{2}
$$

Now, it is easy to see that $\sum_{g \in \Phi_{1}} \lambda(g)=k(\chi, a, b)$ and $\sum_{g \in \Phi_{2}} \lambda(g)=q$, see [2, p.227] for details. Thus we obtain that $\omega_{1}+\omega_{2}=k(\chi, a, b), \omega_{1} \omega_{2}=q$. Here we note that $k(\chi, a, b)$ is always a real number. Therefore by Theorem 3.2, we know that $\left|\omega_{1}\right|=\left|\omega_{2}\right|=\sqrt{q}$.

Since $\omega_{1}+\omega_{2}=-k(\chi, a, b), \omega_{1} \omega_{2}=q$, we have $e_{1}\left(\omega_{1}, \omega_{2}\right)=-k(\chi, a, b), e_{2}\left(\omega_{1}, \omega_{2}\right)=$ $q$, by Newton's identities or by property of Dickson polynomials, we get the following:
Corollary 3.7. [2, p.229] Denote $k\left(\chi^{(s)}, a, b\right)$ by $k^{(s)}$. Then

$$
\begin{equation*}
k^{(s)}=-k^{(s-1)} k-k^{(s-2)} \text { for } s \geq 2 \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
k^{(s)}=-\left(\omega_{1}^{s}+\left(\frac{q}{\omega_{1}}\right)^{s}\right)=-D_{s}^{(1)}\left(\omega_{1}+\frac{q}{\omega_{1}}, q\right)=-D_{s}^{(1)}(-k, q) \tag{3.11}
\end{equation*}
$$

where we put $k^{(0)}=-2, k^{(1)}=k=k(\chi, a, b), D_{s}^{(1)}(.,$.$) is the Dickson polynomial.$
If $u=2$ and $q$ is even, we proceed to compute the corresponding function $L(z)$ as follows.

Obviously, if $a b \neq 0$, then

$$
\sum_{g \in \Phi_{1}} \lambda(g)=\sum_{g=x-c, c \neq 0} \lambda(g)=\sum_{c \neq 0} \chi\left(a c^{2}+b c^{-1}\right)=G_{2}(a, b) .
$$

Moreover,

$$
\begin{aligned}
\sum_{g \in \Phi_{2}} \lambda(g) & =\sum_{c_{1} \in \mathbb{F}_{q}, c_{2} \in \mathbb{F}_{q}^{*}} \chi\left(a\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right)+b c_{1} c_{2}^{-1}\right) \\
& =\sum_{c_{1} \in \mathbb{F}_{q}, c_{2} \in \mathbb{F}_{q}^{*}} \chi\left(a\left(\alpha_{1}+\alpha_{2}\right)^{2}+b c_{1} c_{2}^{-1}\right) \\
& =\sum_{c_{1} \in \mathbb{F}_{q}, c_{2} \in \mathbb{F}_{q}^{*}} \chi\left(a c_{1}^{2}+b c_{1} c_{2}^{-1}\right),
\end{aligned}
$$

where $\alpha_{1}, \alpha_{2}$ are the roots of $x^{2}-c_{1} x+c_{2}=0$ in an extension of the finite field $\mathbb{F}_{q}$. Thus

$$
\sum_{g \in \Phi_{2}} \lambda(g)=q+\sum_{c_{1} \in \mathbb{F}_{q}^{*}} \chi\left(a c_{1}^{2}\right) \sum_{c_{2} \in \mathbb{F}_{q}^{*}} \chi\left(b c_{1} c_{2}^{-1}\right)=q+1
$$

Furthermore,

$$
\begin{aligned}
\sum_{g \in \Phi_{3}} \lambda(g) & =\sum_{g(x)=x^{3}-c_{1} x^{2}+c_{2} x-c_{3}, c_{3} \neq 0} \lambda(g) \\
& =\sum_{c_{1}, c_{2} \in \mathbb{F}_{q}} \sum_{c_{3} \in \mathbb{F}_{q}^{*}} \chi\left(a\left(\alpha_{1}^{3}+\alpha_{2}^{3}+\alpha_{3}^{3}\right)+b c_{2} c_{3}^{-1}\right) \\
& =\sum_{c_{1}, c_{2} \in \mathbb{F}_{q}} \sum_{c_{3} \in \mathbb{F}_{q}^{*}} \chi\left(a\left(c_{1}^{3}-c_{1} c_{2}+c_{3}\right)+b c_{2} c_{3}^{-1}\right) \\
& =\sum_{c_{1} \in \mathbb{F}_{q}, c_{3} \in \mathbb{F}_{q}^{*}} \chi\left(a\left(c_{1}^{3}+c_{3}\right) \sum_{c_{2} \in \mathbb{F}_{q}} \chi\left(c_{2}\left(b c_{3}^{-1}-a c_{1}\right)\right)\right. \\
& =q \sum_{c_{1}, c_{3} \in \mathbb{F}_{q}^{*}, b c_{3}^{-1}=a c_{1}} \chi\left(a c_{1}^{3}+c_{3}\right) \\
& =q G_{3}\left(a, a^{-1} b\right) .
\end{aligned}
$$

Thus, we have

$$
L(z)=1+G_{2}(a, b) z+(q+1) z^{2}+q G_{3}\left(a, a^{-1} b\right) z^{3} .
$$

By Corollary 3.5, we have the following:
Proposition 3.8. Let $q$ be a power of $2, \mathbb{F}_{q}$ be a finite field. For any integer $s$, define

$$
G^{(s)}(a, b)=\sum_{c \in \mathbb{F}_{q^{*}}^{*}} \chi^{(s)}\left(a c^{2}+b c^{-1}\right)
$$

Then,
(1) for every elements $a, b \in \mathbb{F}_{q}^{*}$, we have
$G^{(s)}(a, b)=-G_{2}(a, b) G^{(s-1)}(a, b)-(q+1) G^{(s-2)}-q G_{3}\left(a, a^{-1} b\right) G^{(s-3)}$ for all $s>3$, where $G_{u}(a, b)$ is defined by (3.1).
(2) If $1+G_{2}(a, b) z+(q+1) z^{2}+q G_{3}\left(a, a^{-1} b\right) z^{3}=\left(1-\omega_{1} z\right)\left(1-\omega_{2} z\right)\left(1-\omega_{3} z\right)$, then for every positive integer $s$,

$$
G^{(s)}(a, b)=-\omega_{1}^{s}-\omega_{2}^{s}-\omega_{3}^{s} .
$$

In the case of $u=2$ and $q$ is odd, the situation is slightly different, we should distinguish the cases of $\operatorname{char}\left(\mathbb{F}_{q}\right)=3$ and $\operatorname{char}\left(\mathbb{F}_{q}\right)>3$. In these two cases, we have

$$
\sum_{g \in \Phi_{1}} \lambda(g)=\sum_{g=x-c, c \neq 0} \lambda(g)=\sum_{c \neq 0} \chi\left(a c^{2}+b c^{-1}\right)=G_{2}(a, b),
$$

and

$$
\begin{aligned}
\sum_{g \in \Phi_{2}} \lambda(g) & =\sum_{c_{1}, c_{2} \in \mathbb{F}_{q}, c_{2} \neq 0} \chi\left(a\left(\alpha_{1}^{2}+\alpha_{2}^{2}\right)+b c_{1} c_{2}^{-1}\right) \\
& =\sum_{c_{2} \neq 0} \chi\left(-2 a c_{2}\right) \sum_{c_{1} \in \mathbb{F}_{q}} \chi\left(a c_{1}^{2}+b c_{1} c_{2}^{-1}\right) .
\end{aligned}
$$

Since $a c_{1}^{2}+b c_{1} c_{2}^{-1}$ is a quadratic function in $c_{1}$, the inner sum is

$$
\sum_{c_{1} \in \mathbb{F}_{q}} \chi\left(a c_{1}^{2}+b c_{1} c_{2}^{-1}\right)=\chi\left(-4^{-1} b^{2} c_{2}^{-2} a^{-1}\right) \eta(a) g(\eta, \chi),
$$

where $\eta$ is the quadratic charter, and $g(\eta, \chi)$ is the Gaussian sum of the quadratic character $\eta$ and the additive character $\chi$. This Gaussian sum has been determined explicitly, see [2, Theorem 5.12, Theorem 5.15] for instance. Hence we have

$$
\begin{aligned}
\sum_{g \in \Phi_{2}} \lambda(g) & =\eta(a) g(\eta, \chi) \sum_{c_{2} \neq 0} \chi\left(-2 a c_{2}\right) \chi\left(-4^{-1} b^{2} c_{2}^{-2} a^{-1}\right) \\
& =\eta(a) g(\eta, \chi) \sum_{c_{2} \neq 0} \chi\left(-4^{-1} a^{-1} b^{2} c_{2}^{2}-2 a c_{2}^{-1}\right) \\
& =\eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right) .
\end{aligned}
$$

If $\operatorname{char}\left(\mathbb{F}_{q}\right)=3$, then

$$
\begin{aligned}
\sum_{g \in \Phi_{3}} \lambda(g) & =\sum_{c_{1}, c_{2}, c_{3} \in \mathbb{F}_{q}, c_{3} \neq 0} \chi\left(a\left(\alpha_{1}^{3}+\alpha_{2}^{3}+\alpha_{3}^{3}\right)+b c_{2} c_{3}^{-1}\right) \\
& =\sum_{c_{1}, c_{2}, c_{3} \in \mathbb{F}_{q}, c_{3} \neq 0} \chi\left(a c_{1}^{3}+b c_{2} c_{3}^{-1}\right)=0 .
\end{aligned}
$$

If $\operatorname{char}\left(\mathbb{F}_{q}\right)>3$, then

$$
\begin{aligned}
\sum_{g \in \Phi_{3}} \lambda(g) & =\sum_{c_{1}, c_{2}, c_{3} \in \mathbb{F}_{q}, c_{3} \neq 0} \chi\left(a\left(\alpha_{1}^{3}+\alpha_{2}^{3}+\alpha_{3}^{3}\right)+b c_{2} c_{3}^{-1}\right) \\
& =\sum_{c_{1}, c_{2}, c_{3} \in \mathbb{F}_{q}, c_{3} \neq 0} \chi\left(a\left(c_{1}^{3}-3 c_{1} c_{2}+3 c_{3}\right)+b c_{2} c_{3}^{-1}\right) \\
& =\sum_{c_{1}, c_{3} \in \mathbb{F}_{q}, c_{3} \neq 0} \chi\left(a c_{1}^{3}+3 c_{3}\right) \sum_{c_{2} \in \mathbb{F}_{q}} \chi\left(\left(b c_{3}^{-1}-3 a c_{1}\right) c_{2}\right) \\
& =q \sum_{c_{1} \in \mathbb{F}_{q}^{*}}\left(a c_{1}^{3}+a^{-1} b c_{1}^{-1}\right) \\
& =q G_{3}\left(a, a^{-1} b\right) .
\end{aligned}
$$

Therefore, we obtain the following two results.
Proposition 3.9. Let $q$ be a power of 3. For any integer, define

$$
G^{(s)}(a, b)=\sum_{c \in \mathbb{F}_{q^{s}}^{*}} \chi\left(a c^{2}+b c^{-1}\right) .
$$

Then,
(1) for every elements $a, b \in \mathbb{F}_{q}^{*}$, we have

$$
G^{(s)}(a, b)=-G_{2}(a, b) G^{(s-1)}(a, b)-\eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right) G^{(s-2)}(a, b)
$$

for all $s>2$, where $G_{u}(a, b)$ is defined by (3.1).
(2) If $1+G_{2}(a, b) z+\eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right) z^{2}=\left(1-\omega_{1} z\right)\left(1-\omega_{2} z\right)$, then for every positive integer $s$,

$$
G^{(s)}(a, b)=-\omega_{1}^{s}-\omega_{2}^{s}=-D_{s}^{(1)}\left(-G_{2}(a, b), \eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right)\right)
$$

Proposition 3.10. Let $\mathbb{F}_{q}$ be a finite field with $\operatorname{char}\left(\mathbb{F}_{q}\right)>3$. For any integer, define

$$
G^{(s)}(a, b)=\sum_{c \in \mathbb{F}_{q}^{*}} \chi^{(s)}\left(a c^{2}+b c^{-1}\right)
$$

Then,
(1) for every elements $a, b \in \mathbb{F}_{q}^{*}$, we have

$$
\begin{aligned}
G^{(s)}(a, b)= & -G_{2}(a, b) G^{(s-1)}(a, b)-\eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right) G^{(s-2)}(a, b) \\
& -q G_{3}\left(a, a^{-1} b\right) G^{(s-3)}(a, b)
\end{aligned}
$$

for all $s>3$.
(2) If $1+G_{2}(a, b) z+\eta(a) g(\eta, \chi) G_{2}\left(-\frac{b^{2}}{4 a},-2 a\right) z^{2}+q G_{3}\left(a, a^{-1} b\right) z^{3}=\left(1-\omega_{1} z\right)(1-$ $\left.\omega_{2} z\right)\left(1-\omega_{3} z\right)$, then for every positive integer $s$,

$$
G^{(s)}(a, b)=-\omega_{1}^{s}-\omega_{2}^{s}-\omega_{3}^{s} .
$$

Where $G_{u}(a, b)$ is defined by (3.1).

## 4. Sequences constructed from the exponential sums

In this section, we restrict the characteristic of the finite field being 2, and we denote $G_{u}(a, 1)$ simply by $G_{u}(a)$. For every element $a \in \mathbb{F}_{q}^{*}$, we define a sequence $\mathcal{G}_{a}$ by

$$
\mathcal{G}_{a}=\left(G_{u}(a x)\right)_{x \in \mathbb{F}_{q}^{*}}
$$

The correlation of two such sequences is defined as

$$
\begin{equation*}
\mathcal{C}_{a, b}=C_{\mathcal{G}_{a}, \mathcal{G}_{b}}=\sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(b x) \tag{4.1}
\end{equation*}
$$

The autocorrelation of a sequence $\mathcal{G}_{a}$ is defined as

$$
\begin{equation*}
\mathcal{A}_{\mathcal{G}_{a}}(h)=\sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(a h x), h \in \mathbb{F}_{q}^{*} \tag{4.2}
\end{equation*}
$$

About the distribution of values of the autocorrelation of the sequence $\mathcal{G}_{a}$, we have the following:

Proposition 4.1. For every $a \in \mathbb{F}_{q}^{*}$ and a positive integer $u$ coprime with $(q-1)$, we have

$$
\mathcal{A}_{\mathcal{G}_{a}}(h)=\left\{\begin{array}{lc}
-q-1, & \text { if } h \neq 1 \\
q^{2}-q-1, & \text { if } h=1 .
\end{array}\right.
$$

Therefore, $\mathcal{G}_{a}$ is a two-valued correlation sequence which has some applications in communications, for example, Code Division Multiple Access (CDMA) systems, etc.

Proof. Direct evaluation shows that

$$
\begin{aligned}
\mathcal{A}_{\mathcal{G}_{a}}(h) & =\sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(a h x) \\
& =\sum_{x \in \mathbb{F}_{q}^{*}} \sum_{c \in \mathbb{F}_{q}^{*}} \chi\left(a x c^{u}+c^{-1}\right) \sum_{d \in \mathbb{F}_{q}^{*}} \chi\left(a h x d^{u}+d^{-1}\right) \\
& =\sum_{c, d \in \mathbb{F}_{q}^{*}} \chi\left(c^{-1}+d^{-1}\right) \sum_{x \in \mathbb{F}_{q}^{*}} \chi\left(a x\left(c^{u}+h d^{u}\right)\right) \\
& =\sum_{c, d \in \mathbb{F}_{q}^{*}} \chi\left(c^{-1}+d^{-1}\right)\left(\sum_{x \in \mathbb{F}_{q}} \chi\left(a x\left(c^{u}+h d^{u}\right)\right)-1\right) \\
& =q \sum_{d \in \mathbb{F}_{q}^{*}} \chi\left(\left(h^{-u^{\prime}}+1\right) d^{-1}\right)-\sum_{c, d \in \mathbb{F}_{q}^{*}} \chi\left(c^{-1}+d^{-1}\right) \quad\left(u u^{\prime} \equiv 1 \bmod q-1\right) \\
& = \begin{cases}-q-1, & \text { if } h \neq 1 \\
q^{2}-q-1, & \text { if } h=1,\end{cases}
\end{aligned}
$$

which is the desired result.

Hence we obtain the following corollary:
Corollary 4.2. For every pair of $(a, b) \in\left(\mathbb{F}_{q}^{*}\right)^{2}$, and a positive integer $u$ coprime with $(q-1)$, we have

$$
\sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(b x)= \begin{cases}q^{2}-q-1, & \text { if } a=b  \tag{4.3}\\ -q-1, & \text { otherwise } .\end{cases}
$$

We also have the following proposition.
Proposition 4.3. For every $a, b, c \in \mathbb{F}_{q}^{*}$, and a positive integer $u$ coprime with ( $q-1$ ), we have

$$
\begin{equation*}
\sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(b(c-x))=q G_{u}\left(c\left(a^{u^{\prime}}+b^{u^{\prime}}\right)^{u}\right)+G_{u}(b c), \tag{4.4}
\end{equation*}
$$

where $G_{u}(a)=G_{u}(a, 1)$ is defined by (3.1) and $u u^{\prime} \equiv 1 \bmod q-1$.

Proof. By definition, we have

$$
\begin{aligned}
& \sum_{x \in \mathbb{F}_{q}^{*}} G_{u}(a x) G_{u}(b(c-x))=\sum_{x \in \mathbb{F}_{q}^{*}} \sum_{y, z \in \mathbb{F}_{q}^{*}} \chi\left(a x y^{u}+y^{-1}+b(c-x) z^{u}+z^{-1}\right) \\
= & \sum_{y, z \in \mathbb{F}_{q}^{*}} \chi\left(y^{-1}+z^{-1}+b c z^{u}\right)\left(\sum_{x \in \mathbb{F}_{q}} \chi\left(x\left(a y^{u}-b z^{u}\right)\right)-1\right) \\
= & q \sum_{z \in \mathbb{F}_{q}^{*}} \chi\left(b c z^{u}+\left(a^{u^{\prime}} b^{-u^{\prime}}+1\right) z^{-1}\right)-\sum_{z \in \mathbb{F}_{q}^{*}} \chi\left(b c z^{u}+z^{-1}\right) \sum_{y \in \mathbb{F}_{q}^{*}} \chi\left(y^{-1}\right) \\
= & q G_{u}\left(c\left(a^{u^{\prime}}+b^{u^{\prime}}\right)^{u}\right)+G_{u}(b c) .
\end{aligned}
$$

This completes the proof.

## Concluding remarks

Firstly, for the exponential sum

$$
G_{u}(a, b)=\sum_{c \in \mathbb{F}_{q}^{*}} \chi\left(a c^{u}+b c^{-1}\right)
$$

it is easily seen that

$$
G_{u}(a, b)=\sum_{c \in \mathbb{F}_{q}^{*}} \chi\left(a c^{q-1-u}+b c\right) .
$$

However, in the extension field of $\mathbb{F}_{q}$, we should have

$$
\sum_{c \in \mathbb{F}_{q^{s}}^{*}} \chi\left(a c^{q-1-u}+b c\right) \neq \sum_{c \in \mathbb{F}_{q^{s}}^{*}} \chi\left(a c^{u}+b c^{-1}\right) .
$$

Thus, by Theorem 1.1, one can only obtain that there are $q-2-u$ complex numbers $\omega_{1}, \cdots, \omega_{q-2-u}$ such that $\left|\omega_{j}\right|=\sqrt{q}, j=1, \cdots, q-2-u$, and

$$
\sum_{c \in \mathbb{F}_{q^{s}}} \chi^{(s)}\left(a c^{q-1-u}+b c\right)=-\omega_{1}^{s}-\cdots-\omega_{q-2-u}^{s}
$$

for all $s=1,2, \cdots$. This is obviously different with Theorem 3.1. In other words, Theorem 3.1 is not covered by Theorem 1.1.

There is a question still open now:
Open Question: Does each of those complex numbers in Theorem 3.1 has magnitude $\sqrt{q}$ ?

About this question, we tend to have a positive answer.
Secondly, after we finished this paper, we found that one can generalize Theorem 3.1 to a more generic case as follows:

Theorem 4.4. Let $\mathbb{F}_{q}$ be a finite field and $f(x), g(x) \in \mathbb{F}_{q}[x]$ be polynomials with degree $m \geq 1$ and $n \geq 1$, respectively. Let $s$ be any positive integer, and $\chi^{(s)}$ be the lifting of the additive character $\chi$ of $\mathbb{F}_{q}$. Define

$$
G^{(s)}(f, g)=\sum_{c \in \mathbb{F}_{q^{s}}} \chi^{(s)}\left(f(c)+g\left(c^{-1}\right)\right) .
$$

Suppose that either $\operatorname{gcd}(m, q)=1$ or $\operatorname{gcd}(n, q)=1$. Then there exist complex numbers $\omega_{1}, \omega_{2}, \cdots, \omega_{m+n}$, only depending on $f, g$ and $\chi$, such that for any positive integer $s$ we have

$$
G^{(s)}(f, g)=-\omega_{1}^{s}-\omega_{2}^{s}-\cdots-\omega_{m+n}^{s}
$$

Theorem 4.5. Let $f(x), g(x) \in \mathbb{F}_{q}[x]$ be two polynomials with degree $m \geq 1$ and $n \geq 1$, respectively. If either $\operatorname{gcd}(m, q)=1$ or $\operatorname{gcd}(n, q)=1$, then the complex numbers $\omega_{1}, \cdots, \omega_{m+n}$ in Theorem 4.4 are all of absolute $\leq \sqrt{q}$ provided that $\operatorname{gcd}(m+n, q)=1$.

We will report these results in a forthcoming paper.
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