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Abstract

We present a deterministic algorithm to find nonlinear S-box approximations, and a new non-
linear cryptanalytic technique; the “filtered” nonlinear attack, which achieves the lowest data com-
plexity of any known-plaintext attack on reduced-round Serpent so far. We demonstrate that the
Wrong-Key Randomization Hypothesis is not entirely valid for attacks on reduced-round Serpent
which rely on linear cryptanalysis or a variant thereof, and survey the effects of this on existing
attacks (including existing nonlinear attacks) on 11 and 12-round Serpent.

Keywords: Nonlinear cryptanalysis, generalized linear cryptanalysis, multidimensional linear
cryptanalysis, WKRH, Wrong-Key Randomization Hypothesis, Serpent.

1 Introduction.

Linear cryptanalysis [27, 28] has had several extensions and variations proposed since its discovery
in 1993. One such generalisation was the use of nonlinear approximations. That is, instead of being
restricted to equations of the form xa1 ⊕ xa2 ⊕ . . .⊕ xai ⊕ yb1 ⊕ yb2 ⊕ . . .⊕ ybj in the input bits xi and
output bits yi of cipher components, the cryptanalyst could make use of higher-degree terms such as
xa1xa3 .

This was first proposed by Harpes, Kramer and Massey [21], and investigated in more depth by
Knudsen and Robshaw [23]. It was concluded that nonlinear approximations could replace linear
approximations only in the first and last rounds of the distinguisher - and even then, there were
problems that would not apply in the case of a purely linear approximation. One of these was the
difficulty of finding the nonlinear S-box approximations; for a DES-sized 6× 4 S-box, the search space
for possible approximations was 264 in size, increasing to 2256 for an AES-sized 8× 8 S-box.

Courtois [14, 15] demonstrated that the use of nonlinear approximations was in fact possible in
other rounds of a Feistel cipher, as long as each round’s approximation was a particular form of
quadratic expression. This approach, however, could not be generalised to non-Feistel ciphers.

The first attempt to obtain arbitrary-degree nonlinear approximations without restrictions on
cipher type was the use of simulated annealing (SA) by Clark et al. [8] to evolve nonlinear approxi-
mations to the MARS S-box [5] for use in the first round of nonlinear distinguishers. They were able
to obtain nonlinear approximations holding with a much higher absolute bias (151/512) than the best
linear approximations for the MARS S-box. However, no attack on reduced-round MARS that could
exploit these was known.

Subsequent research [9] built on this, refining the SA algorithm and demonstrating the use of
nonlinear approximations in attacks on reduced-round Serpent. Matsui’s Algorithm 2 was adapted
to deal with nonlinear S-box approximations, and new statistical frameworks were proposed for three
different approaches to the nonlinear attack.

In this paper, we build on the above research in the following directions:

• We present a fast, deterministic algorithm for obtaining the full set of nonlinear approximations
for a given S-box with the highest possible bias.
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• The cryptanalyst does not know the values of the key bits xored with the bits involved in the
nonlinear approximation. Where n0 denotes the nonlinear function involved, computing n0 on
the bits exposed through partial encryption/decryption means that the cryptanalyst is in fact
computing nα1α2...αh

= n0(x1 ⊕ kα1 , x2 ⊕ kα2 , . . . , xh ⊕ kαh
). There exist 2h candidates for the

correct function, ni, to compute on these bits, and the cryptanalyst does not know which is
correct. In previous research [9], three different approaches were given for dealing with this;
two based on multidimensional linear cryptanalysis [7] and one which more directly generalised
conventional linear cryptanalysis. We present a new approach, filtered nonlinear cryptanalysis,
which supersedes the first two approaches, and achieves better data complexity than the third
at the cost of increased time and memory complexity.

• In [9], we obtained nonlinear approximations for some of the Serpent S-boxes, with higher bias
than the best linear approximations for the same, and used them to attack 11-round Serpent. We
incorporate these into filtered nonlinear attacks, and compare their performance to the previous
attacks on 11-round Serpent.

• For linear cryptanalysis and its variants, the “Wrong-Key Randomization Hypothesis” (WKRH)
states that, for any wrong key value used to partially encrypt/decrypt a cipher during crypt-
analysis, the expectation for the bias is 0; and it should certainly be much lower than the bias
for the correct key. We demonstrate that in the case of the Serpent cipher, this does not always
apply, and quantify its effects on the various attacks on 11- and 12-round Serpent, including our
nonlinear and filtered nonlinear attacks.

This paper is structured as follows: The remainder of this section describes the notation used, and
provides a brief description of certain key aspects of linear cryptanalysis. Section 2 describes the new
search algorithm for S-box approximations, and discusses the ways in which the new approximations
affect the attack. It also contains an explanation of how we handle nonlinear approximations differently
in the filtered attacks. Section 3 describes the new attacks, in particular the adaptation of Collard et
al.’s improved algorithm for the analysis phase [13] to the nonlinear and filtered nonlinear domains.
It also contains a detailed discussion of the complexities of this algorithm and the nonlinear attacks.
Finally, Section 4 surveys the existing attacks on reduced-round Serpent, recalculates their complexities
in light of the issues surrounding the WKRH, and describes the nonlinear and filtered nonlinear attacks
on 11-round Serpent.

1.1 Linear cryptanalysis - the Algorithm 2 attack.

We use the following notation:

• N is the number of known plaintext/ciphertext pairs.

• K denotes the cipher’s key length.

• l is the number of “active” text bits which are relevant to the attack. In a 1R attack, this
includes plaintext bits which are xored together but not partially encrypted.

• The subset of key bits we seek to recover is known as the target partial subkey (TPS).

• k is the number of key bits in the TPS. For 2R attacks on SPN-based ciphers such as Serpent,
k = l. For 1R attacks on SPNs, k is equal to the number of active ciphertext bits.

• k0 is the correct k-bit value for the TPS.

• In nonlinear attacks, k1 denotes the subset of TPS bits that are used in the round keys for the
outer rounds of the cipher. (All attacked key bits are of this type in a linear attack.)

• In nonlinear attacks, k2 is the set of TPS bits active in the outer rounds of the approximation.



• r is the number of rounds of the cipher.

• Ps is the success probability of the attack.

• If, in a cryptanalytic attack, we aim for the correct key to be one of the 2n−a highest ranked
keys, the value a is referred to as the “advantage”.

In a 1R attack, the cryptanalyst knows of a linear approximation to rounds 1, 2, . . . , (r− 1) of the
cipher, and uses candidate key values to partially decipher some of the bits in the known ciphertexts.
In a 2R attack, the cryptanalyst only has an approximation to rounds 2, . . . , (r − 1), and as well as
the aforementioned partial decryption, must partially encrypt certain plaintext bits to obtain the bits
on which the probabilistic linear relation is expected to hold.

The theoretical bias for this linear approximation is calculated using the Piling-Up Lemma [27]:

Definition 1.1. For 1 ≤ i ≤ n, let Xi be independent Bernoulli random variables such that pi =
P (Xi = 0), and (1− pi) = P (Xi = 1).

(In the case of linear cryptanalysis, Xi = 0 iff the linear approximation to the ith approximated
S-box holds.)

Then P (X1 ⊕X2 ⊕ . . . Xn = 0) is:

(1/2) + 2n−1
n∏
i=1

(pi − 1/2).

with probability bias:

ε = 2n−1
n∏
i=1

(pi − 1/2)

In reality, the probabilities of the linear approximations to the S-boxes in one round holding are
not independent of the probabilities of the linear approximations to other rounds holding, so the
Piling-Up Lemma only estimates the true bias. This is usually accurate enough for the purposes of
cryptanalysis, although there are situations where it is not [29, 26, 10].

Definition 1.2. Where a linear approximation holds with bias ε, i.e. with probability 1/2 + ε, the
capacity C of the approximation is equal to 4 × ε2. More generally, in an attack using multiple
approximations Ai (1 ≤ i ≤M), each with bias εi, the set of approximations has capacity 4

∑M
i=1 ε

2
i .

2 Finding and utilising nonlinear approximations.

2.1 Finding the approximations.

The approximations used are of the following form: (linear function of either the input or the output
bits) = (nonlinear function of some subset of the other) with bias ε. The linear function is defined by
some bitmask with 1s in the positions corresponding to the bits involved.

We use the term “projection” to refer to the subset of either the input bits xi or output bits yi
involved in the nonlinear function. For example, y0 ⊕ y1 ⊕ y0y3 has the projection {y0, y1, y3}.

Let us use Serpent S3 to illustrate the new algorithm. We will search for approximations involving
a nonlinear function on the set of input bits, with projection {x0, x1, x3} and bitmask 10 (1010).

First of all, we reorder the truth table of the linear function.

Value xyz of bits in projection 000 001 010 011 100 101 110 111

TT entry for xy0z 0 0 1 1 1 0 0 1

TT entry for xy1z 0 1 1 1 1 0 0 0



We define a template for the approximations as follows: For any value xyz of the bits in the
projection, if the truth table of the linear function takes the value 0 more often than the value 1, let
template entry xyz equal 0. If the opposite is true, set entry xyz to 1. If the two entries occur equally
often, let entry xyz be the character *.

This gives us:

Value xyz of bits in projection 000 001 010 011 100 101 110 111

TT entry for xy0z 0 0 1 1 1 0 0 1

TT entry for xy1z 0 1 1 1 1 0 0 0

Template entry for xyz 0 * 1 1 1 0 0 *

We can now obtain four approximations with bias 6 by replacing the *s in the template with 0s
and 1s. These are:

• 00111000 (x1 ⊕ x0 ⊕ x0x3 ⊕ x0x1x3),

• 00111001 (x1 ⊕ x0 ⊕ x0x3),

• 01111000 (x3 ⊕ x1 ⊕ x0 ⊕ x1x3), and

• 01111001 (x3 ⊕ x1 ⊕ x0 ⊕ x1x3 ⊕ x0x1x3).

2.2 The “related” approximations.

We have already mentioned the difficulty faced by the cryptanalyst in working out which of 2|k2|

functions is the correct nonlinear function. One possible approach would be to compute all of the
functions, and for each guess at the key bits involved, accept the function with the highest bias as
correct.

If we wish to include the k2 bits in our attack, several of the related approximations may also
possess biases with high magnitude. In some cases, one or more of the relateds may have a bias
with the same magnitude as the original, and even when this is not the case, we may still need to
distinguish, say, the correct function and a bias 24 approximation from an incorrect function defining
a bias −22 approximation.

Let xi denote the ith input bit to whichever S-box we are dealing with, and yj the jth output bit.
Consider the nonlinear approximation to Serpent S3 in Table 1:

Related Nonlinear function Bias Bias
approximation (filtered)

0 x3 ⊕ x4 = y4 ⊕ y3 ⊕ y1y3 +6 6
1 x3 ⊕ x4 = y4 ⊕ y3 ⊕ (y1 ⊕ 1)y3 0 -4
2 x3 ⊕ x4 = y4 ⊕ (y3 ⊕ 1)⊕ y1(y3 ⊕ 1) 0 0
3 x3 ⊕ x4 = y4 ⊕ (y3 ⊕ 1)⊕ (y1 ⊕ 1)(y3 ⊕ 1) +2 0
4 x3 ⊕ x4 = (y4 ⊕ 1)⊕ y3 ⊕ y1y3 -6 0
5 x3 ⊕ x4 = (y4 ⊕ 1)⊕ y3 ⊕ (y1 ⊕ 1)y3 0 0
6 x3 ⊕ x4 = (y4 ⊕ 1)⊕ (y3 ⊕ 1)⊕ y1(y3 ⊕ 1) 0 2
7 x3 ⊕ x4 = (y4 ⊕ 1)⊕ (y3 ⊕ 1)⊕ (y1 ⊕ 1)(y3 ⊕ 1) -2 -4

Table 1: Nonlinear approximation to Serpent S3.

(The “filtered” biases are explained in the next subsection.)
For this nonlinear approximation, if y1y3 = 1, any wrong guess for corresponding key bits (ka, kc)

will result in its value being wrongly calculated as 0. If y1y3 = 0, by contrast, only one of the three
possible wrong guesses for (ka, kc) will result in the wrong value being calculated. In general, an



incorrect key guess will not consistently result in the wrong value being assigned to the nonlinear
terms affected by it, and so will not simply leave the magnitude of the bias invariant.

It is therefore necessary to guess the key bits involved in the first and last rounds of the approxi-
mation, as well as those involved in the first and last rounds of the cipher, to obtain the latter set of
key bits.

2.3 Increasing the signal/noise ratio - “filtering” nonlinear cryptanalysis.

Each of the approximations in Section 2.1 has bias 6/8 = 0.75. However, for two of the possible inputs
to the function, when PARTIAL ENCRY PT (P ⊕ k1)⊕ k2 = 001 or 111, the approximation has no
bias. In the analysis phase, no information is obtained by adding to counter values when these inputs
occur, and we therefore have no reason to do so.

In fact, we have very good reason not to do so. Consider that, for each (k1, k2) pair, by ignoring
(P,C)-pairs such that function inputs 001 or 111 would occur, we effectively increase the bias from
6/8 to 6/6. Since the data complexity is proportional to the square of the bias, we appear to reduce
the KP requirements to (3/4)2 = 9/16 of their original value. In actual fact, since the improved bias
is obtained by discarding a quarter of the available data, the value of N is only reduced to 3/4 of its
original value.

This improvement sometimes comes at a price - in a basic nonlinear attack using one of the four
original approximations, we could for two of these approximations ignore certain values of k2 which
simply resulted in the truth table of the nonlinear approximations being flipped. Since we now need
the full value of PARTIAL ENCRY PT (P ⊕ k1) ⊕ k2 to know whether to filter it out, and since
different k2 result in different sets of values being filtered out, we cannot now easily omit these k2 from
the attack. As this previously allowed us to compute the nonlinear function for only half the values
of k2, the time complexity of the attack is doubled.

For example, let us consider the second of the four approximations:

Related approximation Truth table Filtered truth table Bias Bias of “filtered”
approximation

000 00111001 0*11100* 6 6
001 00110110 *01101*0 0 0
010 11000110 110*0*10 -6 -4
011 11001001 11*0*001 0 0
100 10010011 100*0*11 -2 -4
101 01100011 01*0*011 0 0
110 01101100 0*10110* 2 2
111 10011100 *00111*0 0 0

In the basic nonlinear attack, we do not need to compute truth table values for half of the relateds,
since the related for k2 ⊕ 010 will have the same absolute bias (but opposite sign) to that for k2. In
an attack using filtering, this is clearly no longer the case.

2.4 How unbalanced nonlinear components in the approximation affect the attack.

Let us assume that one end of the overall approximation is balanced. Without loss of generality, we
may assume that this is the input end. Let P(function at output end = 0) be denoted α.

Then, for an incorrect key, P(approximation = 0) =

P ((xa1 ⊕ . . .⊕ xas = 0) ∩ (ya1 ⊕ . . .⊕ yas = 0)) + P ((xa1 ⊕ . . .⊕ xas = 1) ∩ (ya1 ⊕ . . .⊕ yas = 1))

= (0.5× α) + (0.5× (1− α))

= 0.5



We see that, as long as either the first or the last round of the overall approximation is a balanced
function, it does not matter whether the function at the other end is balanced.

Unfortunately, in general we cannot use unbalanced approximations at both ends. Let β denote the
probability that the nonlinear function at the input end equates to zero, and let γ be the corresponding
probability for the function at the output end. Then, for an incorrect key, P(approximation = 0) =

P ((xa1 ⊕ . . .⊕ xas = 0) ∩ (ya1 ⊕ . . .⊕ yas = 0)) + P ((xa1 ⊕ . . .⊕ xas = 1) ∩ (ya1 ⊕ . . .⊕ yas = 1))

= (β × γ) + ((1− β)× (1− γ))

which is not always equal to 0.5.

3 The new cryptanalysis algorithm.

3.1 Adapting the new analysis phase to nonlinear cryptanalysis of SPNs.

Where the cipher being attacked is an SPN, we present an adaptation of Collard et al.’s new algorithm
for the analysis phase [13, 30] to nonlinear (and filtered nonlinear) cryptanalysis. An adaptation of
this method to nonlinear cryptanalysis of Feistel ciphers was previously described in [9].

• Let f(i, j), where i is the value of the active text bits, and j the value of the k1 bits with which
they are xored, be a 2|k2|-long string of values. We compute it as follows:

1. Partially encrypt/decrypt i using j. This yields a string δ of text bits entering/leaving the
outer rounds of the approximation, |k2| of which are involved in the nonlinear component.

2. For each possible value µ of k2, compute the nonlinear function on (δ ⊕ µ).

3. If the attack does not use filtering, set the µth entry in the string of values to −1 if the
nonlinear approximation does not hold, 1 if it does hold.

4. For a filtered attack, set the µth entry to 0 if (δ⊕µ) is one of the inputs being ”filtered
out”. Otherwise, assign either -1 or 1 as a value in the same way as before.

• Since δ is obtained by applying a sequence of functions to a set of bits determined entirely by
the value of (i ⊕ j), the matrix C such that Cij = f(i ⊕ j) = the value ∈ {−1, 1} or {−1, 0, 1}
which we have just computed can be defined as it was in [13], except that Cij is now a string of
values instead of just one. We only need to compute one column of C.

• Where x is the vector containing the frequency with which each value for the l active text bits
occurred, since C is a circulant matrix, Cx can be calculated using the Fast Fourier Transform.
Each entry in Cx is a 2|k2|-string of integers.

• The memory complexity, and time complexities in terms of AOs and MAs, of the corresponding
stages of the linear version of this method can be multiplied by 2|k2| to obtain the complexity of
the new method up to this point. Since we do not need this many copies of the “interim” arrays
y and z, the memory complexity is in fact slightly lower.

However, if we do not employ key ranking, we can optimise much further in terms of memory.
Instead of calculating and storing the entire 2|k1| × 2|k2| matrix Cx (the final column of which
can use the space originally occupied by x), we could compute one column at a time and search
it for its maximal absolute entry. In an array indexed by k2 value, we store this entry and its
corresponding value of k1. The highest value will correspond to the most likely (k1, k2) and
we therefore need only enough memory for two columns of Cx (half of which will in fact be
used to store x). For a 2R attack, this reduces memory requirements to 2|k1|+|k2| + 2|k1|+4+1 +
2max(l1,l2)+5 = 2|k1|+5 +2|k1|+|k2|+2max(l1,l2)+5 bytes (The 2max(l1,l2)+5 bytes are explained in the
discussion of the original method’s complexity below) instead of 2|k1|+|k2|+4.087 + 2max(l1,l2)+5.



The time complexity of each partial encryption/decryption may be higher than in the case of
linear cryptanalysis, due to the complexity of computing the nonlinear function.

• We assign to each Cxi a score equal to the maximum absolute value therein. The highest-scoring
Cxi corresponds to the most likely key. This requires (2|k1|+ 2|k1|+|k2|) MAs, to access all values
in all strings and to write the scores to an array.

The array of scores should need at most (block size of cipher) bits per entry. For block size 128,
this adds 16× 2|k1| bytes to the memory complexity.

• This allows us to deduce k1. We can then proceed to obtain information on k2 by analysing the
biases of the relateds for the correct k1 candidate.

We can use the maximum absolute bias of all the related approximations to calculate the data com-
plexity in the same way that the bias of one approximation is used in linear cryptanalysis.

3.2 The complexity of the method.

We discuss the complexity of this analysis method for linear attacks in more detail.
The column of C has 2k entries, all -1 or 1. We need 2k bytes to store it in signed char variables.

Variable types using fewer bits are unlikely to be efficiently implemented on any platform.
The vector x has 2k entries, each of which must be at least log2(N) bits in size. On a 64-bit

processor, a cipher with 128-bit block size will require 2k+1 words here, or 2k+4 bytes.
During the calculation of Cx, two “interim” arrays, y and z, are used [13]. Based on Carlet’s

description [6] of a version of the FFT which is equivalent to both the Fast Walsh-Hadamard Transform
and the k-dimensional FFT of size 2k [24], we note that the same data type can be used for these as
for x, and hence these arrays will require 2k+5 bytes.

This gives us a memory complexity of 2k + 2k+4 + 2k+5 ≈ 2k+5.615 bytes. The space used by one
of the previous arrays, such as x, can be reused to store Cx.

We now consider the time complexity. The algorithm requires 2k partial encryption/decryptions
(PEDs) to calculate a column of C, followed by O(3·k·2k) memory accesses (MAs) and arithmetic
operations (AOs) to calculate Cx.

Based on the aforementioned version of the FFT [6], we estimate ≈ (2k+3)·2k MAs per transform.
Where y and z denote the output arrays from the first two transforms, calculating the dot product y ·z
requires 3× 2k MAs. Multiplying the per-transform complexity by three, and adding the complexity
of the dot product and the 2k MAs when the first column of C was calculated and written to memory,
gives us ≈ (6k+ 13) ·2k MAs in total. As for AOs, the calculation of the dot product requires 2k AOs,
and we estimate ≈ (2k + 1) · 2k AOs per transform, giving us a total of ≈ (6k + 4) · 2k.

This is a significant improvement over the O(22k) memory accesses of the original analysis phase;
although in most cases that phase was able to access contiguously stored array elements in sequence
(work with COUNTERS 2[i] and COUNTERS 1[j + 1] would occur immediately after work with
COUNTERS 2[i] and COUNTERS 1[j] (stored at the address prior to COUNTERS 1[j + 1]))
and it may be that the extent of the improvement is reduced if this factor aided the CPU’s cache
management/location-seeking in main memory.

Equating complexity in terms of memory accesses to complexity in terms of partial cipher en-
cryptions is a difficult matter [19], depending on several factors such as; whether the CPU’s memory
controller is on-die or off-die, whether the memory access is to L1 cache, L2 cache, higher-level cache or
main memory, the instruction set of the CPU, the efficiency of physical address extension... Previous
work on the cryptanalysis of reduced-round Serpent [2, 4, 3] was not always consistent in converting
between the two, and assumed 3 processor cycles per memory access - which would seem to require
all memory accesses to be to L1 processor cache. Estimates for the time required to access data in
main memory in the event of a cache miss vary from 75 to 300 cycles, and it is not clear if this figure
is likely to increase or decrease over time, as processor performance improvements increasingly rely on



multiple cores and parallel execution rather than increased clock speed. In 2003, the NESSIE project
[32] gave a figure of 50 cycles per encrypted byte on either the PowerPC G3 or G4 processor as the best
performance for full Serpent; if we extrapolate from this to 800 cycles per block we have a worst-case
estimate of 1 MA = 3/8 of a full Serpent encryption, and we do not have up-to-date figures for more
recent processors to compare this to. It is becoming accepted that there is no easy means to compare
complexity in terms of memory accesses to complexity in terms of cipher operations [19], and this is a
problem we ourselves will encounter when discussing the performance of our attacks in a later section.

For 2R attacks, later research [30] allows us to trade very slight increases in MA and AO complexity
for reduced memory and PED complexities. Let l1, l2 be such that (l1 + l2) = k, where l1 denotes the
number of TPS bits acting on the plaintext, and l2 the number of TPS bits acting on the ciphertext.
Then instead of 2k PEDs, the method need only execute 2l1 partial encryptions (PEs) and 2l2 partial
decryptions (PDs), in addition to est. (2l2 · (6l1 + 4) · 2l1 + 2l1 · (6l2 + 4) · 2l2) = (6k + 8) · 2k AOs
and est. (2l2 · (6l1 + 13) · 2l1 + 2l1 · (6l2 + 13) · 2l2) = (6k + 26) · 2k MAs. Memory complexity is
also improved, since the arrays y and z need only have 2max(l1,l2) entries each, reducing the total to
2k + 2k+4 + 2max(l1,l2)+5 ≈ 2k+4.087 + 2max(l1,l2)+5 bytes.

This algorithm was also generalised for multidimensional linear attacks [30]. Where m is the
number of dimensions, the generalised algorithm requires 2m× the number of MAs and AOs for the
one-dimensional case, plus the complexity of computing 2l1+l2 more transforms on a data set of size
2m to convert correlations to empirical probability distributions, plus the complexity of applying the
convolution method [22] to these distributions.

3.3 Other issues affecting the complexity of the new attack.

The time complexity is affected by the cost of computing a nonlinear function compared to the cost of
a linear function (usually considered negligible), and by the differing numbers of active S-boxes. For
example, this is the nonlinear component of an approximation to DES S5:

1⊕ x5 ⊕ x5x6 ⊕ x2x6 ⊕ x1x5 ⊕ x1x2 ⊕ x1x5x6 ⊕ x1x2x6
It is not clear how to compare the complexity of this to the complexity of the full S-box, as it

is unlikely that an S-box implementation would rely solely on XOR, AND and NOT (to add the
constant term) gates. Moreover, the difficulty of finding, for a given basis and function, the circuit
for that function with the smallest number of gates is a difficult and still open problem [16]. It is to
be assumed that the cryptanalyst would be using S-box implementations chosen to maximise speed,
without regard to such factors as resistance to side-channel attacks which most cipher implementations
would have to address.

Since this may be represented by a lookup table with as many elements as the S-box:

1101110111011101100010001000100011111111111111110000000000000000,

and since its algebraic normal form has a much smaller weight than any co-ordinate function of the
S-box, we will assume that the complexity of calculating this function is ≤ that of computing the full
S-box. Since it must be calculated 2|k2| times for each PED, where Sc denotes the total number of
S-boxes in all the rounds of the cipher, we estimate the time required for each PED to be ≤ (number
of active outer round boxes)/Sc + 2|k2|/Sc of the time required for a full encryption.

In a filtered attack, prior to computing the nonlinear function we must check whether (δ ⊕ µ) is
filtered. This requires either another lookup table or the computation of a second function, and so we
upper-bound the PED complexity with (no. of active outer round boxes)/Sc + 2|k2|+1/Sc.



4 Cryptanalysing reduced-round Serpent.

4.1 Survey of existing attacks.

The various linear, differential-linear and multidimensional linear attacks on reduced-round Serpent
fall into two categories; those based on Collard et al.’s approximations [11, 12, 13, 30] and those based
on the approximation of Dunkelman, Keller et al. [2, 4, 20]. In Appendix A, we point out a few errors
in the existing descriptions of Dunkelman et al.’s approximation.

However, the data complexities of some of these attacks have been underestimated.
Let C denote capacity, and p the probability that the linear approximation holds (so (p−1/2) is the

bias). Let Ps denote the success probability of the attack. In [30], N is equal to 4C−1. This figure is
intended to match the values for N used by Collard et al. in multiple linear attacks. However, Collard
et al. also used N = 4 · |p − 1/2|−2 in conventional linear attacks (apparently to obtain Ps = 0.785
as predicted by Matsui in Table 3 of [27]), and this is 16C−1, not 4C−1. Moreover, Table 3 of [27]
assumes that l = 6 - which is not the case in any of the attacks on Serpent - and the values therein
are calculated using a double integral which does not match that obtained in Selçuk’s later research
[33].

The below equation is Selçuk’s [33] double integral. It allows the success probabilities for various
x such that N = x · |p − 1/2|−2 to be calculated for arbitrary l, assuming that the Wrong-Key
Randomization Hypothesis holds:

Ps =

∫ ∞
−2
√
N |p−1/2|

(∫ u+2
√
N |p−1/2|

−u−2
√
N |p−1/2|

φ(v)dv

)2l−1

φ(u)du (4.1)

However, in the case of Collard et al.’s approximation, the WKRH does not always apply, and so
we cannot use Equation 4.1 directly. If we look at Figure 1, we see that an input difference of 0010
or 1000 to Serpent S2 will always cause the value of y4 to flip - and input difference 1010 will always
leave it invariant. Likewise, input differences 0010, 0100 and 0110 will cause the value of y0 ⊕ y1 ⊕ y2
to flip with probability bias ±1/2.

Figure 1: Table showing probability biases for truncated differentials for Serpent S2, in which input
difference ∆X causes linear combination λY of the output bits to flip with bias ε.



Figure 2 shows that four of the input-end S-boxes for which we guess key bits in the Collard/S-
tandaert/Quisquater attack are affected by this; two with output bitmask 1 and two with bitmask 14.
This means that we can only recover eight of the sixteen key bits for these S-boxes.

Likewise, from Figure 4, we see that an input difference to S4’s inverse (i.e. an output difference
to S4) of 0010, 1100 or 1110 causes the value of x0 ⊕ x2 ⊕ x3 to flip with bias 0.5. Since one of the
active ciphertext S-boxes contributes the parity of these bits to the approximation, the number of bits
that can be recovered is reduced by 2 again. Instead of recovering 108 key bits, we can only recover
98.

Figure 2: Input end S-boxes in Collard et al.’s attack. Dark cells signify active output bits.

Figure 3: Output end S-boxes in Collard et al.’s attack.

Figure 4: Table showing probability biases for truncated differentials for Serpent S4’s inverse, in which
input difference ∆X causes linear combination λY of the output bits to flip with bias ε.

This leaves 22 active S-boxes. For each of these, there are six incorrect keys such that the approx-
imation is expected to hold with an absolute bias equal to half the absolute bias of the correct key.
Let ε denote the value |p− 1/2|. We compared the results of computing Ps using Equation 4.1 with:

∫ ∞
−2
√
Nε

 22∏
i=1

(∫ u+2
√
Nε(1−1/2i)

−u−(2
√
Nε(1+1/2i))

φ(v)dv

)6i(22i )
(∫ u+2

√
Nε

−u−2
√
Nε
φ(v)dv

)2l−
∑22

i=1(6i(
22
i ))

φ(u)du (4.2)



for l = 98. However, the difference was negligible. We deduced that N = 37.63|p−1/2|−2 ≈ 2121.234

was necessary to achieve Ps = 0.785.
In Biham et al.’s linear attack [2], five active plaintext boxes have incorrect key values which

cause the parity of their active output bits to flip with bias 0.5. This reduces the number of key bits
which can be recovered from 140 to 130. The other active plaintext/ciphertext S-boxes all have six
input/output differences which flip the parities of their active bits with bias 0.25, but these have a
negligible effect on the value of Ps.

Figure 5: Active plaintext S-boxes in Biham et al.’s attack.

Figure 6: Active ciphertext S-boxes in Biham et al.’s attack.

Nguyen et al.’s multidimensional “Method 2” attack on 12-round Serpent [30] modifies Collard
et al.’s 9-round approximation by adding a 56-dimensional approximation to the preceding round,
resulting in a multidimensional 10-round approximation. The attack aims for maximum advantage
a = l = 172 with M = (256 − 1).

There are two main statistical frameworks for multidimensional linear cryptanalysis; one based on
the χ2 statistic and the other on the log-likelihood ratio (LLR) [7]. None of the attacks in [30] are
feasible with the χ2 statistic, so we assume that the LLR is used and generalise Equation 4.1 to the
multidimensional case:

Ps =

∫ ∞
−∞

(∫ x

−∞
fW (y)dy

)2l−1
fR(x)dx

=

∫ ∞
−∞

(∫ x

−∞
(M + 1)

(
ΦµW ,σ2

W
(y)M

) 1

σW
φ

(
y − µW
σW

)
dy

)2l−1 1

σR
φ

(
x− µR
σR

)
dx

=

∫ ∞
−∞

(
ΦµW ,σ2

W
(x)M+1

)2l−1 1

σR
φ

(
x− µR
σR

)
dx

For large M and l, this, and its generalisations when the WKRH does not hold, are not easy to
calculate numerically. With M = 256 − 1, Wolfram Mathematica fails to complete the calculation.
As a result, we are currently forced to rely on the approximate statistical framework for the case in
which key-ranking is used [7], based on Normally-approximated order statistics [18, 33, 7]. We begin
by addressing an error in this framework.

Let b denote the value Φ−1( M+1
√

1− 2−a). The following equation is derived in [7] using the
incorrect approximation a ≈ (b2/2)− log2(M + 1):

a ≈ (
√
NC − Φ−1(Ps))

2/2− log2(M + 1) (4.3)

Using the approximation b ≈ Φ−1(1− 2−a−log2(M+1)) instead, we obtain a very different equation:

a ≈ 0.72(
√
NC − Φ−1(Ps))

2 + log2(
√
NC − Φ−1(Ps)) + 1.325− log2(M + 1) (4.4)

There is also the “linear hull” effect to consider. Approximations with the same input and output
bitmasks, but following different paths through the cipher, may cause the actual distribution to differ



from that predicted theoretically. Figure 4 of [10] shows the results of experiments on a cipher similar
to Serpent [25]. In these, as the number of rounds increases, the magnitude of the bias calculated
with the Piling-Up Lemma increasingly underestimates that of the actual bias, and the extent of this
underestimate varies significantly depending on the key value. The LLR statistic in multidimensional
linear cryptanalysis rewards high Kullback-Leibler distance from the uniform distribution, and low
distance from the theoretical distribution, equally [17], and the linear hull effect clearly interferes with
the second part of this.

The capacity claimed by Nguyen et al. for this attack is 2−116. However, this is incorrect:

• The various 2−4m terms in their Equation 2 correspond to ±2s in the columns of Serpent S2’s
linear approximation table, and should therefore be 2−3m.

• The equation multiplies (4× the square of the bias of the rest of the approximation) by (the sum
of some individual S-box biases). These S-box biases should be multiplied by 2 when calculating
the overall bias using the Piling-Up Lemma, and Equation 2 should have multiplied by the sum
of the squares of these doubled biases.

• The term 8m assumes that all ±2s in the relevant LAT columns for the relevant active S-boxes
contribute towards the attack’s capacity. However, any approximation which is the sum of an
even number of the 56 base approximations will have output bitmask 0, and hence zero bias.
After writing a script to quantify the effect of this, we discovered that at least four nonzero
entries in the LAT columns for output bitmasks other than 0001, 1110 and 1111 must fail to
contribute to the attack’s capacity. The highest value this term can take is therefore 4m.

We therefore recalculate the capacity as follows:

C ≤ (2−58)2
11∑
m=0

(
11

m

)
4m211−m44[(215(2−3m2−2(11−m)2−2×4))2]

= 2−120.565

Solving Equation 4.4 with the recalculated capacity, we obtain a data complexity of N ≈ 2128.956,
in excess of the size of the codebook and hence invalidating the 12-round Method 2 attack.

A wrong key is far more likely for this sort of attack to have a randomising effect, since each
active S-box may contribute more than one bit or sum of bits to the 56 “base” approximations in the
multidimensional attack, and a wrong key value for one S-box is less likely to flip all of these with
high or indeed any bias than just one. We believe that the WKRH is sufficiently valid for the active
plaintext boxes to make little or no difference to Ps in the multidimensional attacks of [30].

The “Method 1” attack from the same paper consists of 2128 separate 1R attacks with key guessing
on 48 bits in the final round (only 46 of which we can recover). The data complexity for one such 1R
attack must lower-bound the value of N . For capacity 2−118.565, we obtain N ≥≈ 2125.813, but note
that this may be adversely affected by the linear hull effect.

We also consider [30]’s attacks on 11-round Serpent. In the case of the attack with twelve active
S-boxes in the final round, only 46 of the 48 attacked bits can be recovered. We solve Equation 4.4
for capacity 2−118.565 and Ps = 0.785, and obtain N ≈ 2125.813. In the case of the attack with eleven
active final-round S-boxes, we obtain N ≈ 2127.784.

(These figures do not take into account the linear hull effect, as there is no way to quantify it.)
If the LLR statistic is used, the convolution method [22] for converting empirical probability

distributions into scores for key candidates requires 2k((6m+ 13)·2m) MAs + 2k((6m+ 4)·2m) AOs.
Finally, we consider the differential-linear attacks. In Indesteege et al.’s chosen-ciphertext attack

on 11-round Serpent [20], two active plaintext boxes (both Serpent S4) contribute bit y4 to the attack.
Since three input differences cause this bit to flip with bias ±0.5, the attack recovers 56 key bits
instead of 60. For the other differential-linear attacks [20], all key bits are obtainable and the effect
of the bias ±0.25 parity flips on Ps is negligible.



Figure 7: Active plaintext S-boxes in Biham et al.’s reverse-direction CC differential-linear attack.

Rounds Type of attack Data Time (analysis)

11 Linear [2] 2121.728 KP 2188.1 E

11 Linear [2] 2121.728 KP 296 PE + 244 PD + 2149.73 AO + 2149.76 MA

11 Linear [13] 2121.234 KP 260 PE + 248 PD + 2117.36 AO + 2117.4 MA

11 Multidim. lin. [30] 2125.813 KP 248 PD + 2114.087 AO + 2114.134 MA

11 Multidim. lin. [30] 2127.784 KP 244 PD + 2110.055 AO + 2110.103 MA

11 Differential-linear [20] 2121.8 CP 2135.7 MA

11 Nonlinear (this paper) 2120.357 KP 280 PE + 248 PD + 2139.6 AO + 2139.63 MA

11 Nonlinear (this paper) 2117.317 KP 260 PE + 276 PD + 2149.69 AO + 2149.72 MA

11 Filtered NL (this paper) 2116.508 KP 260 PE + 276 PD + 2151.69 AO + 2151.72 MA

11 Nonlinear (this paper) 2115.44 KP 260 PE + 280 PD + 2153.73 AO + 2153.76 MA

11 Filtered NL (this paper) 2114.55 KP 260 PE + 280 PD + 2155.73 AO + 2155.76 MA

11 Differential-linear [20] 2113.7 CC 2137.7 MA

12 Differential-linear [20] 2123.5 CP 2249.4 E

12 Multidim. lin. [30] ≥ 2125.813 KP 2128 PE + 248 PD + 2242.087 AO + 2242.134 MA

Table 2: Attack complexities. In most cases Ps = 0.785 (or slightly higher.) The chosen plaintext
attacks of Biham et al. have Ps = 0.84, and the chosen-ciphertext attack has Ps = 0.93. The
time complexity for Biham et al.’s linear cryptanalysis varies depending on whether the new analysis
method of Collard et al. is used, or whether an earlier method [2] is. Table entries in bold signify that
the method may not work as claimed depending on the linear hull effect. E = full encryptions of the
reduced round cipher. PE = partial encryptions. PD = partial decryptions.

Rounds Type of attack Time (analysis) summary Mem Bits recovered

11 Linear [2] 2188.1 E * 130

11 Linear [2] 2137.08 E + 2149.76 MA 2144.087 130

11 Linear [13] 2104.71 E + 2117.4 MA 2112.087 98

11 Multidim. linear [30] 2101.437 E + 2114.134 MA 2108 46

11 Multidim. linear [30] 297.405 E + 2110.103 MA 2104 44

11 Differential-linear [20] 2135.7 MA 276 48

11 Nonlinear (this paper) 2126.95 E + 2139.63 MA 2133.17 118 k1
11 Nonlinear (this paper) 2137.04 E + 2149.72 MA 2141.585 128 k1, 4 k2
11 Filtered NL (this paper) 2139.04 E + 2151.72 MA 2142.585 128 k1, 6 k2
11 Nonlinear (this paper) 2141.08 E + 2153.76 MA 2145.585 130 k1, 4 k2
11 Filtered NL (this paper) 2143.08 E + 2155.76 MA 2146.585 132 k1, 6 k2
11 Differential-linear [20] 2137.7 MA 299 56

12 Differential-linear [20] 2249.4 E 2128.5 160

12 Multidim. linear [30] 2229.437 E + 2242.134 MA 2108 174

Table 3: Attack complexities cont. Memory is measured in bytes. The memory required for the attack
of [2] when the analysis method of [13] is not used is unclear, and the relevant sources [2, 13] disagree
on this. 212.65 AOs are needed for an 11-round Serpent encryption, and 212.78 AOs for twelve rounds.



4.2 Nonlinear attacks on 11-round Serpent-192 and Serpent-256.

In this section, we describe various modifications to Collard et al.’s Approximation D2 [12], which will
allow us to attack 11-round Serpent using nonlinear approximations.

The simplest change is to replace the (input bitmask 12, output bitmask 10) approximation in the
first round (affecting bits 16, 17, 18, 19) with x2 ⊕ x1 ⊕ x1x4 = y1 ⊕ y3. Doing this gives us 20 active
plaintext S-boxes, increasing |k1| to 128. However, four such boxes contribute a bit (or parity) that
can flip with bias ±0.5 for various input differences, as does one of the active ciphertext boxes. We
can therefore recover only 118 bits of k1. One of the bits affected by this is involved in the quadratic
term of the nonlinear approximation, so we cannot recover any k2 bits. The memory requirements are
increased to 2(128+2)+2(128+5) = 2133.17 bytes.The time complexity of the analysis phase also increases,
and is dominated by 4·(6×128 + 8)·2128 = 2139.6 AOs and 4·(6×128 + 26)·2128 = 2139.63 MAs.

We estimate the number of AOs per reduced-round encryption by counting the number of AOs in
Serpent’s bitslice implementation [1]. We assume that Osvik’s implementation of S-box 6 [31] is used.
This gives us 212.65 AOs per 11-round encryption, and 212.78 per 12-round encryption. We therefore
obtain time complexity of 2126.95 encryptions + 2139.63 MAs.

The capacity is multiplied by (6/4)2 = 2.25. The increased number of k1 bits, and the need to
deal with 22 relateds, effectively raise l to 130. The ten bits which cannot be deduced reduce this to
120 for the purposes of calculating N and we obtain Ps = 0.8 with N = 2120.357.

We now consider a situation in which the entire first round approximation remains linear. We
replace the final-round x1 ⊕ x3 ⊕ x4 = y2 approximation on state bits 96-99 with x1 ⊕ x3 ⊕ x4 =
y2 ⊕ y1 ⊕ y2y4, and also replace x3 ⊕ x4 = y4 (bits 76-79) with x3 ⊕ x4 = y4 ⊕ y3 ⊕ y1y3. The total
number of active S-boxes increases to 34. We have replaced a bias 4 approximation and a bias 2

approximation with two bias 6 approximations, multiplying capacity by
(
6×6
4×2

)2
= 20.25. The value

of l is effectively increased to (140-8) = 132 for the purposes of calculating N , and N = 2117.317 gives
Ps ≈ 0.8. The memory requirements are increased to 2141.585. The time complexity of the analysis
phase is dominated by 16·(6·136 + 26)·2136 = 2149.72 MAs and 16·(6·136 + 8)·2136 = 2149.69 AOs.

Figure 8: Left-hand graph shows mean advantages for attack on four round SPN with 4× 4 S-boxes
using: linear approximation (red), nonlinear approximation (grey), nonlinear approximation in filtered
nonlinear attack (black). Right-hand graph shows results of alternate calculation for average advantage
in which the mean rank obtained was input to the formula for advantage.

If we utilise filtering here, the number of active S-boxes does not change. The biases of the eight
relateds for each of the S-box approximations become (6,−4,−4, 2, 0, 0, 0, 0), allowing us to attack all
six k2 bits. Memory requirements increase to 2142.585, and the time complexity of the analysis phase
increases to 64·(6·136+26)·2136 = 2151.72 MAs and 64·(6·136+8)·2136 = 2151.69 AOs. For the purposes
of calculating N , l is effectively equal to 134, and the capacity is multiplied by (16/9)2. However,
the need to effectively discard 9/16 of our KP pairs means we must calculate N as if it were only
multiplied by (16/9), and we obtain N = 2116.508.

To reduce the data complexity further, we could replace the x1 ⊕ x3 ⊕ x4 = y2 approximation on



state bits 116-119 with a nonlinear approximation, instead of replacing x3 ⊕ x4 = y4. The capacity
is then multiplied by 81 instead of 20.25, and we activate 35 S-boxes. We obtain time complexity
16·(6·140 + 26)·2140 = 2153.76 MAs and 16·(6·140 + 8)·2140 = 2153.73 AOs with memory complexity
2145.585. For the purposes of calculating N , l is effectively increased to (144-10)=134, and N = 2115.338

yields Ps = 0.8.
Again, we can employ filtering here. The number of active S-boxes is still 35, and all six k2 bits

can now be attacked. The memory complexity increases to 2146.585, and the time complexity to 2155.76

MA and 2155.73 AO. To calculate N , since one less S-box is affected by the “WKRH max-bias” issue
than before, l is effectively (146-8)=138 and we obtain N = 2114.55.

5 Conclusion.

We have obtained nonlinear approximations for block cipher S-boxes with higher absolute bias than
their best linear approximations. We have also derived algorithms which can use the new approxi-
mations in attacks, and calculated the complexities for these new attacks. Having done this, we have
presented nonlinear attacks on 11-round Serpent with better data complexity than any other known-
plaintext attack, as well as the best time complexity of any attack so far on 11-round Serpent-256.
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Appendices

A Errors in the description of the Dunkelman/Keller approximation

In the original description of Biham et al.’s linear approximation [2], on page 20, after S6 is applied
the only active bit in the state is bit 30. In later papers [4, 20], after the application of S6, bit 28 is
shown as active instead of bit 30. In private email correspondence, one of the authors informed us
that bit 28 was correct.

The Serpent diffusion layer is then applied, after which the active bits according to the diagram
are 80, 101 and 103. However, the xor of diffusion layer output bits {80, 101, 103} is the xor of input

http://eprint.iacr.org/2010/143
http://www.isg.rhul.ac.uk/~sean/Linear_Hull_JMC-Rev2-llncs.pdf
http://www.isg.rhul.ac.uk/~sean/Linear_Hull_JMC-Rev2-llncs.pdf
http://www.cosic.esat.kuleuven.be/nessie/deliverables/D21-v2.pdf
http://www.cosic.esat.kuleuven.be/nessie/deliverables/D21-v2.pdf


bits {4, 22, 35, 44, 46, 57, 62, 75, 86, 96, 97} - and is therefore unaffected by either bit 28 or bit 30. In
the same correspondence mentioned above, this was revealed to be a typographical error - the active
bits shown at this point should have been 81, 83 and 100.
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