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Abstract. Designing block ciphers targeting resource constrained 8-bit
CPUs is a challenging problem. There are many recent lightweight ci-
phers designed for better performance in hardware. On the other hand,
most software efficient lightweight ciphers either lack a security proof
or have a low security margin. To fill the gap, we present RoadRunneR
which is an efficient block cipher in 8-bit software, and its security is
provable against differential and linear attacks. RoadRunneR has lowest
code size in Atmel’s ATtiny45, except NSA’s design SPECK, which has
no security proof. Moreover, we propose a new metric for the fair com-
parison of block ciphers. This metric, called ST/A, is the first metric to
use key length as a parameter to rank ciphers of different key length in
a fair way. By using ST/A and other metrics in the literature, we show
that RoadRunneR is competitive among existing ciphers on ATtiny45.
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1 Introduction

As the price of small electronic devices decreases, notions like ubiquitous com-
puting, Internet of things, and smart buildings become more popular each day.
RFID tags and low cost 8-bit CPUs are commonly deployed in these applica-
tions. Atmel’s ATtiny45, one of commonly used 8-bit CPUs, costs less than $1
[1]. This availability and programmable nature make these CPUs a good choice
for many applications such as wireless sensor networks (WSNs).

One of the main problems in such applications is the security and privacy
of information shared between devices. In many applications, data is shared
between the nodes and the server over the air. Hence, an attacker can possibly
get private information, or even change it for her/his benefit. For this reason,
it is required to use cryptographic algorithms in these applications. Since the
nodes are resource constrained in terms of memory, frequency and energy, use
of lightweight cryptography becomes the best option in these applications.

Block ciphers are one of the main primitives for cryptographic applications.
Therefore, the design of lightweight block ciphers has attracted many researchers’
attention, especially in the last 10 years. There are many designs, some with



innovative ideas, such as LBlock [45], LED [26], PRESENT [10], PRINCE [12],
PRINTCIPHER [32], SEA [41], TEA [44], SIMON and SPECK [5], ITUbee [28],
PRIDE [3], and RECTANGLE [47]. Most of these algorithms used building
blocks to optimize hardware implementations. For this reason, many of these
algorithms are not a good choice for software applications in 8-bit CPUs. On the
other hand, some more recent designs such as ITUbee, SPECK, PRIDE, and
RECTANGLE are focused on performance in software to be an alternative in
low cost CPUs. Some of these recent ciphers use bitslice substitution layers (S-
boxes) where Boolean operations on CPU words are used to describe the S-box.
By this approach, look-up-tables can be avoided which saves code size and CPU
clock cycles. Moreover, since bitslice ciphers use small S-boxes, their hardware
areas are small.

Another problem in block cipher design is the comparison of efficiencies of
different ciphers for an application, and sometimes for academic purposes. Each
platform and application has its own constraints and a simple comparison of area
or throughput values are neither enough nor fair. Formulas for ranking block
ciphers using the area-speed characteristics are needed, since implementation
methods affect both values.

W is one metric offered in [11] to make a fair comparison of block ci-
phers in different hardware implementation methods (serial, parallel, pipe-lined,
etc.). Badel et al. [4] expanded this definition by considering the possibility to
trade-off throughput for power in energy-critical applications. Their formula is
called Figure Of Merit (FOM) and defined as 722249424t This formula is further
improved by Khoo et al. [29] by calculating throughput at the minimum round
number that the cipher is secure according to a security metric, and called this
comparison metric as Figure Of Adversarial Merit (FOAM). In their paper, this
security metric is the number of active S-boxes in differential and linear trails.

In [20], a new definition of FOM for software implementations was given. In
that paper, authors suggested summing each performance indicator (code size,
ram size, cycle counts) divided by the minimum of that value in the compared
ciphers in a weighted manner, i.e., by multiplying each indicator with its corre-
sponding weight. In this approach, hardest part is to find reasonable and useful
weights, and they selected all weights as 1. None of the metrics above use key
size in their formula. Therefore, there is no fair way of comparing ciphers of
different key sizes using the metrics in the literature.

1.1 Owur contribution

We designed a new lightweight block cipher, RoadRunneR, with the goal of ef-
ficiency (especially in 8-bit low cost CPUs) and provable security in terms of
minimum number of active S-boxes in differential and linear trails. The cipher is
especially designed to have a very low code size, while having high throughput.
Simulation results showed that on ATtiny45, our cipher have the least code size
among other compared lightweight ciphers, except NSA’s design SPECK which
has no provable security properties to determine the round number. Our pre-
liminary cryptanalysis showed that RoadRunneR have a relatively high security



margin in contrast to most lightweight ciphers. RoadRunneR has variable area-
time-security trade-off characteristics with different implementation methods so
that it can fit the needs of specific application it may be used in.

Moreover, we defined a new efficiency comparison metric for block ciphers
which (to the best of our knowledge for the first time) takes into account the key
size of the cipher. Using this metric, we could compare block ciphers with differ-
ent key sizes in a fair way. To compare RoadRunneR with existing lightweight
ciphers, we used this metric and the classical ones. We gave comparison results
for both the original round numbers and in the round numbers as suggested in
FOAM approach. We used ATtiny45 for benchmarking, since it is one of the
lowest cost 8-bit CPUs and there are many recent ciphers implemented in this
device in the literature.

The organization of the rest of the paper is as follows: In Section 2, we
define our new cipher RoadRunneR and give the design criteria of it. Preliminary
cryptanalysis of RoadRunneR against known attacks is presented in Section 3.
Our new comparison metric for block ciphers is given in Section 4. We give
performance results of RoadRunneR and compare it with existing block ciphers
using our new metric and other known metrics in Section 5. Section 6 concludes
the paper.

2 Definition and Design Rationale of RoadRunneR

In the design of RoadRunneR, our main objectives were the following:

1. Implementation efficiency in 8-bit CPUs,

2. No table and SRAM usage,

3. Low decryption overhead,

4. Provable security like in wide trail design strategy [17]

We could achieve these objectives as shown in the rest of the paper. Our main
focus was on reducing memory. This is because low cost 8-bit CPUs have program
memory of only a few kilobytes (KB). In most applications this memory is shared
by some other algorithms (such as interrupt service routines) and possibly a real
time operating system. So reducing memory footprint is beneficial in our target
platform.

In [39], it is stated that a hardware implementation of a lightweight block ci-
pher targeting RFID tags and WSNs should cost less than 2000 gate equivalent
(GE). For software implementations there is no stated bound, but we believe
that 1KB memory should not be exceeded for a lightweight block cipher imple-
mentation.

2.1 General Structure

RoadRunneR is a Feistel-type block cipher, shown in Figure 1, with 64-bit block
size and 80-bit or 128-bit key lengths. 80-bit key requires 10 rounds and 128-bit
version is 12 rounds. Initial and final round whitening is used which XOR’s the



whitening keys (W Ky and W K}) to the left part of the state. There is no swap
operation in the final round. Decryption uses the same round function where the
order of whitening keys, round keys and constants are reversed.
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Fig. 1. Figures of functions in RoadRunneR. Feistel structure on left, F' function on
top right, and SLK function on bottom right.

If the state is shown as zg||x1]| ... ||z7, each round function F' takes most sig-
nificant (leftmost) 4 bytes of the state, that is ||z ||z2||z3, as input data, 1-byte
C; as constant, and 96-bit round key. Output of F' is XORed to 4|5 zs||z7. F
is a 4 round substitution-permutation-network (SPN) type function as shown on
top right of Figure 1. In that figure, SLK is the consecutive application of S-box
layer (5), diffusion layer (L), and key addition (K), as shown on the bottom
right. The last function S is the same S-box layer in SLK. After the second
SLK function, round constant is XORed to the least significant byte (rightmost
byte, i.e., x3) of the state. For round ¢ = 0,1,..., NR — 1, the round constant
is C; = NR — i, where NR is the number of rounds, and C; is represented as



8-bit little endian integer, that is 12 = 00001100, 11 = 00001011, etc. Round
constants prevent simple slide attacks [8] and makes the round function to be
different for different rounds. 4-round SPN-like structure ensures high number
of active S-boxes for an active F.

In the SLK function, first a bitslice S-box layer is applied on 4 words of 8
bits. This layer can be seen as parallel application of 4-bit S-boxes to the i*" bit
of each word, and writing the outputs to the same location (i'* bit) again. This
is the best S-box in terms of security and efficiency (on CPUs) found in [42].
S-box layer is described in Section 2.2. After the S-box layer, a diffusion matrix
L is applied to each byte independently to ensure diffusion inside the bits of a
byte. L is designed such that it provides good diffusion and can be efficiently
implemented even on the simplest CPUs. Definition and design criteria of L will
be described in Section 2.3.

2.2 S-box layer

Using bitslice S-boxes has become more popular in the last 10 years, especially
with the recent advances in lightweight cryptography. Block ciphers such as
NOEKEON][16], SEA[41], PRIDE[3], and RECTANGLE[47] use bitslice S-boxes
with different S-box layer design strategies. Bitslice S-box structure has advan-
tage in both hardware and software implementations. In software, the permuta-
tions before and after the S-boxes disappear. In hardware, on the other hand,
they can be implemented by a simple wiring which consumes no extra area.
Since S-boxes of large bit size and high non-linearity have a complicated circuit
representation, 3-bit and 4-bit S-boxes are used in bitslice ciphers.

In RoadRunneR, an efficient bitslice S-box is used so that it can be imple-
mented in a small number of bit-wise operations on CPU words. The table of
S-box is given below:

o
—

213141516|789|A|IB|[CDE|F
816 ID|5 [F|7 |C|4 [E|2 (3|91 B|A

Input
Output

o

This S-box was found in [42] by a brute force search on possible assembly
code combinations. The search space was restricted to 4 input words, a single
temporary word, and following instructions: AND,OR,X0R,NOT,and MOV. For the
best 4-bit S-boxes, maximal correlation and differential probabilities are 272
They experimentally found that the minimum number of instructions to generate
such a bitslice S-box layer is 9. The selected S-box in RoadRunneR satisfies this
property. The assembly code of the S-box for Atmel’s 8-bit CPU’s is as follows
(X0 is the most significant byte entering the S-box layer):

; S-box layer

mov TO,X3 ; State words : X0,X1,X2,X3
and X3,X2 ; Temporary word : TO

eor X3,X1

or X1,X2



eor X1,X0
and X0,X3
eor X0,TO
and TO,X1
eor X2,TO

2.3 Diffusion layer

After the bitslice S-box layer, we used a linear function on each byte of the state
to provide diffusion inside 8-bit words. So we needed an efficient linear function
operating on bytes. One classical solution for such a linear function for CPUs is
using XOR of shifted and rotated values of the input word.

On ATtiny45 (and on most low cost 8-bit CPUs), there is no parametric shift
or and no rotation instruction. So, to shift and/or rotate a byte for parametric
values multiple cycles are necessary which consumes program memory and clock
cycles. 1-bit left rotation can be done in 2 instructions if ADC instruction is
used, whereas 1-bit right rotation can be done in 3 cycles using BST and BLD
instructions. There is another instruction that swaps halves of a byte, which
results in a 4-bit rotation.

Using these instructions, we try to build linear functions of the form L(z) =
(r 1) ® (v < j) @ (v K k) to use in RoadRunneR, where x < ¢ represents
i-bit rotation of the CPU word x to the left. Linear layers of this form are
guaranteed to be invertible and all have branch number 4. Branch number of a
matrix L is defined as follows:

BN (L) = mingzo{hw(z) + hw(L(z))}

where hw(z) denotes the Hamming weight of a binary vector x. This number
gives the minimum number of active S-boxes in two consecutive rounds. Besides
the branch number, we calculated the minimum number of active S-boxes in 4
round SPN structure of F' with each L matrix candidate. Table 1 shows the best
linear functions (less then 15 instructions for two matrix multiplications) found
in our search :

Table 1. Best L matrices under given constraints.

Matrix|i, 7, k|# of instructions (for|Minimum # of Active
two matrix mult.) S-boxes in F

Ly 0,1,2 13 10

Lo 0,14 11 8

L3 0,1,5 11 8

Ly 0,4,5 11 8

Ls 1,4,5 11 8




From the Table 1, we have chosen L; as our diffusion layer matrix since it
provides good diffusion and performance. The minimum number of differentially
active S-boxes in an active F' using the above linear layers is calculated in a
truncated manner, i.e., it is independent of the selected S-box. We could analyze
this using an observation in [25] which gives:

a=xoVaVayVay~ Llxg)V Lx1]V L[z V Lixs] = (1)

where x;’s are 8-bit words, set bits in « and 3 gives the active S-box positions
entering into the S-box layer and after the linear layer respectively. Since there
are multiple choices for z;’s to produce the same «, some input truncated active
S-box pattern will have multiple possible outputs, which we call transitions.
«a ~ [ means that there is a transition from « to §. Since word size is 8 bits
and there are 4 words, we could search for all possible transitions of active S-box
positions while passing an SLK using an exhaustive search of 232 complexity.
Here we tried all possible values of xgl||z1||z2|z3 to generate o ~ ( transitions.

Using the truncated transitions, we generated a directed graph of 256 vertices.
In this graph, vertices are 8-bit numbers representing active S-box positions. If
vertices a and [ satisfy a ~» [, this is shown as a directed edge from the
vertex « to vertex 8. Using that graph, starting from all possible vertices (except
0), we tried all possible directed paths of 4 vertices, summing the Hamming
weights as the number of active S-boxes. Minimum weight in these paths give
the minimum number of active S-boxes in an active F. Linear characteristics
follow very similar patterns because of the definition of matrices and F' function’s
symmetric structure.

The selected matrix have single non-trivial fixed point which is FF in hex-
adecimal notation. In truncated active S-box transition notation, we have the
following fixed points: 77,7F,BB,BF,DD,DF,EE,EF,F7,FB,FD,FE,FF. So we can
say that there are at least 6 active S-boxes whenever an analysis require to use
the same active S-box positions before and after SLK.

The AVR assembly code for 2 matrix multiplication is given below. The
rationale behind using two matrix multiplication is to use single cycle 16-bit
copy operation MOVW on inputs of our matrix (1sb and msb denotes least and
most significant bits respectively).

; State registers . X0,X1

; Temporary registers : TO,T1,ZERO (value in ZERO is 0)

movw TO,XO ; TO,T1 <- X0,X1

1s1 TO ; msb of TO is moved to carry flag

adc TO,ZERO ; Since ZERO is O, this moves msb in carry to 1lsb
eor TO,X0

1sl1 TO

adc TO,ZERO
eor XO0,TO
1s1 T1

adc T1,ZERO



eor Ti1,X1

1sl1 T1
adc T1,ZERO
eor X1,T1

2.4 Key schedules

RoadRunneR can take 80-bit or 128-bit keys. RoadRunneR-80 and RoadRunneR-
128 denotes 80-bit and 128-bit key versions respectively. For both key sizes, key
schedules have the same simple description: Start from the beginning of the
master key, whenever a new 32-bits of key material is required, continue on the
master key in a circular way.

For example, if master key is 128-bit, it will be divided into 4 words of 32-bit
as A||B||C||D. Initial whitening key is A, first round key is B-C-D, second round
key is A-B-C, etc. Same key words appear in the same place in a period of 4
rounds. For 80-bit key schedule, master key is divided into 5 words of 16-bit :
A||B||C||D||E. In this nomenclature, whitening key is A||B; first round key is
(C||D)-(E|A)-(B||C); second round key is (D| E)-(A|B)-(C||D), etc. There is
a 5-round period in this schedule, so round number is chosen as a multiple of 5.
Complete list of master key words used in rounds is given in Table 2.

Table 2. Key Schedules of RoadRunneR.

80-bit Key Schedule 128-bit Key Schedule
Master key = A||B||C||D||E |Master key = A||B||C||D
Initial Whitening : A||B Initial Whitening : A
Rounds Key Words Rounds| Key Words
0,5 (C||D)-(E||A)-(B||C)|0, 4, 8 B-C-D

1,6 (D||E)-(A||B)-(C||D)|1, 5, 9 A-B-C

2,7 (EJA)-(B||C)-(D|| E)|2, 6, 10 D-A-B

3,8 (A||B)-(C||D)-(E|A)|3, 7, 11 C-D-A

1,9 |(BIO)-(DIE)-(A|B)

Final Whitening : C||D Final Whitening : B

3 Security of RoadRunneR

For the attacks on reduced round numbers, we assume that there is an initial
and final whitening in reduced versions on the left hand side of the cipher, and
no swap is applied in the last round. Final whitening is the next key word in the
key schedule.

Whitening is only applied to left sides to prevent attackers from using known
bits of the cipher’s intermediate round values. There is no need to XOR whitening



key on right halves to provide this property. In most of the attacks, extending
the attack by even one round is not possible since this requires to search for all
128-bit keys (in 128-bit key version) because of the whitening. So, we can say
that whitening keys play a crucial security role in RoadRunneR, and cannot be
omitted in the attacks.

Since the key schedule uses the master key without any change while using
in the rounds, we have no security claim against related key attacks. Related key
attacks are easier to defend on the protocol level, and some of the lightweight
ciphers do not consider this attack as well, such as PRINCE and PRIDE. Hence
we used this assumption in RoadRunneR. In fact, each F' can be passed with
only two active S-boxes in a related key attack, with total of 24 active S-boxes.
This total number may be further reduced in a more detailed analysis.

3.1 Differential and linear attacks

Differential attack [6] and linear attack [37] are two most successful attacks on
block ciphers. RoadRunneR has provable bounds on minimum number of dif-
ferentially active S-boxes, which shows that there is no useful differential char-
acteristic for 5 rounds or more. Since the transpose of our diffusion layer have
similar properties and F' function have a symmetric structure, differential and
linear properties (in a truncated manner) of RoadRunneR are the same. So
whenever we mention active S-boxes, we mean both differentially and linearly
active S-boxes.

As we have mentioned in Section 2.3, the minimum number of active S-boxes
in an active F' is 10. Note that this number is better than the value suggested by
branch number, which is 8 for 4 rounds (since branch number is 4). There are 8
truncated trails of 10 and 11 active S-boxes, and all of them start with 1 active S-
boxes. Moreover, the characteristics starting with the same input pattern follow
the same path for round 2 and 3, that is only the last round is different for
minimal weight paths. These paths are given below.

Weight 10: Weight 11:

01 --> 07 --> 1B --> 41 01 --> 07 --> 1B --> 49
02 --> OE --> 36 --> 82 02 --> OE --> 36 --> 92
04 --> 1C --> 6C --> 05 04 --> 1C --> 6C --> 25
08 --> 38 --> D8 --> 0A 08 --> 38 --> D8 --> 4A
10 --> 70 --> B1 --> 14 10 --> 70 --> B1 --> 94
20 --> EO --> 63 --> 28 20 --> EO --> 63 --> 29
40 --> C1 --> C6 --> 50 40 --> C1 --> C6 --> b2
80 --> 83 --> 8D --> A0 80 --> 83 --> 8D --> A4

We experimentally checked some high probability differential characteristics
of F starting with one active S-box to see if the probability of characteristics and
differentials are close or not. In our experiments, we did not see any significant
increase in differential probability, from the theoretically calculated characteris-
tic probability. So we assumed that each active S-box multiplies the probability
with 272, and an active F' has approximately 272° probability.



We also calculated the minimum number of active S-boxes in r-round Road-
RunneR for 4 < r < 6, again in a truncated manner. This is done by an ex-
haustive search, thanks to the graph we mentioned in Section 2.3. Utilizing that
graph, we could generate all possible truncated active S-box transitions on F
function, together with their minimum number of active S-boxes. In our search
of minimum number of active S-boxes in r-rounds RoadRunneR, we try all possi-
ble truncated input difference patterns to the cipher and follow an r-round path
using branching over F' and Feistel XORs, counting number of active S-boxes in
all F' functions. Whenever two truncated difference meet in an XOR of Feistel
scheme, we tried both cases with a difference and without difference. Table 3
shows minimum number of active S-boxes for rounds from 4 up to 6, together
with the percentage of active S-boxes.

Table 3. Minimum number of truncated active S-boxes for rounds.

Round 4 5 6
# of Active S-boxes |26 36 48
Percentage 20.3% |22.5% [25%

Note that these bounds are better than the classical bounds on Feistel ciphers
with invertible F' function, which gives 2, 3 and 4 active F' functions in 4, 5, and
6 consecutive rounds respectively. In that classical approach, since an active F’
has at least 10 active S-boxes, the bound is 20, 30 and 40 active S-boxes for 4,
5, and 6 rounds, whereas we found 26, 36, and 48 active S-boxes for these round
numbers in our search. We believe that the active S-box percentage values are
very good for such a lightweight linear layer. Table 3 proves that there is no useful
differential characteristic (or linear trail) in 5 or more rounds of RoadRunneR,
since the probability is at least 2772,

We listed all paths with minimum number of S-boxes in our search. By ob-
serving the trails, we saw that there were no clustering in best trails, i.e. no
paths starting and ending with the same active S-box positions in 5 rounds.
This gives confidence that characteristic and differential probabilities are very
close in the whole cipher. Hence, we believe that 5 round RoadRunneR is secure
against classical differential and linear attacks.

There are many attacks derived from differential attack and linear attack.
Some examples are: higher order differential attack [34], boomerang attack [43],
multidimensional linear attack [13], differential-linear attack [35], etc. In general,
these extension attacks do not give better results then classical differential and
linear attacks. We think that the same is true for RoadRunneR. Since all key
material is used in the first and last rounds with the use of whitening keys, it is
hard to apply 1R and 2R attacks.

10



3.2 Impossible differential attack

In impossible differential attack [7], truncated differentials with probability 1
are used to find a difference contradiction in middle rounds. This contradiction
is then used to eliminate wrong keys in the extra rounds added before and
after the characteristic. For Feistel ciphers, there is a generic 5 round impossible
differential characteristic [31] as follows:

(0, Aa) % (0, Acv)

Since the round function of RoadRunneR has a four round SPN structure,
we could not find impossible differential characteristic for more than 5 rounds.
On the other hand, all key material is used in the first and last round when
whitening keys are considered, so we believe that impossible differential attack
cannot be applied to more than 6 rounds of RoadRunneR.

3.3 Integral attack

The integral attack (or square attack) was demonstrated in [14] as a custom
attack to SQUARE block cipher. It was also applied to Rijndael which become
AES, and many other ciphers. In this attack, all possible values are given to
specific bit blocks in the plaintext, and other bits are kept constant. After some
rounds of encryption, fixed sum (generally zero) in specific ciphertext bit loca-
tions are expected.

Because of the 4 round SPN structure in F' function, giving all possible values
to a single S-box do not give too many rounds in an integral attack. The best
attack can be achieved by 32-bit active block on the right half of the plaintexts
as in the following:

(0,4) = (A4,0) —» (A4, A) —» (B, A) — (1, B)

Here, A denotes an active 32-bit block where all possible values are seen. B is
a balanced block, that is XOR sum of values are zero. An undetermined block is
represented by a ? mark. This characteristic cannot be extended to more rounds.
Therefore, we do not think that square attack threatens RoadRunneR for more
than 6 rounds.

3.4 MITM-type attacks

All state bits are affected by all key bits after 3 rounds of RoadRunneR encryp-
tion. Moreover, when the matching variable in a Meet-In-The-Middle (MITM)
attack is selected in the right half of the state at the output of round 3, it is
not possible to add even 2 rounds because of the fact that all key bits affect
that variable in the decryption direction after 2 rounds. Same ideas apply for 2
rounds at the beginning and 3 rounds at the end case due to the Feistel structure.
Hence, MITM attack cannot be applied to more than 4 rounds.

11



There are some extensions of MITM attack such as multidimensional MITM
[48], Demirci-Selguk attack [18], and MITM attacks with tabulation and dif-
ferential enumeration techniques [22]. These attacks generally uses truncated
differential characteristics with high probability over multiple rounds. In the
case of RoadRunneR, since round function F' is a 4-round SPN, we believe that
these attacks are not more effective than basic MITM attack.

3.5 Side-Channel Attacks

Lightweight ciphers are vulnerable to side-channel attacks. The attacker can
access low cost devices that have the secret key, and can measure encryption
time, power dissipation, radiation, etc. Therefore, mechanisms to protect the
cipher against such attacks may be necessary in some applications.

It is shown in [15] that ciphers with bitslice nonlinear layer are easier to
defend against side-channel attacks such as differential power analysis (DPA)
[33]. Since RoadRunneR has a bitslice non-linear layer, we can say that the
additional overhead caused by DPA protecting mechanisms is low for our cipher.

4 A New Efficiency Metric For Block Ciphers : ST/A

In this section, we propose a new metric called ST/A, which we read as Secu-
rity times Throughput over Area. In this new metric, we insert key size to the
efficiency metric formulae since there is no fair way to compare block ciphers of
different key length in the literature. We extend M metric by multiplying
. . A rea

it with the key size, so we have:

KeySize x Throughput

ST/A = Area

where KeySize is the bit size of key used in the cipher, Throughput is given in
bit-per-second, and Area is gate equivalent (GE) in hardware or memory usage
in software.

We inserted the key size by multiplication, hence increase in the key size
increases the efficiency of a cipher. Moreover, other parameters affect the metric
in a multiplicative manner. So another mathematical operation, such as addition,
would have less meaning. In our metric, algorithms with equal round function
and round number for different key sizes, such as PRESENT, will have better
efficiency in higher key size. On the other hand, existing metrics in the literature
do not differentiate these key sizes. This is an other evident that our metric makes
more fair comparison even in this specific case.

In [20], the metric is calculated in an additive manner. On the other hand, all
previous methods and ST/A are multiplicative, that is all performance value are
multiplied. We think that multiplying is a more useful technique. For example,
let £y and Es be two ciphers which will be compared. Also assume that all
performance indicators are the same for both cipher except area values, where
F4 has area A and Fs has area 2 x A. By the multiplication method, we can say

12



that F; is two times better than Fs. In the summation case, however, even if the
weights are equal, we would not have this ratio in efficiency values. Therefore, we
multiply each indicator as in the classical W formula (here throughput
is multiplied by =) in ST/A.

We believe that the throughput should be defined as in FOAM, but we leave
this to the user of this metric. Weighting approach as in [20] can be used in ST/A4
by taking weights as powers of area, speed and key size values, since we use a
multiplicative approach. Again, this is left to the user, and we use all powers as
1.

In Section 5, we use our metric for the comparison of the efficiency of some
lightweight block ciphers and our new design RoadRunneR.

5 Performance Analysis

We have simulated RoadRunneR for ATtiny45 processor using AVR assembly
language in Atmel Studio 6.2. Implementations are encryption only, where mas-
ter key and plaintext are read from SRAM, plaintext is encrypted, and written
back to the same place again. There is no SRAM usage besides master key and
plaintext, so only code size is given as the area performance. Loading of key
and plaintext, and storing back ciphertext is included in the single block encryp-
tion time. Various optimization methods are applied. In Table 4, we give the
performance result of RoadRunneR block cipher.

Table 4. Performance values of RoadRunneR-~-80 and RoadRunneR-128 for different
optimization methods. Compact-1 and Compact-2 are in between methods, shown as
signs of possible trade-offs.

[Key Size]Optimization|[Code Size (Byte)|Time (cycle)]

80 Area 202 3279
80 Speed 386 2091
128 Area 196 3819
128 Compact-1 228 2461
128 Compact-2 402 2171
128 Speed 502 2025

Area optimized 80-bit key version has slightly more area than 128-bit key
version. This is because of the more complex key schedule in 80-bit key. Opti-
mization column in Table 4 shows the various implementation methods we apply.
Area optimization method gives the smallest code size we could achieve. This is
done by extensive use of subroutines which saves program memory. Speed opti-
mization, on the other hand, use no subroutines to avoid extra cycles required
by branching to subroutines. Compact methods are described below:
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— Compact-1 : This is derived from area optimized version. Some subroutines
are removed and repeating codes are written for them.

— Compact-2 : Derived from speed optimized version. Key selection part in
speed optimized version changed to a subroutine.

There are more trade-offs with different code size/clock cycle properties but
we did not include them in the paper. From this and Table 4, we see that
RoadRunneR have good throughput/area/security trade-off properties. If we
start from the speed optimized version, we can reduce the area more than half
and pay a speed penalty of less than half. Fastest implementation is still relatively
small, and the smallest implementation is not that slow.

Comparison of RoadRunneR with some other ciphers is given in Table 5. We
show four comparison metric values for each cipher. Metrics are explained below:

— T/A is the classical W metric.

— T/A-FOAM is the same metric with the throughput definition in FOAM.
— ST/A is calculated by multiplying the T'/A by the key size.

— ST/A-FOAM is calculated by multiplying the T/A-FOAM by the key size.

Instead of using W, we chose to use Area x Time product (time

to produce 1 byte, i.e., Cycle/Byte) as in the comparisons in [28], which gives
the same order. Here, in contrast to W, small values are better. We
also normalize each comparison metric column for better understanding. For the
normalization, we divide all numbers in the column with the smallest value in
that column.

In the calculation of FOAM values, we searched for the best attack on each
cipher in terms of round number, and used that as round number to calculate
encryption time. This calculation done by multiplying the original encryption
clock count by NR*/NR, where NR is the original round number and NR* is
the round numbers calculated by the above idea. We do not exclude any initial
setup since we do not know each implementation in detail. We also excluded
related-key attacks since we have no security claim for this type of attack. For
NOEKEON and SEA, we use the bounds found by the designers because of the
lack of cryptanalysis in the literature on these ciphers.

In Table 5, (A) and (S) stands for area optimized and speed optimized imple-
mentations, respectively. (C1) and (C2) are compact implementations as defined
previously. We write RRR as an abbreviation of RoadRunneR. We did not in-
clude SERPENT-128 and CLEFTA-128 in the list since they were far behind any
of the other ciphers in the table in terms of efficiency metrics.

Table 5 shows that, the best cipher in terms of our metrics and classical
metrics is SPECK family. But this family follows the Addition-Rotation-XOR
(ARX) design principle and lacks the provable security properties. So, the round
number selection of SPECK have no scientific rationale. Moreover, in an attack
paper on Simon [38], authors claim that truncated differential characteristics to
be found in the future may extend their 26 round attack to more rounds on
the cipher. Therefore, if we exclude SIMON and SPECK, we have the following
picture among remaining implementations:
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Table 5. Comparison of some block ciphers implemented on ATtiny45. RRR stands
for RoadRunneR, (A), (S), (C1), and (C2) are implementations methods. Comparison
metrics are normalized where small values are better.

Cipher Block|Key| Attacked |Mem.| Enc.|Cyc./| T/A| T/A|ST/A| ST/A
size|size| Rounds |[byte]| Clks| Byte FOAM FOAM
AES [24] 128|128| 7/10 [19] | 1570| 3159 197|11.83| 12.35| 11.11| 12.38

PRESENT |[24] 64| 128] 26/31 [9] 660(10792| 1349(33.97| 42.51| 31.91| 42.58

SEA [3] 96| 96|72/93 [41]| 386|17745| 1479(21.78| 25.43| 27.26| 33.96
NOEKEON [23]| 128|128| 9/12 [16] 364(23517| 1470(20.41| 22.84| 19.17| 22.88
PRINCE |[3] 64| 128]12/12 [27] | 1108| 3614| 451|19.01| 28.49| 19.94| 28.54
ITUBEE [28] 80| 80(10/20 [40]| 716| 2607| 261| 7.13| 5.32|10.72| 8.53
PRIDE [3] 64| 128 19/20 [46] | 266| 1514| 189|1.92| 2.72| 1.80| 2.73
RRR-80 (A) 64| 80| 6/10 202| 3279 410| 3.16| 2.83| 4.75| 4.53
RRR-80 (S) 64| 80| 6/10 386 2091 261| 3.85| 3.45| 5.78| 5.53
RRR-128 (A) 64]128| 6/12 196| 3819 477| 3.57| 2.66| 3.35| 2.66

RRR-128 (C1) 64| 128| 6/12 228| 2461 308| 2.68| 2.00| 2.51| 2.00
RRR-128 (C2) 64]128| 6/12 402| 2171 271| 4.16] 3.10| 3.91] 3.11

RRR-128 (9) 64/ 128) 6/12 502| 2025| 253| 4.85| 3.62| 4.55 3.62
SIMON [5] 64] 128] 26/42 [2] | 282[ 2000] 250] 2.69] 2.37] 2.53] 2.37
SPECK [5] 64| 96/18/26 [21]| 182| 1152| 144| 1.00| 1.03| 1.28/ 1.38
SPECK [5] 64| 128/ 17/27 [21]| 186| 1200/ 150| 1.06| 1.00| 1.00| 1.00

RoadRunneR is the best algorithm in terms of code size (except speed opti-
mized and C2 implementations) and security margin. When FOAM approach is
not considered, i.e., in T/A and ST/A metrics, PRIDE outperforms all others,
RoadRunneR implementations follow PRIDE. When we take into account se-
curity margins, T/A-FOAM and ST /A-FOAM metrics show that (A) and (C1)
implementations have the highest rank, PRIDE and other implementations of
RoadRunneR follow them. Throughput of RoadRunneR is not the best in any
implementation but the fastest implementation of it has the rank 3 among 8
ciphers. We think that RoadRunneR is fast enough for most applications with
low cost 8-bit CPUs. Bold numbers show the best values in their column except
SIMON and SPECK family. Multiple values in RoadRunneR implementations
are written bold if they are better then all previous results.

6 Conclusion and Future Work

A very efficient Feistel type bitslice block cipher, RoadRunneR, with 64-bit block
size and 80-bit or 128-bit key length is presented. RoadRunneR is a perfect
choice for devices with very restricted memory resources and for applications
requiring reasonable throughput expectations. Our cipher has a high security
margin in contrast to most of other lightweight block ciphers. We simulated
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RoadRunneR on ATtiny45 devices by using Atmel Studio 6.2, for which there
are implementation results of recent lightweight ciphers in the literature.

To compare our cipher and other ciphers with different key lengths, we pro-
posed a new comparison metric which considers throughput, area and key size.
When two ciphers of similar area and throughput values are achieved, the one
with larger key size will have a higher rank in this metric. Our metric is the first
one to use key length in the literature.

Implementation results show that RoadRunneR is a competitive candidate
in all metrics in the literature and in our new metric. In our comparisons, only
SPECK and PRIDE performed better than RoadRunneR in some metrics, but
SPECK lacks a security proof and there is a 19 out of 20 round differential attack
on PRIDE. In this sense, we think that RoadRunneR is a good alternative to
current lightweight block ciphers.

Future Work : Methods for counting minimum number of active S-boxes in an
r-round (r > 2) bitslice SPN cipher (like PRIDE and RECTANGLE) for larger
than 8-bit word size is a challenge. If an efficient method can be found, this may
be used to generate and evaluate binary matrices used in bitslice ciphers, to-
gether with their efficiency. Moreover, general frameworks for determining power
weights for area, throughput, and key size (security) in ST/A for various imple-
mentation platforms is necessary. In the current state, we take all powers as 1,
but some implementations may require very constrained area or time character-
istics. How to find most useful powers is an open problem. We also leave efficient
hardware implementations of RoadRunneR as a future work.
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A Test Vectors for 80-bit Key Length

B

Plaintext Key Ciphertext

0000_0000_0000_0000 |{0000_0000_0000_0000_0000|7FOB_3486_640D_2F5E
0000_0000_0000_0002 |{8000_0000_0000_0000_0000|4FA2_BEF2_64CE_C6E4
FEDC_BA98_7654_3210|0123_4567_89AB_CDEF_0123|328C_798A_0EB2_5A3B

Test Vectors for 128-bit Key Length

Plaintext Key Ciphertext
0000_0000_0000_0000{0000_0000_0000_0000(3BO7_DE72_9642_54AC
0000_0000_0000_0000
0000_0000_0000_0002|8000_0000_0000_0000({C168_C69A_C195_845E
0000_0000_0000_0000
FEDC_BA98_7654_3210{0123_4567_89AB_CDEF|DIODF_068F _5993_8882
0123_4567_89AB_CDEF
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