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#### Abstract

In this paper, we propose a generic method to construct involutory binary matrices from a three round Feistel scheme with a linear round function. We prove bounds on the maximum achievable branch number (BN) and the number of fixed points of our construction. We also define two families of efficiently implementable round functions to be used in our method. The usage of these families in the proposed method produces matrices achieving the proven bounds on branch numbers and fixed points. Moreover, we show that BN of the transpose matrix is the same with the original matrix for the function families we defined. Some of the generated matrices are Maximum Distance Binary Linear (MDBL), i.e. matrices with the highest achievable BN. The number of fixed points of the generated matrices are close to the expected value for a random involution. Generated matrices are especially suitable for utilising in bitslice block ciphers and hash functions. They can be implemented efficiently in many platforms, from low cost CPUs to dedicated hardware.
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## 1 Introduction

Modern block ciphers and hash functions use two basic layers iteratively to provide security: confusion and diffusion. Confusion is done by non-linear sub-
stitutions implemented as look-up-tables or Boolean functions of (usually) small input size. These functions are called as a substitution box (abbreviated as S box). There are many S-box generation methods proposed in the literature such as inversion in $G F\left(2^{n}\right)$ [11], power functions in $G F\left(2^{n}\right)$ [26], modular multiplication with a key [22] and using small S-boxes in a mini cipher to generate a greater S-box [8].

On the other hand, diffusion layers aim to mix the bits not diffused in confusion layer. Commonly a linear function is applied in this layer. Confusion and diffusion layers should be compatible with each other to provide security against known cryptanalysis methods in as fewer rounds as possible. It is better if the security can be proved by means of a widely accepted metric such as minimum active S-box count in differential and linear trails [19]. For block cipher design, inverses of the confusion and diffusion layer may be necessary for decryption. In such a case, both confusion and diffusion layers and their inverses have to be efficient.

### 1.1 Related work

Each linear diffusion layer can be represented by a matrix multiplication. Properties of the matrix directly affect the security of the block cipher. For example, Advanced Encryption Standard (AES) [11] uses a $4 \times 4$ Maximum Distance Separable (MDS) matrix in $G F\left(2^{8}\right)$ together with a byte permutation (shift rows) layer. This combination ensures a high number of differentially and linearly active S-boxes over consecutive rounds.

The success of AES encouraged researchers to generate efficient MDS codes for different implementation mediums. For low area hardware designs, companion matrices are proposed [14] and analysed [17] where multiple round application of a linear feedback shift register gives an MDS matrix. Some MDS matrices which have simple inverses are proposed in [28] by the use of simple linear functions and a Feistel like structure. A similar method was applied in [33], where an LFSR with matrix coefficients in the polynomial ring over binary matrices is used. In $[27,16,30]$, involutory MDS matrices are generated, which reduces decryption overhead of the inverse diffusion layer.

Another direction in diffusion layer construction is creating Maximum Distance Binary Linear (MDBL) codes. ARIA block cipher [21] is one such example, where an $16 \times 16$ involutory MDBL matrix is used over bytes, i.e., over $G F\left(2^{8}\right)$. In the diffusion layer of ARIA, only XOR operation on bytes is used which reduces implementation cost when compared to field multiplication as used in AES' MDS matrix. Again this construction ensures a high number of active S-boxes in 2 consecutive rounds of an Substitution-Permutation-Networklike (SPN-like) cipher.

The expected number of fixed points for a random involution is about $2^{\frac{n}{2}}$ [7]. These fix points may result in iterative differential and linear characteristics depending on the S-box layer. Therefore, reducing fixed points is another problem in diffusion layer design. There are $2^{72}$ fixed points in the diffusion layer of ARIA [34], which is $2^{8}$ times higher than the expected value of $2^{64}$. There are
some work on designing binary matrices as in ARIA for different lengths and with the aim of reducing the number of fixed points [20, 2, 29].

ARIA-like diffusion layers are suitable for Substitution Permutation Network (SPN) type ciphers where for some positive integer $\sigma$, consecutive $\sigma$-bit blocks enter into S-boxes and diffusion layer mixes the words which are outputs of S-boxes. There is another type of SPN in which S-box layer is defined as bit wise Boolean operations on $t$ words of bit size $w$. This type of S-box layer is called a bit-slice S-box layer, and a cipher or hash function using this S-box is called a bit-slice cipher or hash function. In this approach, $i^{t h}$ bit of each word is incorporated into an S-box, hence $w$ S-box applications can be done in parallel in a CPU with $w$-bit words. Hence, S-box bits are not consecutive but interleaved by $w$-bits in this type of ciphers and hash functions. If $t$ is small (e.g., three or four), this S-box layer can be implemented efficiently both in hardware and software. Since bit positions are manipulated by the confusion layer, diffusion layer must diffuse bits inside the words. Therefore, ARIA-type word-wise XOR matrices may be inefficient for bitslice ciphers if not implemented as look-up tables.

Block ciphers with bitslice S-box layers such as LS-design ciphers [13], PRIDE [1], and RoadRunneR [4] use binary matrices that operate inside the word. In SHA-3 competition [31], the winner algorithm Keccak [5] and one of the finalists JH [32] also use bitslice S-box layers, but diffusion inside the words is done by word-wise permutations in these algorithms. In [1] and [4], heuristic and exhaustive methods are applied to find diffusion layers with low implementation cost and relatively high branch number (BN). On the other hand, LS-design [13] offers the use of look-up tables for diffusion layer, which may be costly in some implementation environments such as low cost RFIDs. Hence it is important to find generic and efficient methods of creating binary matrices for such designs, but this subject is understudied in the literature. Recently, in [15], Guo et. al. analysed the construction of diffusion layers based on Feistel structure with different permutations in each round. Our construction, on the other hand, fixes the round number to three, and makes use of efficient linear mappings as Feistel round functions. We also used the same function in each round.

### 1.2 Contributions

We propose a new iterative method for generating area efficient involutory binary matrices from a three-round Feistel scheme. We prove some bounds on branch number and number of fixed points for the proposed method. These bounds are achieved by two families of efficiently implementable round functions we defined. We also prove that the defined families generate diffusion layers with the same BN for the transpose matrix. Some of the generated matrices satisfy the MDBL property, i.e., have the maximum branch number possible for a binary matrix. For some bit sizes that the maximum BN is not known, matrices with known maximal BN values are found. We also discuss the efficiency of the proposed method in hardware and software.

The rest of the paper is organised as follows: the iterative method we pro-
pose for generating involutory binary matrices with high branch number using smaller matrices is presented in Section 2. Theoretical bounds on the BN and number of fixed points are given in Section 3. In Section 4, two sets of efficiently implementable $F$ functions used in our experiments are defined, and experimental results of BN values using this two family is summarised in Section 5. The efficiency of our matrices for different implementation platforms is discussed in Section 6. Section 7 concludes the paper and proposes some future work.

## 2 Feistel-like Binary Diffusion Layer Construction

Before explaining the proposed method, we discuss some security issues related to diffusion layers in the following section.

### 2.1 Security related properties of binary linear diffusion layers

One of the most important security metrics of a binary diffusion layer matrix for bitslice and ARIA like block ciphers and hash functions is BN [10], which is formally defined below:

Definition 1 (Branch Number). The Branch Number (BN) of an $n \times n$ binary matrix $\mathbf{M}$ where $n>0$ is defined as follows:

$$
B N(\mathbf{M})=\min _{\mathbf{a} \in G F\left(2^{n}\right)^{*}}\{|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a}|\}
$$

where $|\mathbf{a}|$ and $|\mathbf{M} \cdot \mathbf{a}|$ is the Hamming weight (number of ones) of the column vector $\mathbf{a}$ and $|\mathbf{M} \cdot \mathbf{a}|$ respectively, $\cdot$ is the matrix multiplication operation (matrix on the left, column vector on the right), and $G F\left(2^{n}\right)^{*}$ is the set of non-zero vectors in $G F\left(2^{n}\right)$.

BN determines the minimum number of differentially active S-boxes in two consecutive rounds. This minimum number can be used to find a lower bound on the minimum number of active S-boxes for more rounds. Similarly, for linearly active S-box count, the BN of the transpose matrix should be calculated. These two numbers need not to be the same for an arbitrary matrix, but they are the same for our family of round functions. Therefore, whenever we mention BN, we mean both the BN of the original and transpose matrices. These minimum active S-box counts should be maximised to provide better security in terms of differential attack [6] and linear attack [24], which are two basic attacks on block ciphers.

The data complexity of differential attack and linear attack increases if more S-boxes are active. Using calculated bounds on minimum number of active Sboxes in multiple rounds, it is possible to determine a lower bound on round number selection of the cipher. Increasing the number of rounds increases the
number of active S-boxes, but this also reduces the performance. Hence, a diffusion layer with good performance and high BN is necessary to build an efficient and lightweight block cipher or hash function. Note that if the final swap is not omitted in three round Feistel scheme, the BN of the big matrix is not affected.

Another metric of the security of a diffusion layer is the set of fixed points of the diffusion layer, i.e. the inputs a satisfying $\mathbf{M} \cdot \mathbf{a}=\mathbf{a}$ for the diffusion layer M. There is an argument stating that fixed points are points with no diffusion [34], but we believe that diffusion should be understood as the effect of input bits to the result of output bits in Boolean terms. Each input bit diffuses to output bits that it affects in the corresponding matrix multiplication. Hence, in our point of view, diffusion is unrelated with fixed points. Whereas, fixed points may be used to generate iterative differential and linear characteristics. Hence the number of fixed points and their value may be efficient on the security of the block cipher or hash function using the matrix in its diffusion layer.

### 2.2 Proposed method

The area overhead of the inverse of a diffusion layer becomes vital when both the encryption and the decryption algorithms of a block cipher are needed to be implemented on a resource restricted device. In block cipher design, decryption overhead can be minimised by using Feistel schemes. We applied the same idea in diffusion layer construction.

In classical Feistel scheme, input is divided into two halves (left and right). At each round, a copy of one of the halves enters into a round function $F$, and the result is XORed to the other part. Output of XOR and the original input to $F$ is swapped after this operation. These operations are applied multiple rounds and in the last round, swap is omitted. As a result, the inverse algorithm is the same. A three round Feistel scheme is visualised in Figure 1.


Figure 1: Classical three round Feistel scheme.
We propose to use linear $F$ function in this three-round Feistel scheme to
generate a $2 n$-bit diffusion layer from $n$-bit linear functions. This approach have two important benefits:

1. Inverse function have the same algorithm or circuit
2. Area cost may be reduced since only half of the data is processed

The disadvantage is the fact that three rounds require more clock cycles than a single round matrix. A similar idea to our generation method was used in [8] where $2 n$-bit S-box is generated using $n$-bit S-boxes in three rounds Feistel and MISTY [25] type structures. We did not analyse MISTY-type structure since this construction requires inverse of the small matrix. Because of the fact that area complexity of a random S-box grows exponentially in bit size $n$, generated S-boxes' bit size cannot be increased too much. In their paper [8], authors showed examples of 8 -bit S-boxes constructed from 4-bit S-boxes.

In our matrix generation method, we aim to increase the BN using matrices of smaller BN. The increase in the BN from small matrix (Feistel $F$ function) to big matrix (three round Feistel) is called as $B N$ gain in the paper.

Design rationale of round number selection : We select the round number to be three since two rounds is not enough to gain a significant BN advantage in our family of linear round functions defined in Section 4. The following theorem classifies the linear $F$ functions which has small BN gain when used in two rounds of Feistel scheme:

Theorem 1. Let $\mathbf{M}$ be an $n \times n$ binary matrix where $n$ is a positive integer and $B N(\mathbf{M})=d$. Assume that there exists a vector $\mathbf{a} \in G F\left(2^{n}\right)$ such that $|\mathbf{a}|=1$ and $|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a}|=d$. If $\mathbf{M}$ is used as $F$ function in two rounds of Feistel scheme and resultant $(2 n) \times(2 n)$ matrix is called as $\mathbf{D}_{\mathbf{M}}$, then $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq d+1$.
Proof. Let $\mathbf{a}$ be a vector as defined in the theorem. Then $\mathbf{D}_{\mathbf{M}} \cdot\left[\begin{array}{l}0 \\ \mathbf{a}\end{array}\right]=\left[\begin{array}{c}\mathbf{a} \\ \mathbf{M} \cdot \mathbf{a}\end{array}\right]$. Since $|\mathbf{a}|=1$ and $|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a}|=d, B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq d+1$.

By Theorem 1, if there exist vectors with Hamming weight one satisfying the BN of the small matrix, then two rounds of Feistel may increase the BN by at most one. Since we aim high BN gain, two rounds is not sufficient for our case.

On the other hand, a binary matrix $\mathbf{M}$ with $B N(\mathbf{M})=d$ has at least $d-1$ ones in each column. Reducing the number of ones in a binary matrix usually decreases its implementation complexity. In this point of view, most efficient matrices has exactly $d-1$ ones in each column. Therefore, for these efficient matrices, two rounds Feistel may increase the BN by at most one because for all vectors a with $|\mathbf{a}|=1,|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a}|=d$.

Moreover, it is a common method to use Feistel scheme in at least three rounds $[25,8]$. One reason behind this choice is that at least two $F$ functions are active for an active differential or linear trail, if $F$ is invertible. Hence, the number of rounds is chosen to be three. We did not analyse four round Feistel case because its implementation complexity is higher.

## 3 Theoretical Bounds on Branch Number and Number of Fixed Points

### 3.1 On Branch Number

Maximal BN of any $n \times n$ binary square matrix is known only for some small $n$. For greater $n$, there are lower and upper bounds. Table 1 shows known lower bounds and proven upper bounds of maximal BN for various $n$.

| Bit size $(n)$ | 8 | 16 | 32 | 64 |
| :--- | :---: | :---: | :---: | :---: |
| Lower bound | 5 | 8 | 12 | 22 |
| Upper bound | 5 | 8 | 16 | 28 |

Table 1: Lower and upper bounds for maximal BN values of binary square matrices depending on bitsize [12].

Assume that $\mathbf{M}$ is an $n \times n$ binary matrix. If $\mathbf{M}$ is used as $F$ function in Figure 1 to generate a $2 n \times 2 n$ matrix, then the resulting linear function's (call it $\mathbf{D}_{\mathbf{M}}$ ) matrix representation will be as follows :

$$
\mathbf{D}_{\mathbf{M}}=\left[\begin{array}{cc}
\mathbf{M}^{2} \oplus \mathbf{I}_{n} & \mathbf{M}  \tag{1}\\
\mathbf{M}^{3} & \mathbf{M}^{2} \oplus \mathbf{I}_{n}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{M} \\
\mathbf{B} & \mathbf{A}
\end{array}\right]
$$

where $\mathbf{I}_{n}$ is the identity matrix on $n$-bit vectors. For the sake of simplicity, we renamed $\mathbf{A}=\mathbf{M}^{2} \oplus \mathbf{I}_{n}$ and $\mathbf{B}=\mathbf{M}^{3}$. Let $\mathbf{X}=\left[\begin{array}{l}\mathbf{a} \\ \mathbf{b}\end{array}\right]$ be a column vector input to $\mathbf{D}_{\mathbf{M}}$ where $\mathbf{a}, \mathbf{b}$ are $n$-bit vectors. $\mathbf{a}$ is the most significant word and upper bits denote the most significant bits of each word in our notation. Then, we have the following equation:

$$
\mathbf{D}_{\mathbf{M}} \cdot \mathbf{X}=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{M}  \tag{2}\\
\mathbf{B} & \mathbf{A}
\end{array}\right] \cdot\left[\begin{array}{l}
\mathbf{a} \\
\mathbf{b}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{A} \cdot \mathbf{a} \oplus \mathbf{M} \cdot \mathbf{b} \\
\mathbf{B} \cdot \mathbf{a} \oplus \mathbf{A} \cdot \mathbf{b}
\end{array}\right]
$$

For a bit vector or set $X$, its Hamming weight or cardinality (depending on the context) is denoted by $|X|$. The following theorem finds an upper bound on the binary branch number of $\mathbf{D}_{\mathbf{M}}$ :

Theorem 2. $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq 2 B N(\mathbf{M})$.
Proof. It is easy to see from Eqn. 2 that for any $\mathbf{a},\left[\begin{array}{c}\mathbf{a} \\ \mathbf{M} \cdot \mathbf{a}\end{array}\right]$ is a fixed point of $\mathbf{D}_{\mathbf{M}}$. Let $\mathbf{a}^{\prime}$ be an $n$-bit vector such that $\left|\mathbf{a}^{\prime}\right|+\left|\mathbf{M} \cdot \mathbf{a}^{\prime}\right|=B N(\mathbf{M})$. Since $\left[\begin{array}{c}\mathbf{a}^{\prime} \\ \mathbf{M} \cdot \mathbf{a}^{\prime}\end{array}\right]$ is a fixed point of $\mathbf{D}_{\mathbf{M}}$, we have $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq 2\left(\left|\mathbf{a}^{\prime}\right|+\left|\mathbf{M} \cdot \mathbf{a}^{\prime}\right|\right)=2 B N(\mathbf{M})$.

By Theorem 2, the best achievable BN for generated diffusion layer matrix is double of the $\mathbf{B N}$ of the small matrix $\mathbf{M}$. In experiments, we found some $\mathbf{M}$ matrices satisfying this upper bound.

Some criteria on the selection of $\mathbf{M}$ matrices : First of all, $\mathbf{M}$ must not be an involution. In such a case $\mathbf{A}=\mathbf{M}^{2} \oplus \mathbf{I}_{n}=\mathbf{I}_{n} \oplus \mathbf{I}_{n}=\mathbf{0}_{n}$, where $\mathbf{0}_{n}$ denotes $n \times n$ zero matrix, and $\mathbf{B}=\mathbf{M}^{3}=\mathbf{M}^{2} \cdot \mathbf{M}=\mathbf{I}_{n} \cdot \mathbf{M}=\mathbf{M}$, so:

$$
\mathbf{D}_{\mathbf{M}}=\left[\begin{array}{ll}
\mathbf{0}_{n} & \mathbf{M} \\
\mathbf{M} & \mathbf{0}_{n}
\end{array}\right]
$$

Using this matrix, one gets no advantage on BN , since $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq d=$ $B N(\mathbf{M})$. When $\mathbf{M}^{2}$ is the zero matrix, so is $\mathbf{M}^{3}$. Hence resultant $\mathbf{D}_{\mathbf{M}}$ is:

$$
\mathbf{D}_{\mathbf{M}}=\left[\begin{array}{ll}
\mathbf{I}_{n} & \mathbf{M} \\
\mathbf{0}_{n} & \mathbf{I}_{n}
\end{array}\right]
$$

This matrix satisfies $\mathbf{D}_{\mathbf{M}} \cdot\left[\begin{array}{l}\mathbf{a} \\ \mathbf{0}\end{array}\right]=\left[\begin{array}{l}\mathbf{a} \\ \mathbf{0}\end{array}\right]$ for any $\mathbf{a}$. Therefore, considering vectors a such that $|\mathbf{a}|=1$, we can say that $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq 2$.

For $\mathbf{M}^{2}=\mathbf{M}, \mathbf{D}_{\mathbf{M}}$ satisfies $\mathbf{D}_{\mathbf{M}} \cdot\left[\begin{array}{l}\mathbf{a} \\ \mathbf{a}\end{array}\right]=\left[\begin{array}{l}\mathbf{a} \\ \mathbf{a}\end{array}\right]$ for any $\mathbf{a}$. Considering vectors $|\mathbf{a}|=1$, we get $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq 4$. To sum up, we require $\mathbf{M}^{2} \notin\left\{\mathbf{0}_{n}, \mathbf{I}_{n}, \mathbf{M}\right\}$. Similar arguments can be done when $\mathbf{M}^{3} \in\left\{\mathbf{0}_{n}, \mathbf{I}_{n}, \mathbf{M}\right\}$, this time with different bounds. Thus, these six cases should be avoided.

### 3.2 Number of Fixed Points

The following theorem classifies and gives the number of fixed points in our method:

Theorem 3. Let $\mathbf{M}$ be an $n \times n$ binary matrix, $\operatorname{ker}(\mathbf{M})$ be the kernel of $\mathbf{M}$, and $\mathbf{D}_{\mathbf{M}}$ be defined as in Eqn. 1. Then, the number of fixed points of $\mathbf{D}_{\mathbf{M}}$ is $2^{n}|\operatorname{ker}(\mathbf{M})|$.
Proof. Let $\left[\begin{array}{l}\mathbf{a} \\ \mathbf{b}\end{array}\right]$ be a fixed point of $\mathbf{D}_{\mathbf{M}}$. Input to the second $F$ function in Figure 1 will be $(\mathbf{M} \cdot \mathbf{a}) \oplus \mathbf{b}$. This input should produce zero vector to make the left hand side $\mathbf{a}$ in the output. Hence $(\mathbf{M} \cdot \mathbf{a}) \oplus \mathbf{b} \in \operatorname{ker}(\mathbf{M})$. For any $n$-bit $\mathbf{a}$ and for any $\alpha \in \operatorname{ker}(\mathbf{M})$, there is a corresponding $\mathbf{b}=(\mathbf{M} \cdot \mathbf{a}) \oplus \alpha$. This choice also ensures that right hand side is $\mathbf{b}$ at the output. Hence, these are all the fixed points of $\mathbf{D}_{\mathbf{M}}$.

Theorem 3 states that there are exactly $2^{n}|\operatorname{ker}(\mathbf{M})|$ fixed points of $\mathbf{D}_{\mathbf{M}}$. Since finding a base of kernel of a matrix has polynomial complexity on bit size $n$, the number and the set of fixed points can be calculated efficiently. If a differential or linear characteristic is followed using fixed points of the diffusion layer, then there are $2(|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a} \oplus \alpha|)$ active S-boxes in two consecutive rounds, where $\mathbf{a}$ is any $n$-bit vector and $\alpha \in \operatorname{ker}(\mathbf{M})$. Moreover, these characteristics are iterative. Therefore, if $2(|\mathbf{a}|+|\mathbf{M} \cdot \mathbf{a} \oplus \alpha|)>2 d$, where $B N\left(\mathbf{D}_{\mathbf{M}}\right)=2 d$, these iterative characteristics would not give trails with theoretical least possible number of active S-boxes.

Extra swap in the final round : In the last round of three-round Feistel structure, swap is omitted to make the matrix involution. If the last swap is not omitted to simplify implementation (i.e., to use the same function for three rounds), BN is not affected. In the inverse matrix on the other hand, input and output should be swapped. Since inverse of the diffusion layer is not necessary in a hash function design, there would be no extra cost. An important effect of extra swapping in the last round of three-round Feistel is that it changes and probably reduces the number of fixed points. If $\mathbf{X}=\left[\begin{array}{l}\mathbf{a} \\ \mathbf{b}\end{array}\right]$ is a fixed point of this modified version, then the following equations should be satisfied:

$$
\begin{array}{r}
\left(\mathbf{M}^{3} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{a}=\left(\mathbf{M}^{2} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{b} \\
\left(\mathbf{M}^{2} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{a}=\left(\mathbf{M} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{b} \tag{4}
\end{array}
$$

If we multiply Eqn. 4 from left by $\mathbf{M}$ and XOR to Eqn. 3 we get:

$$
\begin{equation*}
\left(\mathbf{M} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{a}=\left(\mathbf{M} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{b} \tag{5}
\end{equation*}
$$

Combining equations 4 and 5 , we get the following constraint on a:

$$
\begin{align*}
\left(\mathbf{M} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{a}=\left(\mathbf{M}^{2} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{a} & \Longrightarrow \mathbf{M}^{2} \cdot \mathbf{a}
\end{align*}=\mathbf{M} \cdot \mathbf{a}, ~(\mathbf{M} \cdot \mathbf{a})=\mathbf{M} \cdot \mathbf{a}
$$

Hence, $\mathbf{M} \cdot \mathbf{a}$ must be a fixed point of $\mathbf{M}$. If $\mathbf{M} \oplus \mathbf{I}_{n}$ is invertible, then $\mathbf{a}=\mathbf{b}$ should also be satisfied, because of Eqn. 5. If extra swapping reduces the number of fixed points and increases the minimum weight of the fixed points, then corresponding diffusion layer is better to be used in a hash function than using the involutory matrix.

## 4 Efficiently Implementable $F$ Function Families

While generating binary diffusion layer matrices in a Feistel structure, we tried two sets of efficiently implementable $\mathbf{M}$ matrices. Depending on the implementation scenario, $\mathbf{M}$ matrices can be used as look up tables or functional units. We investigated only matrices with power of two input bits.

Since we consider both software and hardware implementations, $\mathbf{M}$ matrices are chosen suitable for both environments. In hardware, number of bits XORed to calculate output bits is relevant for area and speed performance. Hence, for hardware efficiency, low number of XORs for each output bit is preferred. In software on the other hand, instruction set determines the set of efficiently implementable linear layers. We only considered bit-wise shift, rotate, and XOR operations since these are common instructions in most CPUs.

### 4.1 Matrix family based on rotation

Definition 2 (Rotational XOR matrices). Let $n$ be a positive integer and $U \subset$ $\{0,1, \ldots, n-1\}$ be a nonempty set. The rotational XOR matrix ( $R X$ for short) determined by $U$ over $n$-bit vectors is denoted by $\mathbf{R} \mathbf{X}_{n}^{U}$ and defined as follows:

$$
\mathbf{R X}_{n}^{U} \cdot \mathbf{a}=\bigoplus_{i \in U}(\mathbf{a} \lll i)
$$

where $\lll i s$ bit-wise left cyclic shift (rotation) operation on $n$-bit vectors.
If $|U|=u, B N\left(\mathbf{R X}_{n}^{U}\right) \leq u+1$. Not all $U$ satisfy the equality, but some do as we saw in our experiments. Hence, using an RX matrix with $u$ rotations, three-round Feistel scheme can produce matrices with BN at most $2(u+1)$. Some index set $U$ cannot achieve the $2(|U|+1)$ bound. Following Lemma and Theorem categorise one such family:

Lemma 1. Let $n, U$, and $\mathbf{M}=\mathbf{R X}_{n}^{U}$ be defined as in Definition 2. Then,

$$
\mathbf{M}^{2} \cdot \mathbf{a}=\bigoplus_{i \in U}(\mathbf{a} \lll 2 i)
$$

and;

$$
\mathbf{M}^{3} \cdot \mathbf{a}=\bigoplus_{(i, j) \in U \times U}(\mathbf{a} \lll(2 i+j))
$$

where rotation amounts are calculated in $\mathbb{Z}_{n}$, ring of integers modulo $n$.
Theorem 4. Let $\mathbf{M}=\mathbf{R X}_{n}^{U}, V=\{0\} \cup\{2 i \bmod n \mid i \in U\}$. If $|V|<|U|+1$, then $B N\left(\mathbf{D}_{\mathbf{M}}\right) \leq 2|U|$.

Proof. We use the notation in Eqn. 2 of Section 3.1. Let $\mathbf{a}=\mathbf{0}$ and $|\mathbf{b}|=1$, i.e. a vector with one single bit on the right hand side of Figure 1 is set to one, and others to zero. Then by Lemma 1, the output is:

$$
\left[\begin{array}{c}
\bigoplus_{i \in U}(\mathbf{b} \lll i)  \tag{7}\\
\mathbf{b} \oplus \bigoplus_{i \in U}(\mathbf{b} \lll 2 i)
\end{array}\right]
$$

where $\left|\bigoplus_{i \in U}(\mathbf{b} \lll i)\right|=|U|$ by definition. Since $|V|<|U|+1$ by assumption, some indices are equal in the unordered list consisting of zero and double (in $\mathbb{Z}_{n}$ ) of each index in $U$. XORing a vector's rotated values with the same rotation amount cancels each other. Therefore $t=\left|\mathbf{b} \oplus \bigoplus_{i \in U}(\mathbf{b} \lll 2 i)\right| \leq|U|-1$ which means the sum of input-output Hamming weight satisfies $1+|U|+t \leq 2|U|$.

For an RX matrix $\mathbf{M}$ satisfying the maximal BN of $|U|+1$, any column and row has weight $|U|$. So the condition in the proof of Theorem 1 is satisfied. Therefore, two round Feistel instead of three may generate a diffusion layer with BN at most $|U|+2$.

The linear BN of an RX matrix is the same with its differential BN. This fact is proven by Lemma 2, Lemma 3 and Theorem 5. Before giving the lemmas and the theorem, the reverse matrix should be defined:

Definition 3 (Reverse Matrix). Let $n$ be a positive integer. $n \times n$ reverse matrix is denoted by $\mathbf{R}_{n}$ and defined as the binary anti-diagonal matrix with all 1 bits on the anti-diagonal and zero in other positions.

Reverse matrix reverses the order of bits in an $n$-bit vector, and it is an involution. If reverse matrix is multiplied from left, it reverses the order of the rows, otherwise it reverses the order of columns. Using $\mathbf{R}_{n}, \mathbf{R}_{2 n}$ can be written as follows:

$$
\mathbf{R}_{2 n}=\left[\begin{array}{cc}
\mathbf{0}_{n} & \mathbf{R}_{n} \\
\mathbf{R}_{n} & \mathbf{0}_{n}
\end{array}\right]
$$

For an $n \times n$ binary matrix $\mathbf{M}$, let $\mathbf{M}[r, c]$ denote the entry in $r^{t h}$ row and $c^{t h}$ column, where $0 \leq r, c \leq n-1$. In this notation, reversing is equivalent to inverting the indices additively modulo $n$, i.e., index $i$ becomes $-i$ in $\mathbb{Z}_{n}$.

Lemma 2. Let $n$ be a positive integer, $U=\{i\}$ for some $i \in\{0,1, \ldots, n-1\}$, and $\mathbf{M}=\mathbf{R} \mathbf{X}_{n}^{U}$. Then $\mathbf{M}^{T}=\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}$, where $\mathbf{M}^{T}$ denotes the transpose of the matrix $\mathbf{M}$.

Proof. There are $n$ one bits in $\mathbf{M}$, and since reversing the columns and rows do not change the number of 1's, we will only consider the position of 1's to show the matrix equality. By definition, $\mathbf{M}[r, r+i]=1, \forall r \in \mathbb{Z}_{n}$, and other positions are zero. All index arithmetic will be done in $\mathbb{Z}_{n}$, and for the sake of simplicity, $\forall r \in \mathbb{Z}_{n}$ part will be omitted in the following matrix definitions. By the definition of transpose operation, $\mathbf{M}^{T}[r+i, r]=1$. Call $\overline{\mathbf{M}}=\mathbf{M} \cdot \mathbf{R}_{n}$. Since $\overline{\mathbf{M}}$ is the column reversed version of $\mathbf{M}$, we have $\overline{\mathbf{M}}[r,-r-i]=1$. Similarly, if $\overline{\overline{\mathbf{M}}}=\mathbf{R}_{n} \cdot \overline{\mathbf{M}}$, then $\overline{\overline{\mathbf{M}}}[-r,-r-i]=1$. We need to show that $\mathbf{M}^{T}=\overline{\overline{\mathbf{M}}}$, which is equivalent to saying that $A=\left\{(r+i, r) \mid r \in \mathbb{Z}_{n}\right\}=\left\{(-r,-r-i) \mid r \in \mathbb{Z}_{n}\right\}=B$. Since the cardinality of the sets $A$ and $B$ are the same, it is enough to show that $\forall r_{1} \in \mathbb{Z}_{n}, \exists r_{2} \in \mathbb{Z}_{n}$ such that $\left(r_{1}+i, r_{1}\right)=\left(-r_{2},-r_{2}-i\right)$. Let $r_{1} \in \mathbb{Z}_{n}$ and define $r_{2}=-r_{1}-i \in \mathbb{Z}_{n}$. Then, left and right indices are equal. Therefore $A=B$, which completes the proof.

Lemma 3. For any positive integer $n$ and nonempty $U \subset\{0,1, \ldots, n-1\}$, $\left(\mathbf{R X}_{n}^{U}\right)^{T}=\mathbf{R}_{n} \cdot \mathbf{R X}_{n}^{U} \cdot \mathbf{R}_{n}$.

Proof. This follows directly from Lemma 2 and the distribution property of transpose over XOR operation, i.e., $(\mathbf{A} \oplus \mathbf{B})^{T}=\mathbf{A}^{T} \oplus \mathbf{B}^{T}$ for any binary matrices $\mathbf{A}, \mathbf{B}$.

Theorem 5. Let $n$ be a positive integer, $U \subset\{0,1, \ldots, n-1\}$ be a nonempty set, and $\mathbf{M}=\mathbf{R} \mathbf{X}_{n}^{U}$. If $\mathbf{D}_{\mathbf{M}}$ is the three-round Feistel scheme with round function $\mathbf{M}$, then $B N\left(\mathbf{D}_{\mathbf{M}}\right)=B N\left(\mathbf{D}_{\mathbf{M}}{ }^{T}\right)$.

Proof. Following the notation in Eqn. (1) in Section 3.1, transpose of $\mathbf{D}_{\mathbf{M}}$ is:

$$
\mathbf{D}_{\mathbf{M}}^{T}=\left[\begin{array}{cc}
\mathbf{M}^{2} \oplus \mathbf{I}_{n} & \mathbf{M} \\
\mathbf{M}^{3} & \mathbf{M}^{2} \oplus \mathbf{I}_{n}
\end{array}\right]^{T}=\left[\begin{array}{cc}
\left(\mathbf{M}^{T}\right)^{2} \oplus \mathbf{I}_{n} & \left(\mathbf{M}^{T}\right)^{3} \\
\mathbf{M}^{T} & \left(\mathbf{M}^{T}\right)^{2} \oplus \mathbf{I}_{n}
\end{array}\right]
$$

By Lemma 3, we have $\mathbf{M}^{T}=\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}$. Then,

$$
\mathbf{D}_{\mathbf{M}}{ }^{T}=\left[\begin{array}{cc}
\left(\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}\right)^{2} \oplus \mathbf{I}_{n} & \left(\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}\right)^{3} \\
\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n} & \left(\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}\right)^{2} \oplus \mathbf{I}_{n}
\end{array}\right]
$$

Clearly, $\left(\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}\right)^{k}=\mathbf{R}_{n} \cdot \mathbf{M}^{k} \cdot \mathbf{R}_{n}$, since $\mathbf{R}_{n}^{-1}=\mathbf{R}_{n}$. Therefore,

$$
\mathbf{D}_{\mathbf{M}}^{T}=\left[\begin{array}{cc}
\mathbf{R}_{n} \cdot \mathbf{M}^{2} \cdot \mathbf{R}_{n} \oplus \mathbf{I}_{n} & \mathbf{R}_{n} \cdot \mathbf{M}^{3} \cdot \mathbf{R}_{n} \\
\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n} & \mathbf{R}_{n} \cdot \mathbf{M}^{2} \cdot \mathbf{R}_{n} \oplus \mathbf{I}_{n}
\end{array}\right]
$$

Now consider $\mathbf{R}_{2 n} \cdot \mathbf{D}_{\mathbf{M}} \cdot \mathbf{R}_{2 n}$;

$$
\begin{gathered}
\mathbf{R}_{2 n} \cdot \mathbf{D}_{\mathbf{M}} \cdot \mathbf{R}_{2 n}=\mathbf{R}_{2 n} \cdot\left[\begin{array}{cc}
\mathbf{M}^{2} \oplus \mathbf{I}_{n} & \mathbf{M} \\
\mathbf{M}^{3} & \mathbf{M}^{2} \oplus \mathbf{I}_{n}
\end{array}\right] \cdot \mathbf{R}_{2 n}= \\
{\left[\begin{array}{cc}
\mathbf{R}_{n} \cdot\left(\mathbf{M}^{2} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{R}_{n} & \mathbf{R}_{n} \cdot \mathbf{M}^{3} \cdot \mathbf{R}_{n} \\
\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n} & \mathbf{R}_{n} \cdot\left(\mathbf{M}^{2} \oplus \mathbf{I}_{n}\right) \cdot \mathbf{R}_{n}
\end{array}\right]=\mathbf{D}_{\mathbf{M}}{ }^{T}}
\end{gathered}
$$

Hence, $\mathbf{D}_{\mathbf{M}}{ }^{T}=\mathbf{R}_{2 n} \cdot \mathbf{D}_{\mathbf{M}} \cdot \mathbf{R}_{2 n}$. Since $\mathbf{R}_{2 n}^{-1}=\mathbf{R}_{2 n}, \mathbf{D}_{\mathbf{M}}$ and $\mathbf{D}_{\mathbf{M}}{ }^{T}$ are similar matrices and produce equivalent codes when used as non-systematic part of the generator matrices in systematic form [3]. It is a well known fact that their BN are the same [23].

Because of Theorem 5, we did not need to check the BN of the transpose of the matrix to calculate the linear BN. Since BN calculations are the most time consuming part, this reduces the analysis time almost by half. Moreover, this also gives the same bounds of provable minimum number of active S-boxes in both differential and linear characteristics.

### 4.2 Matrix family based on shifting

Definition 4 (Shift XOR matrices). Let $n$ be a positive integer, $U$ and $V$ be two subsets of $\{0,1, \ldots, n-1\}$. The shift XOR matrix (SX for short) determined by $U$ and $V$ over $n$-bit vectors is denoted by $\mathbf{S X}_{n}^{U, V}$ and defined as follows:

$$
\mathbf{S} X_{n}^{U, V} \cdot \mathbf{a}=\bigoplus_{i \in U}(\mathbf{a} \ll i) \oplus \bigoplus_{j \in V}(\mathbf{a} \gg j)
$$

where $\ll$ and $\gg$ denote bit-wise shift operations to the left and right, respectively.
Each shift operation has a corresponding left multiplier matrix. Since shifted values are XORed, this corresponds to XOR of matrices. After a shift by $t$ operation on a vector, $t$ bits on the shift direction is lost and $t$ zero bits are fed in the opposite direction. In matrix notation, this means $t$ columns are zero in
the corresponding matrix. For each left shift index $l_{i}$, a ' 1 ' bit is set in column $l_{i}$ of row zero $\left(\mathbf{M}\left[0, l_{i}\right]\right)$. The position of the ' 1 ' bit is moved to the right for each consecutive, until reaching rightmost column. So a left shift corresponds to an upper triangular matrix where '1' bits are placed parallel to the diagonal. For right shift index $r_{i}$, row $r_{i}$ of column zero $\left(\mathbf{M}\left[r_{i}, 0\right]\right)$ is set to ' 1 ', and its place is moved to the right for each consecutive row, until reaching bottom row. Similar to left shift matrix, right shift matrices produce a lower triangular matrix with '1' bits placed parallel to the diagonal. An example for $n=8, U=\{3,4\}$, and $V=\{2,6\}$ is given in Figure 2.

$$
\left[\begin{array}{llllllll}
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

Figure 2: $\mathbf{S X}_{8}^{U, V}$ for $U=\{3,4\}, V=\{2,6\}$.
For an SX matrix $\mathbf{M}, \mathbf{M}^{T}=\mathbf{R}_{n} \cdot \mathbf{M} \cdot \mathbf{R}_{n}$. This can be proven by similar arguments as in Lemma 2 and Lemma 3. Hence, Theorem 5 also applies to diffusion layers constructed by SX matrices, which means linear and differential BNs are the same for a three-round Feistel scheme with an SX round function.

Number of ones in the left most column of an SX matrix is determined by the number of right shifts. Similarly, number of ones in the rightmost column is determined by the number of left shifts. Since minimum weight of the columns put an upper bound on BN , it is a good idea to select the direction sets cardinality $|U|$ and $|V|$ equal or close.

Assume that there are $m$ left shifts and $m$ right shifts for an SX matrix M. Also assume that if exists, zero shifting is only included in one of the sets (otherwise they cancel each other). To make the other columns than the first and last one to have weights greater than or equal to $m$, following property should be satisfied:

$$
\begin{equation*}
\max \{v \in V\}+\min \{u \in U\} \leq n \tag{8}
\end{equation*}
$$

This is because of the fact that maximum term in right shift $(\bar{v})$ vanishes first while moving from first to last column. It vanishes in the $(n-\bar{v})^{t h}$ column. If minimum term of the left shift $(\bar{u})$ is greater than $n-\bar{v}$, then there would be some columns with less than $m$ ones. Similarly, for keeping at least $m$ ones in each row the following inequality is required:

$$
\begin{equation*}
\max \{u \in U\}+\min \{v \in V\} \leq n \tag{9}
\end{equation*}
$$

In Section 5.2, we used this idea while generating diffusion layers based on SX matrices.

## 5 Experimental Analysis

We used RX and SX matrices as Feistel $F$ functions in our experiments. Bit size of the $F$ function in three-round Feistel is denoted by $n$, and chosen such that $n \in\{8,16,32\}$ (which are typical word sizes for general purpose CPUs) to generate 16,32 , and 64 -bit diffusion layers. For each resultant diffusion layer matrix, we calculated the BN of the matrix using magma computer algebra system version 2.21-7.

### 5.1 Experiments on RX matrices

For RX matrices, we chose rotation set sizes $|U| \in\{2,3,4,5,6,7\}$. If number of subsets of size $|U|$ is of reasonable size (i.e. computation finishes at most in a few hours in a standard PC), we exhaustively searched all possible rotation sets $U$.

To reduce execution time of our exhaustive search algorithms, we used Theorem 2,4 , and 5 . We applied the test defined in Theorem 4 before trying any index set. This test reduces search space, but the actual reduction depends on $n$ and $|U|$. For some parameters, this test reduced the total time to almost one thirds.

If index set passed the previous test, we tested for the BN of the small matrix if its BN is $|U|+1$, since Theorem 2 stated that only this matrices may generate diffusion layers with BN equal to $2(|U|+1)$. Theorem 5 let us to calculate the BN for only $\mathbf{D}_{\mathbf{M}}$, not the transpose. Experimental results for diffusion layers using RX matrices are summarised in Table 2.

Some examples of RX matrices which give the maximal BN in our construction are given in Appendix A together with the dimension of the kernel of small matrices. If known maximal BN is attained for $|U|$ rotations, we did not present results for more than $|U|$ rotations since they are less efficient. For example, $n=8,|U|=4$ satisfies $B N\left(\mathbf{D}_{\mathbf{M}}\right)=8$, i.e. $\mathbf{D}_{\mathbf{M}}$ is a MDBL code generator, hence we did not search for $|U|>4$ case for $n=8$.

### 5.2 Experiments on SX matrices

While analysing SX matrix based diffusion layers, we first fixed the sum $s=$ $|U|+|V|$, and then divide $s$ into two subset sizes $u=|U|$ and $v=|V|$ in a balanced way for $s>6$ (we tried all partitions for $s \leq 6$ ). If $s=2 m$ for some integer $m$, then we selected $u=v=m$. If $s=2 m+1$ for some integer $m$, we tried the cases $u=m+1, v=m$ and $u=m, v=m+1$.

Table 2: Experimental results on BN of proposed method using RX matrices. Bold and italic numbers represent the achievement to the known and achievable maximal BN for that $n,|U|$ combination respectively. Fourth column shows the number of $\mathbf{D}_{\mathbf{M}}$ matrices with maximal BN.

| $n$ | $\|U\|$ | Max <br> $B N\left(\mathbf{D}_{\mathbf{M}}\right)$ | $\# \mathbf{D}_{\mathbf{M}}$ with <br> max. BN |
| :---: | :---: | :---: | :---: |
| 8 | 2 | 6 | 8 |
| 8 | 3 | 6 | 40 |
| 8 | 4 | $\mathbf{8}$ | 8 |
| 16 | 2 | 6 | 68 |
| 16 | 3 | 8 | 240 |
| 16 | 4 | 10 | 224 |
| 16 | 5 | $\mathbf{1 2}$ | 48 |
| 32 | 2 | 6 | 380 |
| 32 | 3 | 8 | 3584 |
| 32 | 4 | 10 | 18896 |
| 32 | 5 | 12 | $\dagger$ |
| 32 | 6 | 14 | $\dagger$ |
| 32 | 7 | 16 | $\dagger$ |

$\dagger$ : Exhaustive search did not finished in reasonable time

We searched for $s \in\{2,3, \ldots, 9\}$. Shifting by zero is not shifting at all, and if both sets $U, V$ include zero, they cancel each other because of the XOR operation. Hence we excluded zero from subset $U$ and $V$. For each subset selection, we analysed both cases with and without zero shifting. For $s \in$ $\{2,3, \ldots, 6\}$, the matrices with highest BN are the ones with XORing the zero shifted value. For $s>6$, we only tried this case.

Table 3 shows highest BN values we found for different $s$ and $n$ values. $s$ denotes the total number of shifts and do not include the zero shifting. We excluded results of $s=9$ since it did not produce better results than $s=8$ case. We also excluded results for some $s$ values if it did not increased the maximum BN of previous $s$ value.

For $s=2 m$, best achievable BN is calculated as follows : Since $m$ left shifts, $m$ right shifts and non-shifted original input are XORed, there are $m+1$ ones in the first and the last column (note that in Figure 2, XORing with non-shifted value is not included). Therefore, maximal BN for small matrix is at most $m+2$. By Theorem 2, maximum achievable BN for generated diffusion layer is $2 m+4=s+4$.

Some efficient examples of SX matrices are given in Appendix B with the kernel dimension of the small matrix. Experiments showed that the size of the kernel is small for the best matrices found. Some of the matrices has zero

Table 3: Experimental results on BN of proposed method using SX matrices. Bold and italic numbers represent the achievement to the known and achievable maximal BN respectively. Fourth column shows the number of $\mathbf{D}_{\mathbf{M}}$ matrices with maximal BN .

| $n$ | $s$ | Max. <br> BN | $\# \mathbf{D}_{\mathbf{M}}$ with <br> max. BN |
| :---: | :---: | :---: | :---: |
| 8 | 2 | 5 | 1 |
| 8 | 3 | 6 | 2 |
| 8 | 6 | 7 | 5 |
| 8 | 8 | $\mathbf{8}$ | 4 |
| 16 | 2 | 5 | 2 |
| 16 | 3 | 6 | 62 |
| 16 | 4 | 8 | 20 |
| 16 | 6 | 10 | 175 |
| 32 | 2 | 5 | 5 |
| 32 | 3 | 6 | 590 |
| 32 | 4 | 8 | 568 |
| 32 | 6 | 10 | $\dagger$ |
| 32 | 8 | 12 | $\dagger$ |

$\dagger$ : Exhaustive search did not finished in reasonable time
dimensional kernel. This is the best achievable case in terms of minimising number of fixed points in generated diffusion layer. Some matrices do not satisfy the properties in equations (8) and (9) and they do not achieve the highest BN possible. We gave those matrices since highest possible BN could not be achieved and they were the best in terms of BN in their search space.

## 6 Implementation Complexity

Hardware and software area of RX and SX matrices depending on subsets $U$ and $V$ can be estimated easily. For RX matrices, each output bit is the XOR of $|U|$ many input bits. Since RX matrices are circulant, it is possible to make optimisations using common XOR outputs. Moreover, it is also possible to implement a single row of the matrix and use the input by rotating if an extra register can be utilised. In this method, $n$ cycles are necessary for a single Feistel round. In software on the other hand, there are at most $|U|$ rotation and exactly $|U|-1$ XORs for an application of $\mathbf{M}$. Complexity of a single rotation depend on the instruction set of the CPU. Some CPUs have parametric rotation instructions where each rotation takes only one instruction. If only parametric shift is available, two shifts and one OR/XOR is sufficient to complete a single rotation. If only a single bit shift is available, then the performance depends on
the bit size $n$.
In SX case, number of XOR inputs for each out bit depends on both subsets $U$ and $V$. There are $|U|+|V|$ shifts and $|U|+|V|$ XORs in our generated matrices. In software, if there is no parametric rotation instruction is available, an RX matrix with $r$ rotations is slightly less efficient than an SX matrix with $s=2 r-2$ or $s=2 r-1$ shifts. This is due to the fact that rotations can be emulated by two shifts and an XOR. In fact, in both cases, shift based matrices have less instruction count when zero rotation is not used in rotational matrix. By the use of Theorem 4, this is already the case in tested rotational matrices satisfying maximal achievable BN . If $0 \in U$, then $0 \in\{2 i \mid i \in U\}$ and this cancels the $y$ in Eqn. 7, and that matrix cannot generate a diffusion layer with BN equal to maximum achievable bound. Since these matrices have the same maximal BN , SX is preferable over RX if a tuple of index sets satisfy best achievable BN. If only single bit shift is available in the CPU, then shift sets with smaller values are more efficient.

A linear diffusion layer may also be implemented as look-up table in software [13]. In such a case, only the table of $\mathbf{M}$ would be necessary for our construction. So the total area complexity is $n 2^{n}$-bits. To complete three rounds of Feistel, three table look-ups, three XORs and a final swap is necessary (swap may be omitted for non-involution case). On the other hand, for a random $2 n$-bit linear layer, four tables of $n 2^{n}$-bits is necessary if the linear layer matrix is divided into four equal square sub-matrices. If the matrix is not an involution or does not have a simple inverse permitting the use of the same tables, four extra tables of $n 2^{n}$-bits may be also necessary. For both linear layer and its inverse, time complexity is at least four table look-ups and four XORs. Assuming that time complexity of a swap is close to one table look-up and one XOR, time complexities are close for the proposed method and random linear layer. Therefore, our method can be used to reduce the table size by a factor of $\frac{1}{4}$ without significant performance lost for this kind of implementation. It is possible to further decrease area by partitioning the original matrix into smaller sub matrices, but this method increases the number of table look-up and XOR count.

Comparison with some direct constructions : It is possible to design a diffusion layer as an RX or SX matrix directly without using the Feistel scheme. If this diffusion layer is to be used in an SPN cipher (such as a bitslice cipher), the matrix should also be invertible. Moreover, if encryption and decryption is implemented in the same platform, the area overhead of the inverse matrix should also be considered.

We made experiments on RX matrices and saw that the bounds on maximal branch numbers could be achieved by direct constructions. For example, to get a 16 -bit diffusion layer with $\mathrm{BN}=8$, we needed $|U|=7$, i.e 7 rotated vales XORed together. This is the same BN when we utilised 8-bit RX matrix in Feistel diffusion layer with $|U|=4$. On the other hand, none of the direct constructions were involution. Direct construction may be more efficient in some implementation scenarios, but the matrix need not to be an involution,
that is decryption overhead may be significant if used in a block cipher.

## 7 Conclusion and Future Work

In this work, we propose a new generic method for creating efficiently implementable binary matrices with high branch number and reasonable number of fixed points. We use three round Feistel scheme with a linear round function, so generated matrices are self inverse, i.e. involution. Hence, there is no overhead for the inverse diffusion layer when used in an SPN-like block cipher with encryption/decryption implementation. We define and use two family of efficiently implementable linear mappings as Feistel round function. Some of the matrices we found are MDBL, and some have known maximal BN. The matrices we have generated are especially efficient to use in bitslice block ciphers and hash functions. Our matrices are suitable for both software and hardware, and can be implemented efficiently even in low cost CPUs.

Future work : Our work can be generalised in many ways. In Feistel round, other families of linear functions, or even random look-up tables can be used. Different but related (e.g. by rotation) $F$ functions can be used in each round. Generalised Feistel schemes with more rounds can be used to generate matrices with greater bit size. Some rotation subsets in RX matrices generated the maximal achievable BN for RX matrix itself and generated diffusion layer. If formulae for arithmetic relations in these subsets can be found, then matrices with higher bit size and BN can be generated without trying to calculate BN by exhaustive search. Direct RX and SX construction as diffusion layer with simple inverse (such as rotating input/output) can be useful in some implementation mediums. Our matrices can also be used as binary linear code, if efficient decoding algorithms can be found.
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## A RX Matrices Satisfying Maximal BN

## A. $1 \quad n=8,|U|=2, B N=6$

In the following table, we give both the rotation subsets $U$ and the first row of the RX matrix. RX matrices are circulant where the next row is 1-bit right rotated version of the previous one. The kernel dimension of each matrix is one, i.e there are $2^{1}=2$ vector in the null space of RX matrices.

| $U$ | First row | $U$ | First row |
| :---: | :---: | :---: | :---: |
| $\{1,2\}$ | $[01100000]$ | $\{2,7\}$ | $[00100001]$ |
| $\{1,6\}$ | $[01000010]$ | $\{3,6\}$ | $[00010010]$ |
| $\{2,3\}$ | $[00110000]$ | $\{5,6\}$ | $[00000110]$ |
| $\{2,5\}$ | $[00100100]$ | $\{6,7\}$ | $[00000011]$ |

## A. $2 n=8,|U|=4, B N=8$ (MDBL matrices)

Kernel dimension of each RX matrix in the following table is one.

| $U$ | First row | $U$ | First row |
| :---: | :---: | :---: | :---: |
| $\{1,2,3,5\}$ | $[01110100]$ | $\{1,3,6,7\}$ | $[01010011]$ |
| $\{1,2,3,7\}$ | $[01110001]$ | $\{1,5,6,7\}$ | $[01000111]$ |
| $\{1,2,5,7\}$ | $[01100101]$ | $\{2,3,5,7\}$ | $[00110101]$ |
| $\{1,3,5,6\}$ | $[01010110]$ | $\{3,5,6,7\}$ | $[00010111]$ |

## A. $3 n=16,|U|=5, B N=12$ (MDBL matrices)

In the following table we give only rotation subset $U$ for all 48 matrices we have found. All kernels are zero dimensional, i.e., only zero is in the kernel.

| $\{1,2,3,5,14\}$ | $\{1,2,3,7,14\}$ | $\{1,2,4,7,14\}$ | $\{1,2,5,7,14\}$ |
| :--- | :--- | :--- | :--- |
| $\{1,2,7,11,14\}$ | $\{1,2,7,12,14\}$ | $\{1,2,7,13,14\}$ | $\{1,2,11,13,14\}$ |
| $\{1,3,5,6,10\}$ | $\{1,3,6,7,10\}$ | $\{1,4,6,7,10\}$ | $\{1,5,6,7,10\}$ |
| $\{1,6,7,10,11\}$ | $\{1,6,7,10,12\}$ | $\{1,6,7,10,13\}$ | $\{1,6,10,11,13\}$ |
| $\{2,3,4,5,14\}$ | $\{2,3,5,7,14\}$ | $\{2,3,5,9,14\}$ | $\{2,3,5,12,14\}$ |
| $\{2,3,5,14,15\}$ | $\{2,3,9,14,15\}$ | $\{2,4,9,14,15\}$ | $\{2,4,11,13,14\}$ |
| $\{2,5,9,14,15\}$ | $\{2,7,11,13,14\}$ | $\{2,9,11,13,14\}$ | $\{2,9,11,14,15\}$ |
| $\{2,9,12,14,15\}$ | $\{2,9,13,14,15\}$ | $\{2,11,12,13,14\}$ | $\{2,11,13,14,15\}$ |
| $\{3,4,5,6,10\}$ | $\{3,5,6,7,10\}$ | $\{3,5,6,9,10\}$ | $\{3,5,6,10,12\}$ |
| $\{3,5,6,10,15\}$ | $\{3,6,9,10,15\}$ | $\{4,6,9,10,15\}$ | $\{4,6,10,11,13\}$ |
| $\{5,6,9,10,15\}$ | $\{6,7,10,11,13\}$ | $\{6,9,10,11,13\}$ | $\{6,9,10,11,15\}$ |
| $\{6,9,10,12,15\}$ | $\{6,9,10,13,15\}$ | $\{6,10,11,12,13\}$ | $\{6,10,11,13,15\}$ |

## B SX Matrices Satisfying Maximal BN

For each matrix in this section, non-shifted vector is XORed to the shifted values. For a total of $s$ shifts, $s+1$ values are XORed together in the SX matrix. For example, for $U=V=\{1\}$, resultant SX matrix is:

$$
\mathbf{M} \cdot \mathbf{a}=\mathbf{a} \oplus(\mathbf{a} \ll 1) \oplus(\mathbf{a} \gg 1)
$$

| $n$ | $s$ | BN | \# of matrices | $U$ | V | Kernel dimn. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 2 | 5 | 1 | \{1\} | \{1\} | 1 |
| 8 | 3 | 6 | 2 | \{1,2\} | \{2\} | 0 |
|  |  |  |  | \{2\} | \{1,2\} | 0 |
| 8 | 6 | 7 | 5 | \{1,2,3,7\} | \{3,4\} | 0 |
|  |  |  |  | \{1,2,4\} | \{1,4,7\} | 0 |
|  |  |  |  | \{1,2,5\} | \{1,2,5\} | 0 |
|  |  |  |  | \{1,4,7\} | \{1,2,4\} | 0 |
|  |  |  |  | \{3,4\} | \{1,2,3,7\} | 0 |
| 8 | 8 | 8 | 4 | \{1,3,4,5\} | \{3, $4,5,7\}$ | 0 |
|  |  |  |  | \{1, 3, 4, 7\} | \{1, 4, 5, 7\} | 0 |
|  |  |  |  | \{1, 4, 5, 7\} | \{1,3,4,7\} | 0 |
|  |  |  |  | \{3, $4,5,7\}$ | \{1,3,4,5\} | 0 |
| 16 | 2 | 5 | 2 | \{1\} | \{1\} | 0 |
|  |  |  |  | \{2\} | \{2\} | 2 |
| 32 | 2 | 5 | 5 | \{1\} | \{1\} | 1 |
|  |  |  |  | \{2\} | \{2\} | 0 |
|  |  |  |  | \{3\} | \{3\} | 2 |
|  |  |  |  | \{4\} | \{4\} | 4 |
|  |  |  |  | \{5\} | \{5\} | 0 |

