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Abstract. We survey authenticated key exchange (AKE) in the context of supersingular isogeny Diffie-Hellman
key exchange (SIDH). We discuss different approaches to achieve authenticated key exchange, and survey the
literature. We explain some challenges that arise in the SIDH setting if one wants to do a “Diffie-Hellman-like”
AKE, and present several candidate authenticated key exchange protocols suitable for SIDH. We also discuss some
open problems.

1 Introduction

A fundamental operation in many security systems is to establish an ephemeral shared key between two parties. This
can be done using trusted third parties, using symmetric crypto, using an interactive protocol like Diffie-Hellman key
exchange, or using public key encryption as key transport. In this paper we are interested in schemes that are based
on computational assumptions in mathematics and so are in the public key crypto setting. Basic Diffie-Hellman key
exchange is vulnerable to man-in-the-middle attacks, and so it is necessary to provide some form of authentication in
most applications.

Supersingular isogeny Diffie-Hellman key exchange (SIDH) allows two parties to generate a shared random key.
The security relies on computational problems regarding the computation of isogenies between elliptic curves, and
these problems are believed to be hard for quantum computers. Hence SIDH is a candidate for post-quantum crypto.

The basic SIDH scheme is an analogue of the Diffie-Hellman key exchange concept and so is vulnerable to man-
in-the-middle attacks. A natural problem is to design an authenticated key exchange (AKE) scheme from the basic
SIDH primitive.

To our knowledge there are few papers in the literature that discuss AKE based on supersingular isogeny problems’.
The thesis of LeGrow [28] is the most extensive document that we are aware of. We also mention the work of Kirkwood
et al [23]. They give a scheme where Bob has a public key that enables Alice to share a key with Bob. Alice is certain
that only Bob can complete the protocol and compute the key, and Bob is certain that his partner Alice is behaving
honestly. But Bob has no assurance about the identity of his partner and so this does not satisfy the definition of AKE.
Similarly, using public key encryption for key transport (or a KEM) only provides authentication in one direction.

A standard solution to authenticated key exchange is to use digital signatures (i.e., both players sign their protocol
messages with respect to their long-term public keys) or MACs.? One can get a secure AKE scheme by combin-
ing SIDH with a post-quantum secure signature scheme. Unfortunately, there is no practical digital signature scheme
whose security relies on computing isogenies [14,37]. Hence, if we wish to have an efficient system whose security
relies entirely on isogeny problems, it is necessary to consider key exchange schemes that provide implicit authentica-
tion.

Another approach is to build authenticated key exchange from public key encryption. There are a large number of
papers on this topic and we survey them in Section 4 and discuss isogeny variants in Section 5.

As we discuss in Section 3, there are a number of direct constructions of AKE schemes in the literature in the case
of discrete logarithms. However there are several challenges that arise in the SIDH context that do not arise in the
discrete logarithms context:

! The two papers [17, 18] are based on ordinary isogeny graphs and, despite their titles, neither of the papers provides an authen-
ticated protocol.

2 As far as I can tell, the scheme of LeGrow [28] can be interpreted as SIDH protected by a MAC coming from a long-term
static shared Diffie-Hellman key. But I might be wrong about that. LeGrow writes that the scheme is applying a post-quantum
transform to a signature scheme. The scheme also requires a chameleon hash, and does not provide a post-quantum instantiation
of such a hash.



1. Discrete logarithms provide a richer algebraic structure that allows more sophisticated protocols.

2. There are adaptive attacks in the SIDH setting that make certain operations involving long-term private keys
dangerous.

3. There are gap assumptions in the discrete logarithm setting that are useful for security proofs, but these assump-
tions do not hold in the SIDH setting (because the decisional variant of the main problem is equivalent to the
computational variant).

Hence many existing AKE schemes and their security proofs cannot be adapted to the SIDH case. Luckily, an AKE
scheme (and its security proof in the random oracle model) due to Jeong, Katz and Lee [21] are adaptable to this
setting. We give the details in Section 7.

The aims of this paper are to highlight some of the challenges in authenticated key exchange for SIDH and to
present some basic schemes (together with security analysis) as a starting point for future research. We emphasise that
the goal is to obtain practical and efficient AKE schemes based on isogeny problems, with classical security proofs in
the random oracle model (ROM). We argue in Section 3.2 that classical security proofs are sufficient for post-quantum
cryptography using classical devices.
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2 Background on SIDH

For general background on elliptic curves and isogenies we refer to [10, 12, 15, 32, 36]. For background on SIDH we
refer to the original papers [9, 19].

The SIDH scheme of Jao and De Feo [19] (also see De Feo, Jao and Plit [9]) has a very special set-up. First choose
distinct small primes ¢1, £2 (typically £; = 2 and 2 = 3) and choose e1,e2 € N such that ¢5' ~ (52 ~ 2* where
A is some security parameter (typically, A = 256). Next choose a small integer f € N such that p = ¢{*05>f + 1
is prime. Choose E to be a supersingular elliptic curve over F 2 such that F(IF,2) has group structure a product of
two cyclic groups of order £ £52 f. Fix points P4, Q4 € E[{'] such that the group generated by P4 and Q) 4 is the
whole group E[¢]']. Similarly, choose Pp,Qp such that (Pp,Qp) = E[(5?]. The SIDH system parameters are
(E,Pa,Qa, PB,QB).

The SIDH key exchange protocol works as follows: Alice chooses a secret subgroup of E[¢{*] by choosing an
integer 0 < a < £7' and setting Sy = P4 + [a]Q 4. Alice computes an isogeny ¢4 : F — E4 with kernel generated
by Sa and publishes (E4, ¢4(Pg),»4(Qp)). Similarly, Bob chooses 0 < b < ¢52, computes ¢p : E — Ep with
kernel generated by Sg = Pp + [b]@p and publishes (Ep, ¢p(Pa), »5(Q4)). To compute the shared key, Alice
computes

Sy = ¢5(Pa) + [a]¢p(Qa) = ¢5(Pa + [a]Qa) = ¢5(Sa)
and then computes an isogeny ¢’y : Ep — E4p with kernel generated by S’;. The composition ¢/, o ¢pp : E — Eap
has kernel (S4, Sg). Similarly, Bob computes an isogeny ¢ : E4 — E’; 5 with kernel (¢4 (Pg)+ [bl¢pa(Qg)). The
shared key is the j-invariant j(Eap) = j(E' 5)-

We will use the notation G4 = (S4) and E4 = E/G4. So we can write Eap as (E/Gg)/é5(Ga) =
E/{(Ga,Gp).

For more discussion of the protocol and its implementation and security we refer to [19,9, 7]. In particular, there
are compression methods [8] to minimise the bandwidth when sending triples like (E 4, ¢4(Pg), 04(Q5B))-

The security of the SIDH key exchange protocol relies on the hardness of the following computational problem.

Problem 1. SIDH problem: Let (E, Pa,Q 4, Pp,Qp) be SIDH system parameters. Let F 4 be such that there is an
isogeny ¢4 : E — E4 of degree ¢{* with kernel G 4. Let P, = ¢ 4(Pg), Q5 = ¢4(Qp). Let Ep be such that there
is an isogeny ¢p : E — Ep of degree (5 with kernel Gp. Let Py = ¢p(Pa), Qs = ¢5(Qa4).

The problem is: Given (E, P4,Qa,Ps,Qp,Ea, Py, Q%,Ep, P}, Q'4) to determine j(E4sp) where Exp =
E/{Ga,Gp).



Problem 1 is believed to be hard for quantum computers. We refer to [15] for a survey of algorithmic results.

It is obvious that the SIDH protocol is not secure against a man-in-the-middle attack. Hence, in reality, there is a
need to provide some kind of authentication to users of the protocol.

We mention here an issue with using this scheme in a multi-user setting. Suppose Alice engages in the SIDH
protocol with Bob and also with Carol. Then, for example, Alice may use points of order ¢;* while Bob and Carol
use points of order £5*. What if now Bob wants to agree a key with Carol? One of them will use points of order £7*
while the other will use points of order £52. This is fine when all elements of the protocol are ephemeral, but it creates
a problem when we move to the authenticated setting. We call it the three body problem.

As observed in several papers [15, 34], decisional variants of problem 1 are equivalent to the computational prob-
lem. Hence there is no chance to get a “gap problem” in this setting (i.e., a situation where the computational problem
can be hard even in the presence of a decisional oracle). This prevents us from adapting certain security arguments
from the discrete logarithm setting to the SIDH setting.

Finally, we mention the adaptive attacks due to Galbraith, Petit, Shani and Ti [13] on the case where one party uses
a static key. Hence, if we build an authenticated key exchange using static and ephemeral components then we will
need to keep these attacks in mind.

3 Authenticated encryption in the discrete logarithm setting

Let GG be a group with generator g. The Diffie-Hellman scheme involves Alice sending g* to Bob and Bob sending ¢¥
to Alice and then both parties computing g*¥. As is well known, this is not secure against a man-in-the-middle attack.

A general solution is to sign all protocol messages using digital signatures (this is folklore and is analysed in [6];
we refer to [1] for a recent application of the idea). The security of the resulting protocol then depends on the Diffie-
Hellman assumption and whatever assumptions are necessary for the security of the digital signature scheme.

There are a huge number of papers that provide a higher level of security by including long-term public keys as
well as ephemeral messages. Such schemes all fall under the heading of authenticated key exchange (AKE).

Throughout the paper we use the following notation: H : {0,1}* — {0, 1}! is a cryptographic hash function. For
ai,...,a; € {0,1}* we write H(aq, . ..,a;) for the hash of the concatenation of the strings. When writing things like
H(g*Y) we assume a well-defined specification for how group elements are encoded as binary strings.

3.1 Brief summary of popular AKE schemes

We do not give an exhaustive survey here, but start our historical summary with a survey paper by Blake-Wilson and
Menezes [2]. Their notation is for Alice to have static key Y4 = ¢“ and ephemeral (one-time) protocol messages
T4 = g®. Similarly Bob has public key Y5 = ¢ and protocol messages Tz = g¥. The paper recalls the KEA scheme:
Alice sends ¢g® and Bob sends ¢¥ and the shared key is ¢g®¥ + ¢®. Next this is unified to a scheme (protocol 5 in their
paper) with shared key H (g, g®¥) where H is a cryptographic hash function. Next they discuss MQYV, which has a
complex shared key of the form g(*+eU)(¥+%V) for some values U and V' that are derived from the protocol messages
and are “short” to provide efficiency. Protocol 8 of their paper is a more complex scheme that also computes a shared
key of the form H (g, g*¥). We also refer to Okamoto [31] for a similar protocol.

Krawczyk [24] proposed the HMQYV protocol and gave a proof of security in the Canetti-Krawczyk model.
Menezes [30] pointed out that certain validation steps are still necessary with HMQV. The NAXOS protocol of
LaMacchia, Lauter and Mityagin [26] (also see [27,35]) is a protocol that allows Alice and Bob to share the key
H(A, B, g™, ¢"®, g*¥) where the ephemeral values are themselves generated using a hash function (modelled as a
random oracle).

Jeong, Katz and Lee [21] also present a model for “one-round” protocols (allowing simultaneous communication
between Alice and Bob) and give three schemes. Their scheme TS2 has shared secret H (A, B, g%, gV, g*Y, g?°) and
the security proof in the random oracle model relies on the computational Diffie-Hellman problem (CDH). They also
give a scheme TS3 that is proved secure in the standard model under the DDH assumption and the security of a MAC.
The scheme TS3 is similar to the solution of signing protocol messages: Alice and Bob derive a static Diffie-Hellman
key ¢“° from their respective public keys g and g® and use it as the key to a MAC for authenticating their ephemeral
Diffie-Hellman messages.



We stress that these schemes provide what is known as implicit authentication, which means that Alice knows
that the only other person who could compute the same key as her is Bob (and vice versa). In practice this means that
if Alice later receives a message together with, say, a MAC tag that verifies with respect to the key generated from the
session, then Alice is assured that the MAC tag must have been generated by Bob.

Note that most AKE schemes require a strong public key validation stage during registration with the public key
infrastructure. This is a process that requires a user, during registration of their public key, to prove that they know the
private key. It prevents certain attacks that involve Eve registering a public key that is in some algebraic way related to
the public key of another user. Most protocols also require players to check validity of values sent during the protocol
(e.g., checking that bitstrings correspond to group elements of the correct order). We refer to Menezes [30] for an
overview of such attacks in the context of MQV and HMQYV, and we refer to Boyd et al [5] for a broader discussion of
how to model certification authorities.

We now recall the Kaliski attack [22] on MQV (an unknown key share attack): Suppose Alice sends Ty = g*
and this is intercepted by Eve. Eve chooses a random 7, computes T = T4Y{g™" = g**U~" and computes the
corresponding U’ by the MQV process. Then Eve sets e = U’~!r and registers public key Yz = g°. Note that Eve
knows the private key for this public key, and so can perform the key validation process. Then Eve sends Tz to Bob,
as coming from her public key Y. Bob then sends Tz = g° to Eve and computes key

(TrYYYWHVO — (T, YV g=r(gU " m)U ) +VE) = gla+Ua)(y+Ve)

Eve then forwards T’s to Alice and she computes the same key. It means that Alice and Bob share a key. Alice thinks
she shares the key with Bob, but Bob thinks he shares the key with Eve. Hence Eve is enabled to “take credit” for
information coming from Alice.

3.2 Security models for AKE

Everything in this section is classical; we do not consider quantum adversaries or quantum-secure models for AKE.
LeGrow [28] has considered a quantum-secure model for AKE (similar to the work of Soukharev, Jao and Se-
shadri [33]) but this is not our concern. We are concerned with classical devices and classical communication channels.
The adversary may have access to a quantum computer in order to solve some computational problem, but currently
deployed devices and communication channels do not provide quantum access to adversaries.

Our security proof is in the random oracle model, but this is just a proof technique to model attacks. The real
cryptosystem uses a fixed hash function. Hence we believe it is not necessary to consider that the attacker has quantum
acccess to a random oracle. While we appreciate that research on the quantum random oracle model is of value, we
believe the quantum random oracle model is not necessary for understanding the security of AKE protocols that use
fixed hash functions and work with classical devices over classical channels.

Formal security analysis typically proceeds in the model of Canetti and Krawczyk [6]. We also follow the formu-
lation from Jeong, Katz and Lee [21].

The model considers a collection of n players, each with a public key. Each player engages in a number of sessions
(indexed by 7). Session j of player ¢ has an associated session identifier sid; ;. We denote by II; the instance of player
¢ running in session j. Session j of player ¢ and session j’ of player ¢’ are said to be matching or partners if player
i believes session j has partner ¢" and session id Sid; ; and player ¢’ believes session j’ has partner ¢ and session id
Sidi/J/ = Sidl"j.

An instance 1 f is completed if either ¢ initiates a protocol instance in session j and receives a valid response from
its partner, or if session j of ¢ receives a valid initial protocol message and responds to it. The correctness condition is
that completed partners should compute the same session key.

The adversary in the model controls all communication between players, and may modify or replace any message
from player 7 to player i’. This is formalised by giving the adversary access to a number of oracles.

Initiate (s, ¢'): Triggers player ¢ to initiate a protocol session with player i’. This returns a protocol message (that
includes a session identifier). A ‘

Send(i, j, M): Sends message M to II] (session j of player ), in response to which IT] performs the specified steps
of the protocol and returns its protocol message as appropriate. This query enables the protocol to operate and it



also allows to model active attacks where the value sent to a player is not the true value that was sent by another
player.

Execute(i,4'): Starts a fresh protocol interaction between players ¢ and 7', initiated by ¢ and completed by ’, that is
conducted in a correct and undisrupted way. This models passive eavesdropping.

Corrupt: The adversary learns the long-term private key of player 7, and all session keys agreed so far, and any other
local state information. The adversary can then create a new public key for that user (possibly depending on other
user’s public keys and/or protocol messages).

Session-Key: (Also called Reveal or Session-key reveal.) When a player completes a key exchange protocol instance
this query provides the adversary with the resulting session key.

Session-State: (Also called Session-state reveal.) During a key exchange protocol, before the protocol completes,
this query provides the adversary with any values that are stored by the player that are necessary for completion
of the protocol.?

After interacting with the players the adversary eventually makes a Test query (i, j) on a completed session j of
player 7. Let ' be player 4’s partner in session j (so that session j’ of player i’ is a matching session with session j of
player 7). It is required that players 7 and i’ have not been corrupted, and that session j of player 7 and session j' of
player i’ have not been the victim of state reveal or key reveal queries. In response to the test query, an unbiased coin
b is flipped. If b = 0 the adversary is given the session key computed by II7, and if b = 1 then a random string is
returned to the adversary. The adversary is required to guess the bit b with noticeable advantage.

Note that Jeong, Katz and Lee [21] extend this model to include forward security, but for simplicity in this paper
we restrict to the “key independence” model (which is essentially the Cannett-Krawczyk formulation). The proof
techniques also hold in the forward security model, but the probability calculations in the security proof are more
complex.

One issue with the Canetti-Krawczyk model is an ambiguity with the meaning of state reveal queries. Do these
queries just yield the ephemeral secret = stored by Alice? Or do they give access to values that are temporarily
stored by Alice during the computation of the secret key? For example, suppose we are discussing the unified scheme
H (g, g®¥) where Alice has key g® and sends g® to Bob. Clearly Alice needs to store the ephemeral value z so that
she can compute 7% in the second phase of the protocol. So it is natural that a state reveal query to Alice, between the
first and second stage of the protocol, will reveal x. But the adversary can also make a state reveal query during the
second part of Alice’s computation, so does this mean the adversary can also obtain the intermediate value g®® that
Alice must compute before she computes the hash value? The literature seems to be ambiguous about this. Essentially,
the issue is to what extent state reveal queries are modelling side-channel attacks. Criticisms like these have been made
in [30, 26].

3.3 Comments on discrete logarithm based AKE protocols

We now give some remarks and examples to clarify certain issues that will be of concern later in the paper.

Remark 1. Consider a basic protocol with shared key H (g?®, g*¥): If a state reveal query at the appropriate time can
leak g® then Eve can now intercept any key exchange session between A and B and create a shared key k with A and
a shared key k&’ with B, while A and B believe they share the key with each other.

On the other hand, if the key is H (g%, g"") then an attacker who replaces the messages ¢g® and g¥ will still not be
able to compute the value computed by Alice or Bob. For example, Alice will compute ¢®* and the attacker does not
know b or x.

Remark 2. Consider a protocol with shared key H (g%, g""). Alice computes this key by taking Bob’s public key Yz
and Bob’s message Tp and computing H (T'%,Y 7). It is well-known that this is vulnerable to a small subgroup attack
by Bob: Bob may send a value Tz of small order ¢. Bob knows b and so can compute ¢**. Hence, by doing a session
key reveal query on Alice, Bob can test a guess u for a (mod ¢) by seeing if H(T%, g**) is equal to the claimed value.

As we explain in Section 6.1, a variant of this attack that is hard to detect can be mounted in the SIDH setting, and
so we need to pay close attention to it.

3 It seems that Jeong-Katz-Lee omit this query.



Remark 3. A typical way to prove security is explained in general terms by Kudla and Paterson [25]. This involves a
reduction to the gap-CDH problem (i.e., the CDH problem in the setting where the solver has access to a DDH oracle).
The reduction inserts a CDH instance (g, g, g*) into the protocol as follows: Set up a user B and set their public key
to be g?; choose public keys for all other users so that the private keys are known to the reduction; put ¢g® into one of
the protocol sessions between A and B; hope that B is not corrupted by the user and that the protocol session with g*
is the subject of the test query. The problem is how can the reduction answer the key reveal queries made to B, since
the private key is not known to the reduction. This is done by using the fact that there should be a random oracle query
of the form H (g%, g"*). One can use a decision oracle to search the list of random oracle queries and identify any
suitable choice as a response to the reveal query. Similar ideas are used in [26, 35]. Such a proof methodology cannot
be used in our case since the decisional variant of the SIDH assumption is equivalent to the computational variant.

There is no security proof known for the MQV protocol. Krawczyk [24] gave a proof of security for HMQV in the
Canetti-Krawczyk model. His security proof relies on the computational Diffie-Hellman problem (the security proof
is complex and leverages the security of a certain digital signature scheme).

The NAXOS protocol is proved secure based on a gap assumption. Lee and Park [27] give a variant of the NAXOS
protocol that does not require a gap assumption. They use a standard “trapdoor test” idea in their proof, but this exploits
algebraic structures that are not available in the isogeny setting.

4 Generic constructions of AKE from IND-CCA KEMs or public key encryption

There are a number of papers that discuss generic constructions of secure authenticated key exchange from basic
primitives like IND-CCA encryption/KEMs and MACs, PRFs etc. We very briefly summarise some of these papers.

The first main result is due to Bellare, Canetti and Krawczyk [3]. They show how to add “authenticators” to a
non-authenticated key exchange protocol like Diffie-Hellman. The drawback is that the number of rounds increases.

There are a substantial number of papers following on from this work, and we will simply mention four of them.
We do not give full details, and for simplicity blur the distinction between KEMs and public key encryption. We will
use the notation pk4 as the public key for a user A and Enc,y, (r) for either IND-CCA public key encryption of a
random bitstring 7 to A, or else the IND-CCA encapsulation of a random key r to A.

In 2009, Boyd, Cliff, Gonzlez Nieto and Paterson [4] gave a simple scheme with two message passes. Alice sends
to Bob (A,C4 = Encpi,, (r4)) and Bob sends to Alice (B,Cp = Ency, (rp)). Alice and Bob derive a key from
the shared data (A, C4, B,Cp,ra,7g). This scheme (Protocol 1 in their paper) does not provide forward security. A
second scheme (Protocol 2 in [4]) provides “(weak) forward secrecy”. The second scheme runs an additional unau-
thenticated key exchange protocol in parallel. Both protocols provide KCI resistance.

In 2014, Li, Schége, Yang, Bader and Schwenk [29] gave a scheme that uses Encryption and MACs and requires
5 rounds of communication. We do not describe it here.

In 2015, Fujioka, Suzuki, Xagawa and Yoneyama [11] gave a variant of the Boyd et al scheme that still only
requires two rounds but now also features a “one-time” public key generated by Alice (much of the paper is about
identity-based KEMs, but it seems the methods also work in the public key setting). So the protocol is: Alice sends to
Bob (A,Ca = ENnCpi (r4), pkr) and Bob sends to Alice (B,Cp = ENncCpi, (rg), Cr = EnCpi. (rr)). Alice and
Bob derive a key from the shared data (A, C, B,Cg,Cp,74,7B,7T).

In 2017, Guilhem, Smart and Warinschi [16] gave a three round scheme. They start with an unauthenticated key
exchange protocol (such as Diffie-Hellman) that involves a message mq from Alice to Bob and a message mo from
Bob to Alice. (This is similar to Protocol 2 in [4], which also includes an unauthenticated key exchange protocol.)
Rather than exchanging m; and me, these values are now encrypted using an IND-CCA secure public key encryption
scheme. So Alice sends to Bob C'4 = ENcpy,, (m1) and Bob sends to Alice Cg = ENCpy, (m2). After decrypting they
computed the shared key £ resulting from the unauthenticated key exchange protocol. This key & is used to derive a
MAC key k; and a session key ko = H (k, Alice, Bob). Finally, Alice sends to Bob a MAC value Mac(k;, Alice||Bob)
which is checked by Bob.

The above brief discussion gives a flavour of the approaches but omits many details (e.g., we have not discussed the
tightness of security reductions). Please see the original papers for details. In particular, the exact security properties
vary. For example, the focus in [16] is on forward security, while the focus in [11] is on key compromise impersonation
(KCI) and maximal exposure attacks (MEX).



S Adapting generic constructions to the SIDH case

5.1 IND-CCA KEM based on SIDH

One can take any of the schemes from the previous section and insert an IND-CCA secure KEM based on SIDH. The
details of an IND-CCA KEM are given in the SIKE submission to the NIST PQCrypto competition (see Section 4.3.3
of [20]), and we briefly sketch it now.

The system parameters, as usual, are (E, P4, Qa, Pp,Qp) and also the description of three hash functions
F,G, H. The public key is pkg = (Ep, ¢p(Pa),¢5(Q4)) where ¢ : E — Ep is the secret isogeny of degree
052, The secret key is an integer /3 such that ker(¢p) = (Pg + [8]QB).

The encapsulation algorithm is:

Chooses a random string m € {0, 1}"™ and compute r = G(m, pkg) where G is a hash function and 0 < r < £7*.
Compute ¢4 : E — E4 such thatker(¢) = (Pa + [r]Qa4).

Compute ¢pap : Egp — Eap such thatker(¢ap) = (0p(Pa) + [r]op(QA)).

Compute ¢; = F(j(Eap)) ® m where F is a hash function to {0, 1}".

Output the ciphertext ¢ = (Ea, ¢4(Pp),d4(QB),c1)-

Output the key K = H(m, c).

The decapsulation algorithm of ciphertext ¢ = (Ea, ¢4 (Pg),d4(Q@B), c1) is:

Compute ¢ppa : E4 — Epa suchthatker(¢ppa) = (pa(Pp) + [B]0a(@B)).

Compute m’ = F(j(Epa)) @ c1.

Compute ' = G(m/, pkg).

Compute ¢/, : E — E’; such that ker(¢/,) = (P4 + [r']Q4).

If G(E')) = j(Ea) and ¢a4(Pp) = ¢/4(Pp) and ¢4 (Qp) = ¢'4,(Qp)) then output K = H(m/', c); otherwise
choose random s € {0, 1}"™ and output H (s, c).

Note that encapsulation requires two isogeny computations (both of degree ¢{') and decapsulation also requires
two isogeny computations (the first of degree £52 and the second of degree ¢7*).

5.2 The transforms

Adapting the schemes by Boyd, Cliff, Gonzlez Nieto and Paterson [4] is immediate. For Protocol 1 in [4], Alice
and Bob exchange random encapsulations and use the results to derive their session key. Both players perform one
encapsulation and one decapsulation, so perform 4 isogeny computations in total. For Protocol 2 in [4] there is an
additional SIDH key exchange protocol: Each player performs one isogeny computation to produce the message and
a second isogeny computation to compute the shared key, giving 2 additional isogeny computations for each player.

Adapting the Fujioka, Suzuki, Xagawa and Yoneyama [11] scheme is relatively straightforward. The initiator
Alice performs one encapsulation and also needs to generate a new SIDH public key pkr, which involves one isogeny
computation. Bob responds by performing two encapsulations. Bob also needs to decapsulate the message from Alice,
while Alice needs to decap both messages from Bob. Overall, Alice performs key generation, one encapsulation and
two decapsulations, which is 7 isogeny computations. Bob performs two encapsulations and one decapsulation, which
is 6 isogeny computations.

The Guilhem, Smart and Warinschi [16] scheme starts with unauthenticated SIDH (so each player performs one
isogeny computation to produce the message and a second isogeny computation to compute the shared key). The
encryption and decryption operations add an extra 4 isogeny computations for each player. Plus there is the additional
round of sending a MAC value.

We summarise these results in the following table. This shows that our protocol is more efficient than the protocols
obtained by applying the generic solutions. However, a more careful analysis would compare the precise security
properties of these protocols.



Authors One-round|Total message flows|Initiator # isog|Responder # isog
Boyd et al. P1|Yes 2 4 4

Boyd et al. P2|Yes 2 6 6

Fujioka et al. |[No 2 7 6

Guilhem et al.|No 3 6 6

This work Yes 2 3Q) 3(2)

Table 1. Comparison of generic AKE protocols from public key encryption or KEMS, and our proposal from Section 7.1. Recall that
“one-round” means that Alice and Bob can send their messages simultaneously. The table lists the number of isogeny computations.
The final row is for our scheme in Section 7, which requires 3 isogeny computations by each player, unless the long-term secret
value j(Eag) is stored locally, in which case only 2 isogeny computations are required by each player.

6 Adapting non-generic constructions to the SIDH case

The most immediate problem, if one wants to adapt previous work to the SIDH case, is the lack of a ring structure “in
the exponent”. A protocol like MQV involves computations like 7,4 Y Y, which evaluate to g® V. With isogenies we
do not have such a rich suite of operations (this, by the way, is also the primary obstacle to having an efficient public
key signature scheme based on isogenies). Hence, we have to ignore complex protocols like MQV and study simpler
ones like the “unified” scheme [2], Jeong, Katz and Lee [21], and NAXOS [26].

Further issues arise in the security proofs. The constrained algebraic structure prohibits random-self-reductions,
self-correctors, trapdoor tests and other tools that are often used in security proofs for AKE schemes. There is no gap
assumption available, since there is a reduction from the search variant of SIDH to the decisional variant. Hence, most
of the proof techniques in previous work go out the window.

Even worse, as we explain in the next subsection, there are schemes that would be secure in the discrete logarithm
setting but whose SIDH variants are insecure!

6.1 Adaptive attack

One of the most serious issues with SIDH using static keys is the adaptive attack from Galbraith, Petit, Shani and
Ti [13]. Suppose a protocol involves Bob computing a curve Egx where Egp = E/Gp is a fixed public key and Ex
is an ephemeral value sent by Alice. It is shown in [13] how a malicious Alice can send (Ex, R’, S"), where R’ and
S’ are specially chosen points that differ from the protocol specification, in such a way that Alice can gradually learn
Bob’s long-term secret. The attack is undetectable by Bob (there is no way for Bob to tell whether the points R’ and
S’ are the correct points to be sent by Alice) without performing an additional round of computation (as mentioned by
Kirkwood et al [23]). The attack is symmetric: Bob can also mount a similar attack on Alice if she is computing a key
of the form F 4y .

For future reference we recall the details of the attack in the context where Bob has a long term public key
Ep = E/(Pp + BQp), where Pg,Qp are points of order 52 and 0 < 8 < ¢5*> Let ¢px : E — Ex be Alice’s
isogeny and let R = ¢x (Pg) and S = ¢x(Qp). Bob computes his kernel by computing the point R + [3]S. Alice’s
attack learns Bob’s key “bit-by-bit” (really “coefficient by coefficient” in the base ¢, representation). Suppose, for step
1 of the attack, that Alice knows an integer K; with 0 < K; < (é such that 8 = K; + Kéz for some unknown z. Let
zo € {0,1,...,0 — 1} be a guess for z (mod ¢3). The attack allows to determine whether the guess z, is correct.
The attack is to choose R’ = R + [—¢5" 'K, — {5 29]S and S" = [1 4 ¢5*"*"!]S and to send (Ex, R',S’) to
Bob. Bob computes

R +[8)S" = (R+[B)S) + [0 'K, — 0 20 + 05" HK; + £52))S

= (R+[819) + [(z — 20)65]S
which generates the correct kernel if z = zp (mod ¢3) and generates a different kernel otherwise. Note that Alice

can compute a curve isomorphic to Ex /(R + [3]S) by computing Eg/{P} + [a]Q’s), where « is her ephemeral
key. By making a key reveal query (or interacting with the corresponding session) Alice can determine which of these



two cases occurs. It follows that after at most (¢ — 1)e; malicious interactions with Bob, Alice has learned Bob’s
long-term key.

The actual attack uses a further scaling of the points, to prevent the attack from being detected by using the Weil
pairing. We refer to [13] for the details. The issue is that there is no way for Bob to know that he is the victim of this
attack, apart from an additional round of communication and verification of Alice’s ephemeral key.

In the classical discrete logarithm setting then it is perfectly reasonable to have a key exchange protocol that allows
Alice and Bob to compute a shared key H (g, g®*). But this attack shows that for a SIDH protocol with shared a
key H(j(Eay),j(Epx)) then a malicious Bob (who knows the private key for E5) would be able to learn Alice’s
long-term key.

One of our contributions is to explain a new way to secure against such an attack (see Section A.3).

7 SIDH variant of the Jeong-Katz-Lee protocol

One problem with SIDH in the multi-user setting, already mentioned earlier, is the requirement to have public keys
to both initiate and respond to key exchange sessions (the “three body problem”). Similar issues arise in the work of
LeGrow [28]. Hence we are going to be encumbered with a larger public key than considered in most other works on
SIDH.

Set system parameters (E, P, Q1, P2, Q2) as in Section 2, so that P; and ); have order ¢;* for i = 1,2 and
(7" =~ (5% ~ 2* where ) is the security parameter.

A user A generates a public key as follows: Choose a secret a; such that 0 < a; < 7' and generate kernel
G a1 of order ¢5* from point P; + [a1]()1. Similarly choose a secret as such that 0 < ay < ¢5? and generate kernel
G a2 of order 57 from point P, + [a2]@2. The user’s key is a tuple (Ea1,Pa1,Qa,1,F42,Pa2,Qa2) Where
Egx1=FE/Gaiand Pyg = ¢a1(P2), Qa1 = ¢a,1(Q2) etc.

Essentially, /4 ; is used when initiating a key exchange session and F 4 5 is used when responding to a session.

7.1 SIDH-AKE Protocol

This protocol is based on the Jeong, Katz and Lee [21] scheme TS2.
When Alice initiates a session of the protocol she performs these operations:

Chooses 0 < = < £7* and sets Sx = P; + [2]Q1, sets Gx = (Sx) and computes ¢x : E — Ex = E/Gx.
Chooses session identifier sid. To be able to apply the Jeong, Katz and Lee proof we must define sid to be the
triple (E'x, ¢x (P2), ¢x(Q2)) (which is already being sent by Alice and so sid is implicit at this stage).

Sends (Alice, Bob, sid, Ex, P) = ¢x(P2), Q5 = ¢px(Q2)) to Bob.

Saves x, j(Ex) in protected temporary storage.

On receipt of (Alice, Bob, sid = (Ex, Py, Q%)) Bob does:

— Checks that Ex is a supersingular elliptic curve over > and that Py, Q% are independent points on E'x of order
052,
(These checks require significant overhead, though are less costly than actually computing an ¢5*-isogeny. We
refer to Section 9 of Costello, Longa and Naehrig [7] and also [13] for details about validation.)

— Chooses 0 < y < £52 and sets Sy = P, + [y]Q2, sets Gy = (Sy) and computes ¢y : E — Ey = E/Gy.

— Sends (Alice, Bob, sid, By, P} = ¢y (P1), Q] = ¢y (Q1)) to Alice.
Note that since sid = (Ex, ¢x (P2), ¢x (Q2)) this means Bob’s communication to Alice is roughly twice as long
as Alice’s communication to Bob.

— Computes Gxy = (Py + [y]@Q5) and Exy = Ex/Gxy.

— Looks up Alice’s public key (E A1, Pai,Q A1), verifies her certificate, looks up his long-term private key bo from
secure storage and computes Gap = (Pa1 + [02]Qa,1) and Eap = E41/GaB.

— Computes the session key

k= H(AhcevBOba](EX)7P2/7Qé?](EY)aP117Q/1>J(EXY)7J(EAB>)



— Flushes his working storage.
On receipt of (Alice, Bob, sid, Ey, P, Q}) Alice completes the protocol as follows:

— Checks that Ey is a supersingular elliptic curve over F 2 and that Py, Q] are independent points on Ey- of order
05,

Retrieves x, j(Ex ) from temporary storage associated with sid and computes Gxy = (P] + [z]Ps) and Exy =
Ey/ny.

Looks up Bob’s public key (E B,2,PB2,Q B72), verifies his certificate, looks up her long-term private key a; from
secure storage and computes Gap = (Pp 2 + [a1]@B,2) and Eap = Ep 2/Gap.

Computes the session key

k= H(Alice7B0baj(EX)7P2/?Q/27j(EY)aP1/7Q/17j(EXY)7j(EAB))~

Flushes her working storage.

The correctness of the protocol is easily verified, based on the correctness of the Jao-De Feo SIDH concept.

Note that compression techniques can be used to reduce the bandwidth of triples such as (Ex, Pj, Q%), and the
input to the hash computation should also use the compressed representation.

The computation costs are easily estimated. Alice and Bob need one isogeny each to create their protocol message,
and two isogenies each to compute the curves Exy and F4p. If Alice and Bob are in regular contact then j(E4p)
could be cached, in which case the “online” cost is just two isogenies (though we need to take into account the risk of
leakage of this long-term secret, as discussed in Remark 1). This explains the numbers given in Table 1 earlier.

One of the features of the design is to include the term j(FExy ). This provides forward security: if a player’s long-
term private key is obtained by an attacker, previous session keys are still secure since an attacker cannot compute
FExy when given Ex and Fy .

7.2 Key validation

The security of our scheme depends on public keys being correctly and honestly formed. Hence Alice needs to prove
to the PKI that her key is correctly formed. In this section we provide two simple ways to do this.

Alice’s key is a tuple (E4,1, Pa1,Q4,1,E42,Pa2,Qaz2). Here E41 = E/G 41 for a group G 4,1 of order ¢7*
and Pg1 = ¢a1(P1) etc. Also E4 o = E/G 45 for a group G 4 2 of order £5% and Pa o = ¢4 2(P>) etc. The PKI
needs to verify that everything is correctly constructed. So it must be the case that each curve is correctly formed as
the image of an isogeny of the correct degree, and it must be the case that the points P4 1,Q 4,1, Pa,2, Qa2 are the
correct images of the points on the base curve.

The first solution, which is too inefficient, is using a “cut and choose” protocol: Alice runs her key generation
algorithm k times (say, k¥ = 2%°) to generate tuples (EI(;,)17 P, fj?l, EX?W Py, QX?Z) for 1 < 4 < k. She then
uploads all tuples to the PKI. The PKI then chooses one of them to be Alice’s public key and then asks Alice to reveal
the private key for all £ — 1 remaining tuples. The PKI then checks that all k¥ — 1 keys are correctly formed. The
probability that Alice can successfully cheat this protocol is 1/k.

The second, and much more efficient, solution is to use an interactive protocol similar to the zero-knowledge proof
of identity in Section 3.1 of [9]: To prove knowledge of an isogeny ¢ : E — E 4 of degree d such that ¢(P;) = R;
for 1 < ¢ < t, the prover chooses a subgroup G C FE of order d’ coprime to d and the order of the points P;. The
prover constructs isogenies p : E — £ and ¢ : E4 — £4 with ker(p) = G and ker(¢)) = ¢(G). The prover sends
(€,€4) and p(P;) and ¥(R;) to the verifier. The verifier sends a bit b. If b = 0 the prover responds with G and ¢(G),
while if b = 1 the prover responds with p(ker(¢)). The verifier checks the consistency of the prover’s responses.
The probability Alice can cheat one round of this protocol is 1/2. By repeating this argument the verifier becomes
convinced of the validity of the prover’s key (one needs to be careful to choose G from a fixed subgroup E[n] to
prevent leaking too much information).

An interesting problem for future research would be to consider other solutions.
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7.3 Formal Security analysis

We closely follow the security proof of Section 4.2 of Jeong, Katz and Lee [21]. A key property of their approach is
that the session identifier sid includes the values Ex and Ey so that by definition a matching session must involve
the correct values E'x and Ey selected by the players during their protocol execution, and so has not been tampered
with. This aspect of the protocol design basically implies that there can be no man-in-the-middle attack, since any
change to the protocol messages does not lead to a matching session. The proof in [21] exploits random-self-reduction
of CDH tuples, which is not available in our setting, and so the reduction in the SIDH case is even less tight than the
result in [21]. We specify that the session state reveal query only returns the ephemeral values x or y, and not other
intermediate values such as j(F 45), hence the issue of Remark 1 is avoided in the security proof.

Theorem 1. Suppose Problem 1 is hard. Then, in the random oracle model, the SIDH-AKE Protocol is a secure
authenticated key exchange protocol in the Canetti-Krawczyk model.

Proof. Let A be an adversary to the SIDH-AKE protocol in the Canetti-Krawczyk model that succeeds with noticeable
advantage. Let there be n users in the system. Let m be an upper bound for the number of sessions participated in by
each player . Note that n and m are polynomial in the security parameter.

The proof proceeds in two stages. The first stage is to show that any successful adversary must make a random

oracle query of a certain form with noticeable probability. The second stage is to give a simulation of the protocol such
that when the adversary makes the specific query then a challenge SIDH instance is solved.
Stage one: The adversary chooses some player (i, j) as the object of the Test query. This means that this player is
not the object of a Corrupt or Session-State or Session-Key query and that it has completed the protocol and has
a matching partner session that is also not the object of a Corrupt or Session-State or Session-Key query. Let
sid = (j(Ex), P}, Q%, j(Ey), P{, Q) be the session identifier for this matching session and let E4 and Ep be the
public keys for players ¢ and j respectively. We define two events:

g1 is the event that there are two non-partnered protocol instances 1T, ZJ and IT! with the same session identifier.
g2 is the event that there is a query to the random oracle of the form H (A, B, sid, j(Exy),j(Eag)).

Since each player generates a fresh ephemeral key, the probability in any given instance that the player generates
any specific curve E that has been already used by another player is at most 1/2* (where ) is the security parameter).
Since there are at most nm sessions in total there are at most (mn)? possible pairs of conflicts to avoid, and so
Pr(q1) < (nm)? /2.

We now prove that if A succeeds in the Test query with noticeable advantage then Pr(q¢2) is noticeable. Let b be
the hidden bit in the security game played by A, and b’ the bit output by A. The probability distribution is over the
choices made by A and the simulation. The advantage Adv(A) of A is

[Pr(b=V)— 4| =Pr(b=bAq)+Pr(b=V Aq)— 3%
- ‘Pr(b =V|q1) Pr(q1) + Pr(b="0b"Aq1 A go)

1
2

+m@:UA@A@yg’
= ‘Pr(b =V'|q1) Pr(q1) + Pr(b =b'|¢1 A q2) Pr(q1 A q2)
+Pr(b=V|G A@)Pr(di A @) — %‘.

Now, Pr(b = V'|¢i A ¢2) = & since if H is never queried on the value of the test query, and if there is no way to get
access to the corresponding key via a session key reveal query, then there is no information about the hidden bit b. For
brevity define « = Pr(q;) and 8 = Pr(q; A g2). Then

Pr(i ANp) =1—a—p.

Hence, the advantage can be written as

|Pr(b="V|q)a+Prb=V|G Ag)B+5(1—a—pB)—3
= [Pr(b=V|q1)a+ Pr(b=V|q1 A g2)B — 3 (a+ B)|
< ia+p).
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It follows that Pr(gs) > 8 > 2Adv(A) — a > 2Adv(A) — (nm)?/2* and so is noticeable.

Stage two: Let (E, P1,Q1, P2, Q2, Ex, P3, Q%, Ey, Py, Q) be a challenge instance of Problem 1. We will construct
a simulator that uses A to solve this problem instance (in other words, computes j(Fxy) where Ex = E/Gx,
Ey = E/Gy and EXY = E/<Gx, Gy>)

The simulation begins with the simulator creating n users ¢ for 1 < ¢ < n and public keys for them. The simulator
generates public keys correctly and knows the corresponding private keys. The simulator randomly chooses two users
ip and 4(. The simulator randomly chooses session 1 < j, < m for user i, and session 1 < j) < m for user (.
The simulator is hoping that session jo of player 4o will match session j{, of player i(,, and that the test query will be
applied to either the jo-th session of player i or the jj-th session of player (.

The simulation handles random oracle queries in the usual way: On input u the simulation checks whether H (u)
has already been queried and, if not, uniformly chooses a binary string h € {0, 1} and returns h and adds (u, k) to
the table of random oracle values.

We now explain how to handle the queries required in the Canetti-Krawczyk model.

Initiate(s,4'): Let j be the next available session for player 4. If (¢,5) = (o, jo) then the output is (Ex, Py, Q5),
coming from the challenge SIDH instance. If (¢, j) # (o, jo) then a fresh value 0 < 2 < #5* is chosen (and stored)
and ¢x and Ex = E/(P; + [z]Q1) are constructed and the output is the correctly formed triple (Ex, Pj, Q%) as
in the protocol.

Send(i, j, M): If (i,5) = (iy, j;) then the output is (Ey, P, Q}) from the challenge SIDH instance and no com-
putation is performed (a key is not computed). If (¢, j) = (io, jo) then do nothing (again, no key is computed).
Otherwise, execute the protocol appropriately, using the private key and ephemeral keys that are known to the
player in this protocol instance (in particular, do not perform any further computations if M is not a bitstring that
satisfies the validity checks of the protocol).

Execute(i,'): Determine the next available sessions j and j’ for players ¢ and ¢’ respectively. Then run the Initiate
and Send algorithms as just explained. In particular, if (i, 5) = (i0,jo) and (¢, j') = (4, j{,) then the protocol
messages come from the challenge SIDH instance.

Corrupt(i): Output the long-term private key of user 7, together with all session keys for completed sessions up to
this point in the game. Note that the private keys can always be output by the simulation. The session keys are
handled as in the next item.

Session-Key(i, j) If (¢,5) # (i0,J0), (i3, jy) then the simulator knows all the relevant ephemeral information of
player ¢ and so can compute the relevant elliptic curves and perform a hash query and hence return the correct key

H(A7Bv](EX)vPéuQ/Zvj(EY)vP{aQ/laj(EXY)aj(EAB))

Note that this is true even if the values sent to player ¢ by the Send query have been maliciously chosen.
We are assuming the Session-Key query is not made on the values (ig, jo) or (i(, j4)- If it is then we just respond
with a randomly chosen binary string in {0, 1}'.

Session-State(i, j) If (¢,7) # (i0,j0), (25, jo) then returns the ephemeral value z used to generate Ex (respectively
y to generate E'y). We are assuming the Session-State query is not made on the values (i, jo) or (i, 4)-

We are hoping that the Test query will be made on the instance I7;; Jo or IT ],0 in the correct matching session,
and that the adversary makes a random oracle query of the form H (A, B, SId ) J (EX) J(Ey),j(Exy),j(Eagp)). The
simulator looks up in the random oracle table all values of the form (A, B, j(Ex), *,j(Ey),*,u,j(Eap)), chooses
one of them at random, and outputs the value w. This completes the description of the simulator.

We now discuss the correctness of the simulation in the random oracle model. All functions are correctly computed
except for those involving IT; with (4, j) = (io, jo) or (i(, j;,)- The only way the simulation cannot be perfect is if there
is a conflict in the responses to the random oracle queries. This can happen in two ways. Either the ephemeral values
Ex and Ey are repeated (so a sid is repeated), or a query is made of the form H (A, B, sid, j(Ex),j(Ey),j(Exy),j(EaB))
where these are the specific values arising in the Test query as above. The former event is ¢; and we have already
shown it is negligible. The latter event is g2, and we have shown in stage one of the proof it is noticeable if the advan-
tage of A is noticeable. However, this is the event we are looking for, so the potential failure of the simulation is no
longer a concern at this point.
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Finally, we discuss the success probability of the simulator to solve the SIDH instance. With probability at least
1/(mn) the Test query is made on either the instance IT, jo” or IT fé’ With probability at least 1/(mn) the partner of this

instance is the other one desired by the simulation. Hence, with probability at least 1/(mn)? we are in the setting that
the simulator is hoping for.* Now the adversary plays the game and, as already noted, makes the desired hash query
with noticeable probability. The simulation outputs one of the values from the list of hash inputs of the correct form
(there are only polynomially many such entries). Hence, the simulation succeeds with noticeable probability. [J

8 Other SIDH-AKE Protocols

As already discussed, one can get post-quantum secure AKE from SIDH by signing the protocol messages with a
post-quantum secure digital signature scheme, such as a hash-based signature scheme. We leave the analysis of such
protocols for future work.

One can also consider the TS3 scheme from Section 4.3 of Jeong, Katz and Lee [21]. In this scheme Alice has
SIDH pubhc key (EA,17 PA,l, QA,h EA’Q, PA’27 QA’Q) and Bob has a pubhc key (EB,1> PBJ, QB,17 EB72, PB’Q, QB’Q).
Knowing each other’s public keys, Alice and Bob can agree on a static shared session key F4p (wWhere Alice, as ini-
tiator, uses I74 1 and Bob as responder uses I/ 2). From this they derive a MAC key k by applying a hash function or
strong extractor. The protocol is then for Alice to send to Bob (Ex, Ps, Q45,74 = Macy(Ex, P, Q%)) and for Bob to
check the MAC and respond with (Ey, P, Q}, 74 = Macy(Ey, Pj,Q})). The shared key is j(Exy).

The security proof of the TS3 protocol is long and complex (see the full version of [21] for the corrected version).
It also relies on random-self-reduction of DDH tuples, which we do not have. Once again, we leave for future work a
full analysis of this protocol in the SIDH setting.

In Appendix A we give another SIDH-AKE protocol. The shared key for this protocol is of the form H (j(Eay ),
Jj(EBx),j(Exy)). This protocol has some features that may make it preferable in practice to the Jeong-Katz-Lee
protocols (though it is computationally less efficient). We believe that a variant of the protocol can be proved secure
using the same proof methodology as in Section 7.3.

9 Open problems and conclusions

We have surveyed the problem of authenticated key exchange in the context of supersingular isogeny Diffie-Hellman.
We have highlighted a number of technical issues that explain why it is non-trivial to adapt results from the discrete
logarithms setting to this new context. We have presented an SIDH variant of a protocol due to Jeong, Katz and Lee,
and proved its security in the same model as [21]. We have also sketched several other SIDH-AKE protocols.

There are many open problems in this area. Foremost is the need to find new techniques to design and tightly prove
security of AKE protocols in the SIDH setting. It is also necessary to give a full security analysis of these protocols
that includes the widest possible variety of adversarial goals (because, as is known, not every possible security issue
in AKE is captured by the formal models in [6,21]). The following problems are also worth investigation.

1. Thoroughly review the literature to precisely compare the existing solutions from the point of view of security
(e.g., forward security) and tightness of the security reduction.

2. Determine which protocols are most efficient (in terms of bandwidth and computation) for practical applications.
For example, is it really necessary to include j(Ex) and j(Ey ) and the respective points as inputs to the hash
function for the protocol in Section 7? These values are critical to the security proof, since they form the session
identifier sid, and the strong condition on matching session identifiers allows us to eliminate certain attacks as
outside the model.

3. Give more efficient solutions to public key validation for SIDH keys. (This is probably equivalent to more efficient
isogeny signatures.)

4 In the Jeong-Katz-Lee case they use a random-self-reduction to ensure that the challenge instance is inserted into all sessions,
and so this loss of tightness does not appear in their security result.
3 Bellare, Canetti and Krawczyk [3] also consider adding an authenticator to plain Diffie-Hellman key exchange.
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4.

Study post-quantum signature schemes and MAC schemes that can be used most effectively in practice to obtain
good AKE schemes.

The aim of this paper is not to make a recommendation about which scheme is most suitable for isogeny crypto.

We leave this as an open problem.
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A Variant of the NAXOS scheme

This section presents a scheme that may be attractive in some practical applications, though it is less efficient than our
SIDH variant of the Jeong-Katz-Lee schemes. It is closely related to other schemes in the discrete logarithm setting,
such as the NAXOS scheme [26] by LaMacchia, Lauter and Mityagin. This scheme deliberately does not use j(Eap),
due to the issues mentioned in Remark 1.

A.1 Protocol

Asin Section 7 the system parameters are (E, Py, Q1, P2, Q2). User Alice has publickey (Fa,1,Pa1,Qa1,FEa2,Pa2,Qa2),
such that there is a £7*-isogeny ¢4,1 : E — E4 1 withkernel (P} + a1Q1) and P41 = ¢a1(P2), Qa1 = $4.1(Q2)
are points of order /5> etc. Recall that £5' ~ £5? ~ 2* where ) is the security parameter.

When Alice initiates a session of the protocol she performs these operations:

Chooses 0 < = < £7* and sets Sx = P; + [2]Q1, sets Gx = (Sx) and computes ¢x : E — Ex = E/Gx.
Chooses session ID sid. This could be a random binary string, or one could avoid an explicit sid and instead define
it to be the triple (Ex, ¢x (P2), ¢x (Q2)) that is already being sent.

Sends (Alice, Bob, sid, Ex, ¢ x(P2), ¢x(Q2)) to Bob (compression is used here).

Saves z in protected temporary storage.

On receipt of (Alice, Bob, sid, Ex, Pj, Q%) Bob does:

— Checks that Ex is a supersingular elliptic curve over IF,> and that P, Q% are independent points on Ex of order
052

Chooses 0 < y < £5? and sets Sy = Pa + [y]Q2, sets Gy = (Sy) and computes ¢y : E — Ey = E/Gy.
Sends (Alice, Bob, sid, By, P = ¢y (P1), Q] = ¢y (Q1)) to Alice (compressed).

Computes Gxy = (Pj + [y]Q5) and Exy = Ex/Gxy.

Looks up his long-term private key by from secure storage and computes Gxp = (P4 + [b2]Q%) and Exp =
EX /GXB .
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— Looks up Alice’s public key, verifies her certificate, and computes Gay = (Pa 12 + [y]Qa,1) and Eay =
Eaq/Gay.

— Computes the session key k = H (Alice, Bob, sid, j(Eay ), j(Esx),j(Exy))-

— Flushes his working storage.

On receipt of (Alice, Bob, sid, Ey, P, Q}) Alice completes the protocol as follows:

— Checks that E'y is a supersingular elliptic curve over > and that P|, Q) are independent points on Ey of order
05

Retrieves « from temporary storage and computes Gxy = (P] + [z]Q]) and Exy = FEy /Gxy.

Looks up Bob’s public key, verifies his certificate, and computes Gpx = (Pp2 + [z]@p,2) and Epx =
Ep2/Gpx.

Retrieves her long-term private key a; from secure storage and computes G 4y = (P + [a1]Q}) and Eay =
Ey/GAy.

Computes the session key k = H (Alice, Bob, sid, j(Eay ), j(Epx),j(Exy)).

Flushes her working storage.

The correctness of the protocol is easily verified. Note that both players perform 4 isogeny computations in total,
so this is less efficient than our earlier scheme.

A.2 Informal Security Analysis

We now give an informal analysis of the security of the protocol. For this analysis we assume that Problem 1 is hard,
that H is a preimage-resistant hash function, that there is a public key infrastructure (PKI) that ensures authenticity
and integrity of public keys, and that the PKI enforces public key validation for all users.

Consider an attacker Eve who tries to interfere with the protocol messages sent between Alice and Bob. Eve can
replace Alice’s message (Alice, Bob, sid, Ex, Pj, Q) with a message (Alice, Bob, sid, Ex+, Py, Q%) of her choos-
ing. She can also replace Bob’s message (Alice, Bob, sid, E'y, P/, Q) with (Alice, Bob, sid, Ey~, P/, QY). However,
without knowing the long-term secret keys of Alice and Bob, she cannot compute either key. For example, to compute
Alice’s session key H(--- ,j(Fay’),j(Epx),j(Exy)) it is necessary to compute the curve Epx which cannot
be done by Eve unless she knows Bob’s private key or can determine Alice’s ephemeral secret. Similarly, to com-
pute Bob’s session key H(--- ,j(Fay),j(Epx),j(Exy)) Eve would need to compute E 4y . Hence, the use of
the long-term public keys E4 and Ep is expected to provide implicit key confirmation. This means that Alice is
convinced that Bob is the only other person who could compute k&, and vice versa. So if Alice receives a message
encrypted/MAC’d with the key k then Alice can be sure it comes from Bob.

There seems to be no way to mount an attack like the Kaliski attack (see Section 3.1), that “eliminates” part of
the public key by choosing an appropriate protocol message. This is due to the lack of algebraic structure in the SIDH
system: there seems to be no way to “combine” an isogeny with domain 4 and an isogeny with domain F into a
single object.

The above informal arguments suggest that there is no simple algebraic way for Eve to learn or manipulate the
keys agreed by users of the protocol. Adaptive attacks to learn a user’s secret key are discussed in Section A.3 below.
Forward security is provided by the value j(Fxy ).

Note that we could have included F 4 in the session key as well. The choice to ignore this is because it feels less
secure to rely on a single fixed shared long-term key E 4. This is also the sort of shape one wants to have for future
security proofs, and at least allows a proof in a weaker model that does not include session key reveal queries.

A.3 Resistance to adaptive attack

We now consider the attack from Section 6.1 and explain why it cannot be mounted on this protocol.

We explain the situation in the case of a malicious Alice; the case of Bob is exactly the same by relabelling. Recall
that ¢x : E — Ex is Alice’s isogeny and that R = ¢x (Pp) and S = ¢x(Qp) are the correct points. Bob needs to
compute both Epx and Exy. Let b be the secret for Ep and y the secret for Ey, so that By = E/(Pg + [y]|@B).
Suppose, as previously, that at step i of the attack Alice knows an integer K; with 0 < K; < /(4 such that b =
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K; + 0z for some unknown 2. Let 29 € {0,1,...,0 — 1} be a guess for z (mod fs). The attack is to choose
R = R+ [—(3 'K, — 57 2]S and S” = [1 + £5""""!]S. As we explained in Section 6.1, if the guess zy is
correct then Ex /(R' 4 [b]S’) will be isomorphic to the curve that Alice can compute.

However, this protocol has key H (j(Eay ), j(Epx), j(Exy)) and so Alice cannot test a guess for the key without
computing j(Exy ) (the pre-image resistance of H is necessary here). Bob computes E'xy by computing the quotient
of Ex by (R’ + [y]S’). The problem for Alice is that

R +[yls" = (R+[ylS) + [ (=K +y — £r20)]S

where y is a freshly chosen random integer with 0 < y < /5. Hence, Alice has no knowledge of this point, or how to

compute the corresponding points on Ey that would allow her to compute E'xy . To conclude, Alice cannot produce a

candidate for the key H(j(Eay),j(Epx),j(Exy)) and so has no way to verify whether her guess z is correct.
This idea gives an alternative to the Kirkwood et al [23] approach to preventing the adaptive attack.

A.4 Formal Security analysis

By including the protocol messages (Ex, Py, Q5 Ey, P/, Q}) in the session identifier (and hence including them in
the hash inputs for generating the key), one can apply the proof technique of Jeong-Katz-Lee and prove the security
of the scheme. The security reduction is not tight. We omit the details due to lack of enthusiasm. However, it is also
interesting to discuss whether security can be proved using similar techniques to those used by LaMacchia et al [26]
(potentially obtaining a tighter reduction).

We now discuss what would be required to get a rigorous security proof for the scheme in the random oracle model.
The natural approach would be to develop a simulator that takes as input an instance (E, Ex, P}, Qy, Eg, P§, Q')
of the SIDH problem and sets up (Ep, Py, Q%) as the public key of some user Bob and (Ex, P/, Q’,) as the initial
message in session j between Alice to Bob. The hope is that Bob is never corrupted by the adversary and that the
session j is the object of the test query.

The problem, as already mentioned, is how to handle session key reveal queries to Bob. Consider a user Alice
(controlled by the adversary) who sends a value E'x to Bob and then receives Bob’s answer Ey. Alice, knowing the
ephemeral secret for F'x and also her long-term private key, can compute j(E 4y ), j(Epx), and j(Exy ). Adversarial
Alice can therefore make a number of hash queries of the form H (j(Eay ), u, j(Exy)) for different values u, one
of them being the correct value y = j(Epx). If a session key reveal query is made to Bob, how is the simulator to
respond (even though the simulator controls the random oracle)? Knowing the secret key for Ey-, the simulator can
compute j(F 4y ) and j(Exy ), so can look up all random oracle queries of the form H(j(Eay ), u,j(Exy)). Butit
cannot determine which of these values is the correct one to output as the session key. In the Jeong-Katz-Lee proof
this is not a problem (the event g2 has taken place), but this leads to a lack of tightness. This issue is resolved in the
classical case (see LaMacchia et al [26]) by using a decision oracle, but we are unable to use such an assumption in
the isogeny case. Hence we are unable to adapt their tighter proof to this protocol. However, in a weaker model that
does not permit session key reveal queries, then it is clear that the security proof can work.
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