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Abstract. This paper presents efficient formulas to compute Miller
doubling and Miller addition utilizing degree-3 twists on curves with
j-invariant 0 written in Hessian form. We give the formulas for both
odd and even embedding degrees and for pairings on both G1 ×G2 and
G2×G1. We propose the use of embedding degrees 15 and 21 for 128-bit
and 192-bit security respectively in light of the NFS attacks and their
variants. We give a comprehensive comparison with other curve models;
our formulas give the fastest known pairing computation for embedding
degrees 15, 21, and 24.
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1 Introduction

Pairings on elliptic curves have various applications in cryptography, rang-
ing from very basic key exchange protocols, such as one round tripartite
Diffie–Hellman [29] [30], to complicated protocols, such as identity-based
encryption [8] [26] [22] [47]. Pairings also help to improve currently exist-
ing protocols, such as signature schemes, to have shortest possible signa-
tures [9].

Curves that are suitable for pairings are called pairing-friendly curves,
and these curves must satisfy specific properties. It is extremely rare that
a randomly generated elliptic curve is pairing-friendly, so pairing-friendly
curves have to be generated in a specific way. Examples of famous and
commonly used pairing-friendly curves include Barreto-Naehrig curves [5]
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(BN curves), Barreto-Lynn-Scott curves [4] (BLS curves), and Kachisa-
Schaefer-Scott curves [33] (KSS curves).

The performance of pairing-based cryptography relies on elliptic-curve-
point arithmetic, computation of line functions and pairing algorithms.
A pairing is a bilinear map from two elliptic curve groups G1 and G2 to a
target group GT . To achieve a good performance, as well as having an ef-
ficient pairing algorithm, it is desirable to have a fast elliptic-curve-point
arithmetic in both G1 and G2.

The security of pairings depends mainly on the cost of solving the dis-
crete logarithm problem (DLP) in the three groups previously mentioned,
namely, G1, G2, and GT . Since one can attack pairing-based protocols by
attacking any of these three groups, the cost of solving DLP must be
sufficiently high in all of these three groups.

1.1 Choice of curves and embedding degrees

One way to improve the performance of pairings is to improve the per-
formance of the underlying point arithmetic. Many authors have studied
efficient point arithmetic via the representation of elliptic curves in a spe-
cific model, for example, Hessian form [50] [32] and Edwards form [17] [7].

Pairings based on Edwards curves, along with examples of pairing-
friendly Edwards curves, were proposed by Arene, Lange, Naehrig and
Ritzenthaler [1]. They found that the computation of line functions nec-
essary to compute the pairing is much more complicated than if the curves
were written in Weierstrass form. In other words, even though Edwards
curves allow faster point arithmetic, this gain is somewhat outweighed
by the slower computation of line functions. Li, Wu, and Zhang [40] pro-
posed the use of quartic and sextic twists for Edwards curves, improving
the efficiency of both the point arithmetic and the computation of the
line functions.

Pairings based on Hessian curves with even embedding degrees were
proposed by Gu, Gu and Xie [23]. They provided a geometric interpre-
tation of the group law on Hessian curves along with an algorithm for
computing Tate pairing on elliptic curves in Hessian form. However, no
pairing-friendly curves in Hessian form were given.

Bos, Costello and Naehrig [10] investigated the possibility of using a
model of a curve (such as Edwards or Hessian) allowing for fast point
arithmetic and transforming to Weierstrass form for the actual compu-
tation of the pairing. They found that for every elliptic curve E in the
BN-12, BLS-12, and KSS-18 families of pairing-friendly curves, if E is
isomorphic over Fq to a curve in Hessian or Edwards form, then it is not
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isomorphic over Fqk to a curve in Hessian or Edwards form, where k is
the embedding degree. This implies that the point arithmetic has to be
performed on curves in Weierstrass form — not all curves can be writ-
ten in special forms such as Hessian or Edwards form. This idea of using
different curve models comes at a cost of at least one conversion between
other curve models into Weierstrass form.

In this article we study the efficiency of curves in Hessian form for
pairing computations. Hessian curves with j-invariant 0 have degree-3
twists that can also be written in Hessian form. This means that we
can take full advantage of speed-up techniques for point arithmetic and
pairing computations that move arithmetic to subfields via the twist,
e.g., as studied for Edwards curves in [40], without the expensive curve
conversion to Weierstrass form. We use the families proposed by [20], in
which we could find three families that can be written in Hessian form.

Regardless of which model of elliptic curve was being studied, most
of the previous articles on this topic were considering even embedding
degrees. One of the main advantages of even embedding degrees is the
applicability of a denominator elimination technique in the pairing com-
putation (avoiding a field inversion) which does not directly apply to odd
embedding degrees. Examples of pairing algorithms for curves in Weier-
strass form with odd embedding degree include the work by Lin, Zhao,
Zhang and Wang in [41], by Mrabet, Guillermin and Ionica in [43], and
by Fouotsa, Mrabet and Pecha in [19].

1.2 Attacks on solving DLP over finite fields

Due to recent advances in number field sieve (NFS) techniques for attack-
ing the discrete logarithm problem for pairing-friendly elliptic curves over
finite fields [31] [35] [2] [3] (NFS attacks and their variants), it is necessary
to re-evaluate the security of pairing-friendly curves. In [18], Fotiadis and
Konstantinou propose countering these attacks by using families with a
higher ρ-value. In this paper, we investigate the feasibility of an alterna-
tive method: increasing the embedding degree. This has the advantage of
keeping the low ρ-value of previously proposed families, but it is disadvan-
taged by the less efficient pairing computations. This article attempts to
analyze the use of Hessian curves in combating this. Previous research on
computing pairings with Hessian curves addressed only even embedding
degrees, and in order to make use of degree-3 twists the embedding degree
should be divisible by 6. Prior to the NFS attacks and their variants, the
favoured embedding degree for 128-bit security was 12, so that to increase
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the embedding degree while making use of cubic twists the next candi-
date is 15. However, as 15 is odd the formulas of [23] do not apply; for
this reason one focus of this article is to provide formulas for embedding
degree 15. Similarly, the pre-NFS favourite embedding degree for 192-bit
security was 18, which we propose to increase to 21. Observe further that
for 192-bit security, the families of [18] all require the embedding degree
to be greater than 21.

1.3 Our contributions

We present formulas for computing pairings on both G1×G2 and G2×G1

for a curve given in Hessian form that admits degree-3 twists. These
formulas exploit the degree-3 twists where possible: in moving the point
arithmetic in Fqk to Fqk/3 and performing the computations for the line
functions in Fqk/3 in place of Fqk . For efficient curve arithmetic (before
applying the use of twists) we refer to Bernstein, Chuengsatiansup, Kohel,
and Lange [6].

We analyze the efficiency of the pairing computation in each case,
focussing on the embedding degrees that should correspond to 128- and
192-bit security. Our analysis shows that for embedding degree 12, Hessian
curves are outperformed by twisted Edwards curves, but for embedding
degrees 15, 21, and 24 our formulas give the most efficient known pairing
computation. We do not consider 18 as we do not know of any curve
constructions for this case. As explained above, our main focus is on odd
embedding degrees, as we propose the use of k = 15 and k = 21 as a
countermeasure against the NFS attacks and their variants.

We also give concrete constructions of pairing-friendly Hessian curves
for both embedding degrees and a proof-of-concept implementation of the
optimal ate pairing for these cases.

2 Background on Pairings

Let E be an elliptic curve defined over a finite field Fq where q is a prime.
Let r be the largest prime factor of n = #E(Fq) = q + 1 − t where t is
the trace of Frobenius. The embedding degree with respect to r is defined
to be the smallest positive integer k such that r|(qk− 1). Let µr ⊆ F∗

qk
be

the group of r-th roots of unity. For m ∈ Z and P ∈ E[r], let fm,P be a
function with divisor div(fm,P ) = m(P )− ([m]P )− (m− 1)(O), where O
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denotes the neutral element of E. The reduced Tate pairing is defined as

τr : E(Fqk)[r]× E(Fqk)/[r]E(Fqk) −→ µr

(P,Q) 7→ fr,P (Q)
qk−1

r .

We address the computation of the reduced Tate pairing restricted to
G1 ×G2, where

G1 = E[r] ∩ ker(φq − [1]) and G2 = E[r] ∩ ker(φq − [q]) ⊆ E(Fqk).

Here φq denotes the q-power Frobenius morphism on E. We denote the
restriction of τr to G1 ×G2 by

er : G1 ×G2 −→ µr.

Let T = t−1. We define the ate pairing aT by restricting the Tate pairing
to G2 ×G1 so that

aT : G2 ×G1 −→ µr

(P,Q) 7→ fT,P (Q)
qk−1

r .

Note that in addition to G1 and G2 being switched, the subscript r (i.e.,
the number of loops) is also changed to T .

Algorithm 1 shows Miller’s algorithm to compute the reduced Tate
pairing or the ate pairing. Let m ∈ {r, T} and represent the binary format
of m by (mn−1, . . . ,m1,m0)2. For any two points R,S on E denote by lR,S

the line passing through R and S, and by vR the line passing through R
and−R. We further define `2R = lR,R/v2R and `R,P = lR,P /vR+P . Miller’s
algorithm outputs the Tate pairing if m = r, P ∈ G1, and Q ∈ G2, and
outputs the ate pairing if m = T , P ∈ G2, and Q ∈ G1.

3 Curve constructions

Even though every elliptic curve can be written in Weierstrass form, only
those that contain points of order 3 can be written in (twisted) Hessian
form. Almost all methods to generate pairing-friendly curves are for gener-
ating pairing-friendly Weierstrass curves, so we find pairing-friendly Hes-
sian curves by searching through constructions of pairing-friendly Weier-
strass curves for curves that have points of order 3, and converting those
curves into Hessian form. The families that we present below are guaran-
teed to have points of order 3.

5



Algorithm 1 Miller’s algorithm

Require: m = (mn−1, . . . ,m1,m0)2 and P,Q ∈ E[r] with P 6= Q
1: Initialize R = P and f = 1
2: for i := n− 2 down to 0 do
3: f ← f2 · `2R(Q)
4: R← 2R
5: if mi = 1 then
6: f ← f · `R,P (Q)
7: R← R+ P

8: f ← f (q
k−1)/r

In order to give fast formulas for curve arithmetic, it is desirable for
the pairing-friendly curves that we consider to have twists. Recall that a
degree-d twist of an elliptic curve E/Fq is an elliptic curve E′/Fqe that is
isomorphic to E over a degree-d extension of Fqe but not over any smaller
field. Recall also (e.g., [49]) that the only degrees of twists that occur for
elliptic curves are d ∈ {2, 3, 4, 6} such that d|k, and that degree 3 and 6
twists occur only for elliptic curves with j-invariant 0. We concentrate in
this article on twists of degree 3, partly motivated by our aforementioned
interest in embedding degrees k = 15 and 21. Twisted Hessian curves
with j-invariant 0 are of the form

Ha : aX3 + Y 3 + Z3 = 0.

Suppose that a ∈ Fq is a non-cube such that for ω ∈ Fq3 with a = ω3, the
element ω generates Fqk as a Fqk/3-vector space. Then Ha is a degree-3
twist of H1; the two curves are isomorphic via

ϕ : Ha → H1

(X : Y : Z) 7→ (ωX : Y : Z).
(1)

In particular, if R′ ∈ Ha(Fqk/3), then ϕ(R′) ∈ G2. Analogously to [4],
we choose the G2 input point for the pairing from ϕ(Ha(Fqk/3)). The
simplicity of the twist isomorphism allows us to do many calculations
in Fqk/3 instead of Fqk , as explained in detail on a case-by-case basis in
Section 4.

3.1 Degree six twists of Hessian curves

In this article we include, for completeness, formulas for computing pair-
ings of Hessian curves with even embedding degree. As we want to make
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use of the natural twist of degree 3, the embedding degrees that we con-
sider are also divisible by 3, so that we are in fact considering embedding
degrees divisible by 6.

As mentioned above, degree-6 twists only occur for elliptic curves with
j-invariant 0. Let a and ω be as in the previous section and let α ∈ Fq2

generate Fqk/3 as a Fqk/6-vector space. Then

Fqk = Fqk/6 + αFqk/6 + ωFqk/6 + αωFqk/6 + ω2Fqk/6 + αω2Fqk/6 .

Define the triangular elliptic curve T/Fq : α2VW (V + aW ) = U3. Then
we can adapt the isomorphism of [6, Theorem 5.3] to see that T is a
degree-2 twist of Ha via the isomorphism

ψ : T → Ha

(U : V : W ) 7→ (U : β(αV − 54W ) : β(−αV + 54ζ23W )),
(2)

where β = ζ3 − ζ23 and ζ3 ∈ Fq is a primitive cube root of unity. In
particular, the triangular elliptic curve T is a degree-6 twist of H1 via the
composition ϕ ◦ ψ, where ϕ is as given in Equation 1.

3.2 Checking for points of order 3

Let E/Fq be an elliptic curve. There is a Hessian model of E if and only if
E(Fq) contains a point of order 3. To apply the formulas in the following
sections we require both E and the degree-3 twist of E that we consider
to have order 3. Recall that #E(Fq) = q + 1 − t, where t is the trace of
Frobenius; by [24] the two non-trivial degree-3 twists E′ satisfy:

#E′(Fq) = q + 1− (3f − t)/2 with t2 − 4q = −3f2,

#E′(Fq) = q + 1− (−3f − t)/2 with t2 − 4q = −3f2.

It is also necessary that, for the twist E′ that we use, #E′(Fq) is divisible
by r (recall that r was the largest prime factor of #E(Fq)); exactly one
of the two possible twists satisfies this condition. So to choose a family
for which the elliptic curve E can be rewritten in Hessian form together
with a degree-3 twist, it suffices to check that 3 divides q+ 1− t and that
3r divides q + 1− (±3f − t)/2 (for one choice of sign).

3.3 Generating curves

Recall that E is an elliptic curve defined over a finite field Fq where q is
prime, and r is the largest prime factor of #E(Fq). The embedding degree
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k is the smallest integer k such that r|qk−1. Constructions of parametric
families of pairing-friendly curves give an elliptic curve E with integral
coefficients and polynomials q(x) and r(x), where for each x0 such that
q(x0) is prime and r(x0) has a large prime factor, the reduction of E mod
q(x0) is a pairing-friendly curve with parameters q = q(x0) and r = r(x0).

Cyclotomic families are families of curves where the underlying field
K is a cyclotomic field, the size r of the largest prime-order subgroup of
the group of Fq-point is a cyclotomic polynomial, and the field K con-
tains

√
−D for some small discriminant D. We searched through [20] and

found three cyclotomic-family constructions that satisfy the conditions
outlined in the previous section; for each family D = 3. The following
constructions generate pairing-friendly Weierstrass curves which have a
(twisted) Hessian model [6, Section 5]. Note that twists of these curves
(see Section 3.2) are also expressible in twisted Hessian form. We denote
the cyclotomic polynomial of degree n by Φn(x) .

Recall the L-notation: LN [`, c] = exp
(
(c + o(1))(lnN)`(ln lnN)1−`

)
.

The best complexity for NFS attacks up until recently was Lqk [1/3, 1.923],
but now due to work of [35] the best complexity for composite k is reduced
to Lqk [1/3, 1.526]. In particular, with the earlier figure, a 256-bit prime q
together with embedding degree k = 12 gave a security complexity of 139
bits, but that has now been brought down to 110 bits. To compensate,
a pairing implementation using embedding degree 12 aiming for 128-bit
security would have to increase the size of the base field to about 364
bits. We propose increasing the embedding degree instead to k = 15,
for which the base field does not have to increased so dramatically; see
details below. Similarly, with the earlier figure, a 384-bit prime q together
with embedding degree k = 18 gave a security complexity of 194 bits, but
that has now been brought down to 154 bits. To compensate, a pairing
implementation using embedding degree 18 aiming for 192-bit security
now requires log(q) ≈ 653, giving k log(q) ≈ 11754. We propose increasing
the embedding degree instead to k = 21 or k = 24, for which the base
field does not have to be increased so dramatically; see details below.

Construction 1: k ≡ 3 (mod 18). This construction follows Con-
struction 6.6 in [20]. Pairing-friendly curves with embedding degree k ≡ 3
(mod 18) can be constructed using the following polynomials:

r(x) = Φ2k(x),

t(x) = xk/3+1 + 1,

q(x) = 1
3(x2 − x+ 1)(x2k/3 − xk/3 + 1) + xk/3+1.
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For this construction, the resulting curves and their twists all have points
of order 3. However, there is no such x0 for which both q(x0) and r(x0)
are prime. This means that r(x0) factors, and the largest prime-order
subgroup of E(Fq) actually has less than r(x0) elements. Recall that the
discriminant D = 3: the curves are defined by an equation of the form
y2 = x3 + b and have cubic twists. The ρ-value of this family is ρ =
(2k/3 + 2)/ϕ(k) where ϕ is the Euler ϕ-function. For k = 21 this gives
ρ = 4/3. To get 192-bit security we have to take r about 420 bits, for
which we get log(q) ≈ 560 and k log(q) ≈ 11760.

Construction 2: k ≡ 9, 15 (mod 18). This construction follows Con-
struction 6.6 in [20]. Pairing-friendly curves with embedding degree k ≡
9, 15 (mod 18) can be constructed using the following polynomials:

r(x) = Φ2k(x),

t(x) = −xk/3+1 + x+ 1,

q(x) = 1
3(x+ 1)2(x2k/3 − xk/3 + 1)− x2k/3+1.

This satisfies all the same properties as Construction 1. For k = 15 the
ρ-value is ρ = 3/2. To get 128-bit security we have to take log(r) ≈
256. Then log(q) ≈ 384, and k log(q) ≈ 5760. This actually gives 143-bit
security; a family with a lower ρ-value would be more efficient.

Construction 3: k ≡ 0 (mod 6) and 18 - k. This construction
follows Construction 6.6 in [20]. Pairing-friendly curves with embedding
degree k ≡ 0 (mod 6) where 18 - k can be constructed using the following
polynomials:

r(x) = Φk(x),

t(x) = x+ 1,

q(x) = 1
3(x− 1)2(xk/3 − xk/6 + 1) + x.

For this construction, the resulting curves and their twists all have points
of order 3. There also exists x0 such that both q(x0) and r(x0) are prime.
The curves generated by this construction admit sextic twists. The ρ-
value for this construction is given by ρ = (k/3 + 2)/ϕ(k) where ϕ is the
Euler ϕ-function. For k = 12 this gives ρ = 3/2 and for k = 24 this gives
ρ = 5/4. To get 192-bit security with k = 24 we need log(r) ≈ 392, for
which log(q) ≈ 490 and k log(q) ≈ 11760.
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For all the constructions outlined above, the curves are given in Weier-
strass form as v2 = u3+b. To convert a pairing-friendly Weierstrass curve
of the above form that has a point (u3, v3) of order 3 into twisted Hessian
form, we refer to [6]. The authors give explicit transformations showing
that there is a Hessian model of the above curve given by aX3+Y 3+Z3 =
0, where a = 27(u63/v

3
3−2v3). Let m, s and mc denote field multiplication,

field squaring and field multiplication by a small constant respectively.
They compute the total cost for the whole conversion to be 9m+2s+5mc

plus one inversion and one cube root computation.

4 Computation of line functions

Each iteration of Miller’s loop (Algorithm 1) includes a Miller doubling
step and some of the iterations also include a Miller addition step. The
Miller doubling step has four costly parts: computing the double of a point
R on the curve, computing the Miller function `R,R = lR,R/v2R, squaring
an element f ∈ Fqk , and multiplying f2 by `R,R. The Miller addition step
has three costly parts: computing the sum of two points P and R on the
curve, computing the Miller function `P,R = lP,R/vP+R, and multiplying
an element f ∈ Fqk by `P,R. We attempt in the following sections to
optimize each of these parts for Hessian curves H/Fq : X3 + Y 3 +Z3 = 0
of j-invariant 0 for pairings on both G1 × G2 (such as the Tate pairing)
and G2 ×G1 (such as the ate pairing).

4.1 Denominator elimination

It is, of course, desirable to avoid the field inversion that results from
dividing by vP1+P2(Q), with P2 = R and P1 ∈ {R,P}, which we can do
(to some extent). For curves in (twisted) Hessian form, the neutral group
element is given by (0 : −1 : 1), and negation by −(x, y) = (x/y, 1/y)
(in affine coordinates). This means that the line vP1+P2 passing through
P3 = P1 + P2 and (0 : −1 : 1) has a more complicated form than for
many other popular curve shapes (such as short Weierstrass or Edwards).
Namely, writing (X3 : Y3 : Z3) = P3 and (XQ : YQ : ZQ), we have

vP3(Q) : (Z3 + Y3)XQ − (ZQ + YQ)X3.

When considering pairings on G1 × G2, we have that P3 ∈ G1 and
Q ∈ G2, and when considering pairings on G2×G1, we have that P3 ∈ G2

and Q ∈ G1. As vP3(Q) = vQ(P3), exactly the same arguments apply to
G1 × G2 as to G2 × G1 in this case; say for simplicity that P3 ∈ G1 and
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Q ∈ G2. Suppose that we have chosen Q such that there exists Q′ ∈
Ha(Fqk/3) for which Q = ϕ(Q′), where ϕ is the cubic twist isomorphism
from Equation 1.

Even embedding degrees. The following is essentially a rephrasing of the
denominator elimination technique presented in [23] (although they do
not mention pairings on G2 ×G1).

Assume now that 6|k. In particular, by the discussion in Section 3.1,
the triangular curve T : α2VW (V + ω3W ) = U3, with α and ω as in
Section 3.1, defines a quadratic twist of Hω3 via the isomorphism ψ of
Equation 2. We choose our point Q′ ∈ Hω3(Fqk/3) from the image under
ψ of T (Fqk/6), so that there exist U, V,W ∈ Fqk/6 for which Q′ = (U :

β(αV − 54W ) : β(−αV + 54ζ23W )), where β = ζ3 − ζ23 and ζ3 ∈ Fq is a
primitive cube root of unity. Evaluation of vP3 at Q = ϕ(Q′) then gives

v2R(Q) : (Z3 + Y3)Uω − 54β(ζ23 − 1)WX3 ∈ Fqk/2 .

This value will go to 1 in the final expontentiation step of Miller’s al-
gorithm (Algorithm 1), so without loss of generality we can set it to 1
throughout the computation.

Odd embedding degrees. Unfortunately the denominator elimination tech-
nique of [23] does not apply to this case; instead we extend ideas of [41]

and [43]. Observe that 1
x−y = x2+xy+y2

x3−y3 . Let Q′ = (XQ′ , YQ′ , ZQ′). Plug-

ging x = (Z3+Y3)XQ′ω and y = (ZQ′+YQ′)X3 in 1
vP3

(Q) with Q = ϕ(Q′),

we get that the denominator x3− y3 is in Fqk/3 so will go to 1 in the final
exponentiation, hence can be set to 1 for the whole computation. That
is, we replace 1

vP3
(Q) by the numerator

nP3(Q) = ((Z3+Y3)XQ′)
2ω2+(Z3+Y3)XQ′(1+YQ′)X3ω+((1+YQ′)X3)

2,

and we replace the Miller function `P1,P2(Q) by nP3(Q) · lP1,P2(Q). The
numerator nP3(Q) can be computed with cost 2k

3 m + 1
9M + 2

9S via

u = (Z3 + Y3)XQ′ ; v = (1 + YQ′)X3; n = u2ω2 + (u · v)ω + v2.

4.2 Miller doubling

Let R = (X1 : Y1 : Z1) ∈ Hb(K) for b ∈ {1, a}. The fastest known
formulas to compute 2R = (X3 : Y3 : Z3) (due to [6]) are as follows:

T = Y 2
1 ; A = Y1 · T ; S = Z2

1 ; B = Z1 · S;

X3 = X1 · (A−B); Y3 = −Z1 · (2A+B); Z3 = Y1 · (A+ 2B).
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The cost for point doubling with the above formulas is 5m + 2s in K.

In all that follows we denote multiplication and squaring in Fq by m
and s respectively, and multiplication and squaring in Fqk by M and S
respectively. We also assume always that 3|k.

Pairings on G1 × G2. The Miller doubling function is given by

`R,R(Q) = lR,R(Q)/v2R(Q).

For pairings on G1×G2 the input points are P ∈ G1 and Q ∈ G2, and R
will be a multiple of P .

We first address the computation of lR,R(Q). This line is the tangent
line toH1 at R evaluated at Q, which is given by lR,R(Q) : X2

1XQ+TYQ+
S, where R = (X1 : Y1 : Z1) and T = Y 2

1 , and S = Z2
1 are the values

that were computed in the point doubling computation. Set Q′ = (XQ′ :
YQ′ : 1) and Q = ϕ(Q′), where ϕ : Ha → H1 is the twist isomorphism
Equation 1 (this is possible as 3|k). Then we can write lR,R(Q) as

lR,R(Q) : (SYQ′ + T ) + aXQ′X
2
1ω,

which can be computed with cost 2k
3 m + s via

U = X2
1 ; V = SYQ′ ; W = ηU ; lR,R(Q) = V + T +Wω,

where η = aXQ′ and can be precomputed. We now split into cases.

Even embedding degrees. By Section 4.1, we can set the denominator
of the Miller doubling function to 1, so that the computation of the line
function lR,R(Q) is in fact the computation of the whole Miller (doubling)
function `R,R(Q).

Furthermore, a general element of Fqk considered as element of the
Fqk/3-vector space generated by ω will be of the form c1ω + c2ω

2 + c3ω
3,

but for `2R(Q) we have that c2 = 0. In particular, the multiplication
of `2R(Q) with f2 in Step 3 of Algorithm 1 will not be the full cost of a
general multiplication in Fqk (that is, approximately k2m), but by school-
book multiplication will cost 6 multiplications in Fqk/3 , which amounts to

6
(
k
3

)2
m = 2

3M. Putting together all of the above, the Miller doubling
step for even embedding degrees costs(

5 +
2k

3

)
m + 3s +

2

3
M + S.

12



Odd embedding degrees. By Section 4.1, we have `2R(Q) = n2R(Q) ·
lR,R(Q), where n2R(Q) is as given in Section 4.1. Putting the above to-
gether, the Miller doubling step for odd embedding degrees costs(

5 +
4k

3

)
m + 3s +

16

9
M +

11

9
S.

Pairings on G2 × G1. In this case, the input points are P ∈ G2 and
Q ∈ G1, and R will be a multiple of P . We choose P = (XP : YP :
1) ∈ ϕ(Ha(Fpk/3)), where ϕ is the twist isomorphism given in Equation 1.
As R = (X1 : Y1 : Z1) is a multiple of P , it is also in the image of
Ha(Fpk/3) under ϕ; let R′ ∈ Ha(Fpk/3) be the pre-image of R under ϕ.
As 2R = 2ϕ(R′) = ϕ(2R′), we can perform the doubling operation on
the cubic twist Ha, so that the operation count occurs in Fqk/3 . That is,
point doubling can be performed using 5 multiplications and 2 squarings
in Fqk/3 , which amounts to 5

9M + 2
9S. For even embedding degrees this

can be done slightly faster, which we address below.
As for pairings on G1 × G2, we address the computations of the line

function

lR,R(Q) : X2
1XQ + TYQ + S, (3)

where T = Y 2
1 and S = Z2

1 , in order to compute the Miller doubling
function.

Even embedding degrees. Assume now that 6|k. As described in Section
4.1 we choose the input point from G2, in this case P = ϕ(P ′), such
that P ′ is in the image of the quadratic twist isomorphism ψ given in
Section 3.1. This implies that R′ = ϕ−1(R), as a multiple of P ′, also lies
in this image, so that there exist U1, V1,W1 ∈ Fqk/6 for which

R′ = (X ′1 : Y ′1 : Z ′1) = (U1 : β(αV1 − 54W1) : β(−αV1 + 54ζ23W1)), (4)

where β = ζ3 − ζ23 and ζ3 ∈ Fq is a primitive cube root of unity. Here ω
and α are as in Section 3.1. We also have X ′1 ∈ Fqk/6 and Y ′1 , Z

′
1 ∈ Fqk/3 .

This gives us a small saving in the point doubling calculation. In the
preamble we stated that all the point doubling arithmetic is performed in
Fqk/3 . However, the final step in the computation of X ′3 (the X-coordinate
of 2R′) is not a full multiplication in Fqk/3 but a multiplication of a Fqk/6-

element X ′1 with a Fqk/3-element (A−B), costing 2
(
k
6

)2
m = 1

18M using

schoolbook multiplication instead of 1
9M. So we save 1

18M on the point
doubling for even embedding degrees, resulting in 1

2M + 2
9S.

13



As shown in Section 4.1, the Miller doubling function `R,R(Q) is just
given by the line function lR,R(Q) in this case, the computation of which
we now address. As above we have that R = (X1 : Y1 : Z1) = (X ′1ω : Y ′1 :
Z ′1) so that Equation 3 becomes

lR,R(Q) : (X ′1)
2XQω

2 + TYQ + S.

The values S and T are computed during the point doubling computa-
tion and lie in Fqk/3 , so the computation of `R,R(Q) = lR,R(Q) costs an
additional squaring in Fqk/6 , multiplication of a Fqk/6-element with a Fq-
element, and multiplication of a Fqk/3-element with a Fq-element, giving
k
2m + 1

36S via

c1 = (X ′1)
2; c2 = c1XQ; c3 = TYQ.

Additionally, the formula for `R,R(Q) considered as an element of the
Fqk/6-vector space generated by ω and α has no coefficient of ω, αω, or

αω2. Therefore the multiplication of `R,R(Q) with a general element (i.e.,

f2) of Fqk costs only 3 · 6
(
k
6

)2
m = 1

2M with schoolbook arithmetic.
Putting the above together, the full Miller doubling step for even

embedding degrees costs

k

2
m + M +

5

4
S.

Odd embedding degrees. By Section 4.1, the Miller doubling function
`R,R(Q) is given by `R,R(Q) = n2R(Q) · lR,R(Q), where n2R(Q) is as
given in Section 4.1. As described above for even embedding degrees, we
have that

lR,R(Q) : (X ′1)
2XQω

2 + TYQ + S,

where S, T ∈ Fqk/3 and are computed during the point doubling compu-
tation. In the case of odd embedding degrees, we have that X ′1 ∈ Fqk/3 ,
so that the cost of commutating lR,R(Q) via c1, c2, and c3 as above is
2k
3 m+ 1

9S. Putting the above together, the whole Miller doubling step for
odd embedding degrees costs

4k

3
m +

7

3
M +

14

9
S.

4.3 Miller addition

Let P1 = P = (X1 : Y1 : 1) and P2 = R = (X2 : Y2 : Z2) ∈ Hb(K) for
b ∈ {1, a}. The fastest known formulas to compute P1 + P2 = P3 = (X3 :

14



Y3 : Z3) for P1 6= P2 (due to [25]) are as follows:

A = X1 · Z2; C = Y1 ·X2; D = Y1 · Y2; F = η ·X2;

G = (D + Z2) · (A− C); H = (D − Z2) · (A+ C); X3 = G−H;

J = (D + F ) · (A− Y2); K = (D − F ) · (A+ Y2); Y3 = K − J ;

Z3 = J +K −G−H − 2(Z2 − F ) · (C + Y2),

where η = aX1 can be precomputed. The cost for point addition with the
above formulas is 9m in K.

Pairings on G1 × G2. The Miller addition function is given by

`P1,P2(Q) = lP1,P2(Q)/vP1+P2(Q).

For pairings on G1×G2 the input points are P ∈ G1 and Q ∈ G2, and for
addition we have that P1 = P = (X1 : Y1 : 1) and P2 = R = (X2 : Y2 : Z2)
is a multiple of P .

The line lP1,P2(Q) is the line passing through P and R evaluated at
Q. As above we write Q = (ωX ′Q : Y ′Q : 1) with Q′ = (XQ′ , YQ′ : 1) ∈
Ha(Fqk/3). Then

lP,R(Q) : (E − Y2)X1 + (YQ′ − Y1)(A−X2)− (E − Y2)XQ′ω,

where E = Y1Z2, and where A is the value that was computed during
the computation of P + R. In particular, the cost of computing lP,R(Q)
is

(
2 + 2k

3

)
m via

E = Y1 · Z2; L = (E − Y2) ·X1; M = (YQ′ − Y1) · (A−X2);

N = (E − Y2) ·XQ′ ; lP,R(Q) = L+M −Nω.

Even embedding degrees. By Section 4.1, the Miller addition function
`P1,P2(Q) is just given by lP1,P2(Q) in this case. Also, exactly as for
the Miller doubling function, multiplying a general element of Fqk with

lP,R(Q) costs only 2
3M. Putting together all of the above, the entire Miller

addition step costs (
11 +

2k

3

)
m +

2

3
M.

Odd embedding degrees. By Section 4.1, the Miller addition function
`P1,P2(Q) is given by `P1,P2(Q) = nP1+P2(Q) · lP1,P2(Q), where nP1+P2(Q)
is as given in Section 4.1. Putting together all of the above, the entire
Miller addition step costs(

11 +
4k

3

)
m +

16

9
M +

2

9
S.
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Pairings on G2×G1. For pairings on G2×G1 the input points P ∈ G2

and Q ∈ G1, and in the Miller addition function `P1,P2(Q) we have that
P1 = P = (X1 : Y1 : 1) and P2 = R = (X2 : Y2 : Z2), which is some
multiple of P . In exactly the same way as discussed for the Miller doubling
function, the point addition can be performed in the group Ha(Fqk/3) in
place of H(Fqk), so that the operation count occurs in Fqk/3 . That is,
point addition can be performed using 9 multiplications in Fqk/3 , which
amounts to 1M. For even embedding degrees this can be done faster,
which we address below. As for pairings on G1 × G2, we will need to
compute the line function

lP,R(Q) : −(E − Y2)XQ + (E − Y2)X1 + (YQ − Y1)(A−X2),

where E = Y1Z2 and A = X1Z2. Let P = ϕ(P ′) and R = ϕ(R′) be the
images of P ′ = (X ′1, Y

′
1 , 1) and R′ = (X ′2, Y

′
2 , Z

′
2) ∈ Ha(Fqk/3) respectively

under the twist isomorphism ϕ of Equation 1. Then

lP,R(Q) : −(E′ − Y ′2)XQ + (C ′ − Y ′2X ′1 + YQ(A′ −X ′2))ω,

where E′ = Y ′1Z
′
2, A = A′ω, C = C ′ω and A′ = X ′1Z

′
2 and C ′ = Y ′1X

′
2

are the values that were computed during the point addition. This can
be computed in 2k

3 m + 2
9M via

E′ = Y ′1 · Z ′2; d1 = Y ′2 ·X ′1; d2 = (E′−Y ′2) ·XQ; d3 = (A′−X ′2) · YQ.

Even embedding degrees. Suppose now that 6|k. As described already for
Miller doubling, we may choose U2, V2,W2 ∈ Fqk/6 such that

R′ = (U2 : β(αV2 − 54W2) : β(−αV2 + 54ζ23W2)),

where β = ζ3 − ζ23 and ζ3 ∈ Fq is a primitive cube root of unity (c.f.
Equation 4). Note that we do not apply this to P because we want to
make use of the mixed addition with Z1 = 1.

This gives us a small saving in the point addition calculation: the
computations of C and of F now cost 1

18M each instead of 1
9M each,

saving 1
18M; the cost for point addition is therefore 8

9M.
As shown in Section 4.1, the Miller addition function `P,R(Q) is just

given by the line function lP,R(Q) in this case. Multiplication of a general
element in Fqk with `P,R(Q) costs only 2

3M as `P,R(Q) has no coefficient
of ω2. Putting together all of the above, we get the cost for the whole
Miller addition step

2k

3
m +

16

9
M.
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Odd embedding degrees. By Section 4.1, the Miller addition function
`P,R(Q) is given by nP+R(Q) · lP,R(Q) in this case, where nP+R(Q) is
as given in Section 4.1. Putting together all of the above, we get the cost
for the full Miller addition step

4k

3
m + 3M +

2

9
S.

5 Comparison

As this paper primarily concerns cubic twists, we only discuss results for
embedding degrees that are divisible by 3. To our knowledge, most of the
previous work on the optimization of operation counts for one iteration of
Miller’s loop concentrated on pairings for G1 ×G2. To properly compare
different results, we need to take into account the number of iterations of
Miller’s loop, which differs greatly between G1 ×G2 and G2 ×G1.

For pairings on G1×G2, the lowest number of iterations occurs for the
twisted ate pairing when twists are available, or the reduced Tate pairing
when twists are not available. In this paper, we explicitly address the first
case, so the twisted ate pairing gives the minimal number of iterations.
Let t be the trace of Frobenius, let T = t − 1, and let d be the degree
of the twist. The number of iterations of Miller’s loop for the twisted ate
pairing is given by log(Te), where Te ≡ T e (mod r) and 1 < e|d. Also T
is a d-th root of unity in Fr, so when d = 6 the smallest value of log(Te)
is log(T2) ≈ log(r)/3, and when d = 3 the smallest value of log(Te) is
log(T3) ≈ log(r). For more details on the twisted ate pairing see [24].

For pairings on G2 × G1, the lowest number of iterations occurs for
the optimal ate pairing. The best-case-scenario (which can in principle
occur for any embedding degree) is log(r)/ϕ(k) iterations of Miller’s loop,
where ϕ is the Euler ϕ-function. This scenario takes x as the input for
the Miller’s algorithm (e.g., in place of r = r(x) as in Tate). For more
details on the optimal ate pairing see [51].

We compared previous results in this area for Weierstrass curves with
Jacobian coordinates [27] [1], Weierstrass curves with projective coordi-
nates [15], Edwards curves [1], Edwards curves with sextic twists [40], and
Hessian curves with quadratic twists [23]. Most of these papers considered
only pairings on G1×G2 (many of them were written before Vercauteren’s
paper [51] on optimal pairings) and only even embedding degree (to avoid
dealing with denominators).
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5.1 Comparing results for G2 × G1

The only other paper containing operation counts for pairings on G2×G1

and embedding degree divisible by 3, to our knowledge, is [15], which con-
siders projective Weierstrass coordinates. In that paper they look at even
embedding degrees, so we only compare our results for the optimal ate
pairing when k = 12 and 24 (c.f. Construction 3). Assume for simplicity
that s ≈ 0.8m. The formulas presented in [15] give an operation count of

41
36M + 41

36S ≈
{

295.2m k = 12
1180.8m k = 24

for Miller doubling and

4
3M + 1

18S ≈
{

198.4m k = 12
793.6m k = 24

for Miller addition.

The formulas presented in this paper give an operation count of

k
2m + M + 5

4S ≈
{

294.0m k = 12
1164.0m k = 24

for Miller doubling and

2k
3 m + 16

9 M ≈
{

264.0m k = 12
1040.0m k = 24

for Miller addition.

As the formulas for Hessian form are faster for doubling but slower for
adding (with respect to projective Weierstrass form), there is a trade-
off to assess. Suppose that we wish to compute the optimal ate pairing
and that we have an example for which the input for Miller’s algorithm
is x. The pairing can then be computed in log(x) = log(r)/ϕ(k) itera-
tions of Miller’s loop — this amounts to O(log(x)) Miller doubling steps,
O(Ham(x)) Miller addition steps, where Ham(x) denotes the Hamming
weight of x, and the final exponentiation. When k = 12, the formulas
presented in [15] compute the pairing in ≈ 295.2 · O(log(x)) + 198.4 ·
O(Ham(x)) multiplications in Fq and an exponentiation, and the formu-
las presented in this paper compute the pairing in ≈ 294.0 · O(log(x)) +
264.0 · O(Ham(x)) multiplications in Fq and an exponentiation. That is,
the formulas using Hessian curves outperform the projective Weierstrass
curves only for an x-value such that log(x) > 54.67·Ham(x). When k = 24,
the formulas using Hessian curves outperform the projective Weierstrass
curves for an x-value such that log(x) > 14.67 · Ham(x).

5.2 Comparing results for G1 × G2

Comparing the aforementioned papers [27], [1], [15], [40], [23], and our
results, we see that the fastest curve model for embedding degree divisible
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by 6 together with a G1 × G2 pairing is the Edwards form with sextic
twists [40] using

(
4k
3 + 4

)
m+7s+ 1

3M+S for one Miller doubling step and(
4k
3 +12

)
m+1

3M for one Miller addition step. The fastest curve model for
odd embedding degree divisible by 3 together with a G1 × G2 pairing is
the projective Weierstrass form [15] using (k+ 6)m + 7s + M + S for one
Miller doubling step and (k+13)m+3s+M for one Miller addition step.

5.3 Comparing G1 × G2 and G2 × G1

In the following table we compare the operation counts from the most
efficient curve shape for each subcase (optimal ate vs. twisted ate and
even vs. odd) in what we hope is a meaningful way: we give the number of
Fq-multiplications per Miller doubling/addition multiplied by 1

log(r)× the

number of iterations. We call these numbers DBLc (for doubling compare)
and ADDc (for addition compare). We assume here that s = 0.8m for
simplicity. The most efficient option for each subcase is as follows.

Table 1. Best operation counts for DBLc and ADDc for each embedding degree and
type of pairing

k pairing Model # iterations DBLc ADDc

12
twisted ate Edwards [40] log(r)/3 62.9 25.3
optimal ate Projective [15] log(r)/4 73.8 49.6
optimal ate Hessian (this paper) log(r)/4 73.5 66.0

15
twisted ate Projective [15] log(r) 431.6 255.4
optimal ate Hessian (this paper) log(r)/8 103.1 120.0

21
twisted ate Projective [15] log(r) 826.4 477.4
optimal ate Hessian (this paper) log(r)/12 133.8 155.9

24
twisted ate Edwards [40] log(r)/3 231.5 78.7
optimal ate Projective [15] log(r)/8 147.5 99.2
optimal ate Hessian (this paper) log(r)/8 140.7 134.0

For embedding degree 12, [40] is clearly the most efficient. For em-
bedding degrees 15 and 21, our results are clearly the most efficient. For
embedding degree 24, doubling is more efficient in Hessian form with op-
timal ate while addition is more efficient in Edwards form with twisted
ate. We could assess this trade-off in a similar way to the trade-off that
was required to compare results for even embedding degrees for optimal
ate pairings; our results will outperform those of [40] when the Hamming
weight of x is sufficiently low compared to log(x).
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Not included in Table 1 are the precomputation costs (which are rela-
tively low for our constructions) and the final exponentiation costs (which
are roughly uniform across all curve shapes). A significant part of the
precomputation cost for many models is the conversion between curve
models, which is not necessary for our constructions. (Recall that for BN,
BLS, and KSS, this conversion is always necessary if one wants to take
advantage of the fast point arithmetic on Hessian or Edwards curves, as
proven in [10].)

6 Concluding remarks

This paper presents efficient formulas to compute Miller doubling and
Miller addition on curves of j-invariant 0 with embedding degree divisible
by 3 when written in Hessian form. This paper presents formulas for both
pairings of the form G1 × G2 and G2 × G1 and compares the efficiency
of these formulas to the best known formulas of previous research. We
present the first formulas for pairings on G2 × G1 that utilize twists of
degree 3 in the case of odd embedding degrees, and the first formulas that
utilize twists of degree 3 for Hessian curves in all cases. Our formulas for
embedding degrees 15, 21, and (subject to trade-offs) 24 are the most
efficient among known choices.

Curves generated by the methods used in this paper (originally due
to [20]) are guaranteed to have twists of degree 3 and have embedding
degree k ≡ 3, 9, 15 (mod 18) or k ≡ 0 (mod 6) where 18 - k. We suggest
updating the use of embedding degree 12 to 15 for 128-bit security and 18
to 21 for 192-bit security in light of the NFS attacks and their variants.
This allows us to keep the relatively small primes for the base field and a
low ρ-value. We additionally suggest including k = 24 in any future (more
precise) comparisons, as our results show that this may be competitive
with k = 21 (since the ρ-value for k = 24 is lower than that of k = 21).

In future work, we plan to study precisely how the NFS attacks and
their variants apply to our constructions in order to be able to properly
evaluate the security and propose concrete parameters. A comparison be-
tween the larger embedding degrees (but low ρ-value) that we suggest
in this paper and the higher ρ-value (but small embedding degrees) sug-
gested in [18] would be very interesting, but we leave this for future work.
It would also be interesting to evaluate the performance of other curve
models with degree 3 twists on G2 × G1 pairings. We also consider the
optimized implementation as future work.
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