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Abstract

Similar to digital circuits, analog and mixed-signal (AMS) circuits
are also susceptible to supply-chain attacks such as piracy, over-
production, and Trojan insertion. However, unlike digital circuits,
supply-chain security of AMS circuits is less explored. In this work,
we propose to perform “logic locking” on digital section of the AMS
circuits. The idea is to make the analog design intentionally suffer
from the effects of process variations, which impede the operation
of the circuit. Only on applying the correct key, the effect of process
variations are mitigated, and the analog circuit performs as desired.
We provide the theoretical guarantees of the security of the circuit,
and along with simulation results for the band-pass filter, low-noise
amplifier, and low-dropout regulator, we also show experimental
results of our technique on a band-pass filter.
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1 Introduction

1.1 Motivation

The increasing cost of manufacturing of integrated circuits (IC)
has forced many companies to go fabless over the years. With the
outsourcing of IC fabrication in a globalized/distributed design flow
including multiple (potentially untrusted) entities, the semiconduc-
tor industry is facing a number of challenging security threats. This
fragility in the face of poor state-of-the-art intellectual property (IP)
protection has resulted in hardware security vulnerabilities such
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as IP piracy, overbuilding, reverse engineering, and hardware Tro-
jans [12]. To address these issues most effectively at the hardware
level [8], a number of hardware design-for-trust (Df Tr) techniques
such as IC metering, watermarking, IC camouflaging, split manu-
facturing, and logic locking [9, 13, 22, 23, 25] have been proposed.
Logic locking, in particular, has received significant interest from
the research community, as it can protect against a potential at-
tacker located anywhere in the IC supply chain, whereas other
DfTr techniques such as camouflaging or split manufacturing can
protect only against a limited set of malicious entities.

Logic locking inserts additional logic into a circuit, locking the
original design with a secret key. A locked design produces correct
outputs only upon applying the correct key; otherwise incorrect
outputs are produced. In addition to the original inputs, a locked
circuit has key inputs that are driven by an on-chip tamper-proof
memory [6, 19], as shown in Fig. 1. In case of digital designs, the
additional logic may consist of XOR gates [9, 13] or look-up tables
(LUTs) [1]. The locked netlist passes through the untrusted design
phases. Without the secret key (i) the design details cannot be re-
covered (for reverse-engineering), and (ii) the IC produces incorrect
outputs (for over-production). A locked IC has to be activated by
loading the secret key onto the chip’s memory.

While logic locking techniques exist for digital circuits, there is
a great dearth of techniques for AMS IP protection. In fact, analog
IPs are the most counterfeited semiconductor product and are the
weakest link in a complex system, because of the lack of defense
techniques [15]. Analog ICs are vulnerable to IP piracy as they have
relatively low transistor count and they are often associated with
distinct layout patterns, making it easy for a malicious foundry
to reverse engineer the layout. Hence, in this work, we develop a
defense technique to prevent overproduction of AMS ICs.

1.2 Problem statement

While logic locking schemes are well-defined for digital designs,
there is no formal approach for analog designs. In this work, we
develop a logic locking scheme for AMS designs. Here, only on
applying the correct key, the locked AMS design will produce the
desired response. Otherwise, for an incorrect key, the response de-
viates from the desired value. For example, in the case of band-pass
filter (BPF), it exhibits the desired frequency response for correct
key and an incorrect frequency response for an incorrect key.
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Figure 1: The logic locking technique used in [25]. The logic cone
is minimally modified by inverting the response of one input com-
bination w.r.t. original logic cone. The restore logic fixes this inver-
sion for the correct key for the intended input combination and in-
troduces a second inversion for all incorrect keys.

1.3 Prior work on AMS locking

There are very few previous works on the security of AMS designs.
A locking technique using memristors is proposed in [4]. It uses a
memristor-based voltage divider to bias the body voltage of transis-
tors in an amplifier. The voltage divider output is programmed by
a memristor crossbar. The correct voltage output is obtained only
when a 16-bit key is inputted to configure the crossbar correctly.
This scheme conceptually works well, but its practical applicability
is quite restrictive due to its dependence on memristor, and hence
it is not applicable to conventional CMOS-based AMS designs. A
split manufacturing technique for RF circuits is proposed in [2] for
security defense against untrusted foundry. While this technique
requires the trusted user, our work technique does not require a
trusted end-user.

An SMT-based combinational locking was proposed in [20]. This
defense mechanism ensures that each chip has a unique key. Hence
any attack to make the chip usable by finding the key is applicable
only for that chip. Though this technique has increased the bar of
the attack by using SMT-based combinational locking, it has certain
disadvantages: (i) Application of incorrect key may sometimes pro-
duce close to the desired response, in our work we ensure that the
circuit response suffers a deterministic error for an incorrect key.
(ii) This work ignores the fact that SAT attack is an oracle guided
attack, and hence when this attack is run on an AMS design, the
output from the miter circuit can be validated by the output from
the Oracle for the same input. Though this locking is vulnerable to
SAT attacks, as each chip has a unique key, the attack has to be run
on all required chips which are time-consuming. Another work on
obfuscating analog circuit performance using locking technique is
proposed in [10]. Applying the right key, sets the required transistor
width in the current mirror, which in turn provides the suitable
bias current for the analog circuit operation. Though this work has
shown a simplistic method for analog locking, it has not proved its
resilience against SAT attack.

1.4 Challenges in AMS locking

A simple and an obvious approach to lock an AMS design is to insert
key-gates into the analog circuit. Such key gates can be realized as
transistors, selection of bias voltages, selection of bias currents, etc.
But, such simple approach suffers from the following issues:
o As this will include a minimal number of key-transistors, it
will be trivial to find the right key inputs by brute forcing and
analyzing the output response for each key combinations.
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e Owing to the small device count on analog design - which can
have only a few hundreds of transistors on a single chip (or
even less), it is quite easy to reverse engineer compared to the
digital circuits which have millions of transistors on a single
chip.

o Once the reverse-engineered netlist is available, the attacker can
find the protected parts and remove them, thereby regaining
the original circuit [24].

1.5 Proposed approach

Piracy vs. overproduction. In case of analog designs, most of
the commonly-used circuits have a standard structure, and are
easy to reverse engineer. Also, an attacker can always recreate a
design from scratch, given the parametric specification; an attacker
can obtain such information from the publicly-available datasheet.
These challenges make it difficult to prevent piracy attacks, where
the attacker can copy the design, make the masks, and manufacture
new chips. Hence, we try to prevent against overproduction, where
the foundry uses the masks and makes new chips. Our technique
renders the overproduced chips non-functional, even if the attacker
has access to the complete specification of the target chip.

Our technique for protecting analog circuit is to logic lock the
digital section of AMS circuit that minimizes the effect of process
variation by setting the tuning knobs of an analog circuit to their
optimal values. Analog circuits are susceptible to process variations;
for instance, a filter can suffer up to 20% of variation due to the
component’s tolerances [18]. Many approaches have been proposed
to minimize the effect of process variations [7]. In these efforts, the
tuning knobs of analog circuits (e.g., resistances, capacitances) are
set to their optimal values; the digital components determine such
optimal values. By performing judicious logic locking on the digital
components of such circuits, only on applying the correct key, the
effect of process variations are nullified as the digital circuit works
correctly, and thus making the analog circuit to perform as desired.
On applying an incorrect key, the digital circuit produces incorrect
output, thereby setting the tuning knobs of the analog circuit to
non-optimal values. This causes deterioration in the functionality
of the analog circuit.

If the logic locking technique is secure, the attacker will not be
able to mitigate the effect of process variations without the key.
Therefore, all the overproduced chips will be susceptible to pro-
cess variations. Since process variations have deteriorating effects
on AMS circuits, the overproduced chips will not adhere to the
specification.

Our approach provides the following benefits:

(1) By setting the default analog operation points to where the
harmful process variation effect is amplified, even if the at-
tacker removes the locked digital circuit, the resultant analog
circuit will not function as desired, because the amplified
harmful effect of process variations stays, thus making the
resultant circuit non-functional.

(2) The tuning knobs are selected such that even a small amount
of change in their values significantly impact the behavior
of analog circuits.

(3) Since we cannot protect all the input patterns of the digital
circuits, we protect only those input patterns that signifi-
cantly impact the values of the tuning knobs, thereby the
output of the analog circuit.
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(4) Furthermore, we judiciously perform all these steps to mini-
mize area, power, and delay overheads.

1.6 Contributions

The paper has the following contributions:

o The first technique that can protect AMS designs against over-
production, including removal and other attacks.

o A logic locking solution that is applicable to a wide variety
of analog circuits like BPF, low-noise amplifier, low-dropout
regulators, etc.

e A sensitivity analysis that can maximize the impact of protec-
tion, thereby reducing the overhead.

o We demonstrate our technique on three different AMS circuits:
BPF, LNA, and LDO, including experimental results from a chip
that implements a BPF circuit.

The paper is organized as follows. In Section 2, we explain the
background and previous work related to logic locking and process
variations impact on AMS circuits. In Section 3, we explain the
locking strategy with the BPF circuit as a motivational example.
Section 4 shows the experimental and simulation results of the
proposed technique. Section 5 concludes the paper.

2 Background

2.1 Logic locking

In this paper, we use the logic locking technique proposed in [25],
called stripped-functionality logic locking (SFLL). SFLL modifies
the design logic cone to invert its output for a selected (protected)
input pattern, as shown in Fig. 1. The modification can be affected
via a logic gate insertions/replacements. The desired impact is an
inverted output for only one input pattern corresponding to the
correct key. The restore unit then inverts the inverted output only
for the correct key, thereby restoring the correct output. For any
incorrect key, SFLL produces an inverted output for the protected
input pattern. Both the key and the protected input pattern are the
designer’s secrets.

SFLL is provably-secure: it is secure against all attacks—SAT
attack [16], removal attack [24], sensitization attack [9], and bypass
attack [23]. For a design with an n-bit input, it can only protect
k — [log, (Z)] out of the 2" possible input patterns, where k is a
pre-defined security level. The security properties hold true only
for the input patterns protected. In the context of this proposal,
we call these input patterns as malfunction input patterns (MIPs),
because they cause analog circuit malfunction. We use two types of
SFLL techniques, HD-0, and HD-h. HD-0 can protect only one input
pattern, and HD-h can protect 2"% . (Ifl) patterns, where n is the
number of bits in the input design, k is the size of the key, and h is
the Hamming distance, a parameter. Proof of security against these
attacks are detailed in [25].

Usually, the protected patterns are selected by the designer based
on application needs. In the context of this research, one needs to
select what input patterns of the optimizer, that eliminates the pro-
cess variations effects. This way, an incorrect key will not eliminate
the effect of process variations.

2.2 Analog ICs and process variations

The performance of analog circuits is degraded by process, voltage,
and temperature (PVT) variations. At the design stage, the designer
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chooses a topology and find the sizes that meet the specifications.
After that, aware of the expected variation, the designer use corners,
and Monte Carlo analysis to test and improve the robustness of the
design. The impact of the performance variation depends on the
particular application. However, after fabrication, there is no way
to compensate these variations. So, researchers embed a built-in
self-test (BIST) and in-situ analog circuit optimization circuit to
test and correct the performance on-chip [21]. The optimization
circuit reads in the response of the target circuit, compares it with
the expected circuit, and selects the optimal tuning knob values,
such that the effect of process variations is minimized.

3 Locking approach for AMS circuit

In this section, we first describe a BPF circuit, which we will use
as a motivational example to explain our idea. We then describe
our locking architecture, and the methodology to describe how it
is used to select an optimal set of tuning knobs for the maximum
impact. Finally, we are explaining how the proposed mechanism is
applicable to other analog circuits, such as LNA and LDO.

3.1 Motivational example: Band-pass filter

Consider the Tow-Thomas filter of Fig. 2 with a transfer function
defined by Eqn 1.

s/(R10)
s2+5/(R1C) + 1/(R2C?)

Assuming ideal amplifiers (amplifiers with large enough gain and
bandwidth), R; = Rs, and Ry = R4 the characteristics of the filter
like center frequency w, = 1/(R2C) and quality factor Q = R1 /Ry
are defined by the passive components, i.e., resistors and capacitors.
In order to provide tuning, the passive components are actually im-
plemented by arrays of resistors and capacitors. Such tuning helps
to compensate for any changes in resistor and capacitor values
due to process variations. The parameters w, and Q are estimated
on-chip by measuring the amplitude at four frequency points de-
termined by the central frequency and the filter’s bandwidth [21].
The cost function of the optimizer quantifies the error between the
amplitudes at fi vs. f3 and f3 vs. f3.

Hpp(s) =

(1)

3.2 Locking architecture

The AMS design in Fig. 3 consists of the BPF circuit to be protected
along with the analog to digital converter (ADC) and the logic-
locked optimizer. The voltage input and control bits of the two
tuning knobs from the optimizer are the inputs to the BPF. Each

R2

R1
Vi D_M_ F’ R4
A

Vour
Figure 2: Tow-Thomas BPF circuit. The resist-ors Ri, Ry, R3, and Ry
are the tuning knobs.
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tuning knob setting corresponds to a unique value of the resistor
in the BPF circuit which in turn has an impact on its frequency
response. During the start-up, the tuning knobs are in their default
settings. Once the input voltage is applied to the BPF, the output is
converted to digital by ADC and sent to the logic-locked optimizer.
The secret key required for the proper operation of this optimizer
is loaded from a tamper-proof memory. The optimizer calculates
the cost difference in the measured and the desired output response
of the BPF. If the magnitude of this difference is high, it indicates
that the BPF response is far away from the desired response and if
low, indicates it is more close to the desired response.

As the tuning knob settings solely depend on the optimizer, logic
locking this unit ensures that it chooses the tuning knob which
produces undesired output response from the analog circuit when
an incorrect key is given. To be more specific, the MSB of the cost
difference is protected. When an incorrect key is given, the MSB
of this cost flips. Hence the optimizer sees the cost with a low
magnitude as high and vice-versa. Therefore, it tunes the analog
circuit incorrectly. On the other hand, when a right key is given, it
ensures normal circuit operation.

This simple architecture suffers from two challenges:

Issue 1: Not all resistors and capacitors in the BPF need to be tuned.
This is because, making every component tunable increases the
overhead of those components, and also the optimizer circuity now
has to optimize more variables, which in turn increases its overhead.
Thus, one needs to judiciously select the variables to tune.

Issue 2: The logic locking techniques can protect only a small
number of input patterns. For instance, HD-0 can protect only
one input pattern with a security level of k, and HD-h can protect
an—k . (];l) patterns with a security level of k — logs (I;l)

Hence, one has to judiciously select the input patterns of the
AMS circuit (i.e., responses of the AMS circuit) need to be protected.

3.3 Sensitivity analysis to solve Issue 1

In circuit analysis, sensitivity is a measure of the variation in a
performance metric caused by a change in a certain circuit param-
eter [3]. The normalized sensitivity of f; w.r.t. the parameter x;
is represented by the Eqn. 2. Since it allows to compare the effect
of each parameter in a circuit specification, it is a useful tool for
designing analog circuits.

s 2 X ofi @)

Xj fl ox j

In order to minimize the error in the performance metrics due to
PVT variations, circuit parameters have to be tuned. By using the
sensitivity analysis, the designer can choose the tuning knobs and
design their range in a smart way. This task is performed in four

Vin(s) Band-pass Vouls)
) Filter ”

Tuning Knobs v
Tamper- | Key y
LogicLocked
Proof Optimizer ADC
Memory

Figure 3: Logic locking of the BPF circuit.
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steps. First, the overall range in the circuit performance metrics due
to variations and performance flexibility is determined. Secondly,
the sensitivity of the performance metrics w.r.t different circuit
parameters (possible tuning knobs) is calculated and ranked. Third,
the tuning knobs are selected considering their sensitivity and the
implementation complexity and overhead. Finally, the tuning range
is designed. For the BPF, the center frequency and the quality factor
are the performance metrics on which this analysis is performed.
The selected tuning knobs are the resistors Ry and Ry. The same
procedure can be applied to different circuit topologies in order to
make them flexible and robust against process variations.

3.4 Choosing input patterns to solve Issue 2

In case of HD-0, since only one input pattern can be protected, it
is obvious to select the input pattern of the optimizer that results
in the minimum cost function. For instance, in case of BPF, we
need to protect the input pattern corresponding to resistor settings
Ry = 27.68KQ and Ry = 10.38KQ, as this makes the optimizer to
yield the minimum cost function value. In other words, this is the
input pattern, for which the error between the expected response
and the actual response of the BPF is minimum, as shown in Fig. 4.

In case of HD-h, a designer can increase the number of input
patterns protected by increasing value of h. However, this decreases
the security level of an n-bit design by an—k . (ﬁ) Hence, one
can increase the value of h only to an extent. In case of BPF, the
optimizer has 220-bit input, for which the maximum value of h can
be 37, the maximum number of input patterns protected can be
1.37 x 10*2.1 Here, we select those input patterns such that they
are at a Hamming distance h away from the one that produces the
minimum cost function.

3.5 Extending to other AMS circuits

The locking architecture has been tested in a BPF, however it can
be used to secure different analog circuits. Two of them are:

3.5.1 LNA A common gate LNA was tested as a study case [11].
The specifications to optimize are the gain (S21) and the input match-
ing (S11) for the given resonance frequency. Based on sensitivity

!This is assuming a security level of 80, which is the standard security practice.
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Resistor R1 (2)
Figure 4: Normalized error on the output of BPF for different tun-
ing knobs. The normalized error at (27.68KQ, 10.38KQ) = 0. The
data is collected from a IBM-180nm process BPF chip described in
Section 4.
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Table 1: Effect of HD-0 and HD-h logic locking techniques on the optimizer circuits of BPF, LNA, and LDO. In case of BPF, the data is collected
from the IBM-180nm process BPF chip described in Section 4. The correct values of the tuning knobs for BPF are (27.68K(Q, 10.38K Q). We used
simulation results for LNA and LDO. % error listed is the minimum error on applying any incorrect key.

Analog #of | Key | Security | # of patterns | % error | Key | Hamming | Security | # of patterns | % error
Circuit inputs | size | level (s) protected (min.) size | distance (h) | level (s) protected (min.)
220 220 220 1 8.11 220 1 212 220 8.11
220 112 112 3.25 X 102 44.59 220 20 126 1.19x 1078 8.11
Band-pass filter 220 87 87 1.09 x 10%0 72.97 220 37 80 1.37 x 10%2 8.11
154 154 154 1 0 154 1 146 154 0
154 84 84 1.18 x 10%T 3100 154 9 107 1.06 x 10™% 0
Low noise amplifier 154 81 81 9.44 X 10%T 3100 154 17 80 1.73 x 10%2 0
234 234 234 1 0.7 234 1 226 234 0.7
234 135 135 6.34 x 107 12.59 234 20 138 4.32 x 1078 0.7
Low-dropout regulator | 234 109 109 4.25 X 103 39.58 234 41 81 9.89 x 10% 0.7

analylsis, the tuning knobs are determined to be the biasing current
and the capacitance of the load tank. These two metrics are esti-
mated by applying two frequency tones at fg + A and connecting
the proper matching at the input and output. Then, the signal’s
amplitude is measured at the input and output of the LNA. The cost
function measure the error of the gain at two frequencies and the
error between the amplitude of the input applied and the one seen
at the LNA’s input at the two tones.

3.5.2 LDO voltage regulator A capless LDO with PMOS pass tran-
sistor and a single stage error amplifier is tested [17]. The perfor-
mance metrics to optimize are the power supply rejection (PSR)
and the phase margin. The selected tuning knobs are the biasing
current of the error amplifier and the compensation capacitor. The
PSR is measured directly by applying a sine wave at the input and
measuring an amplified version of the voltage at the output. On the
other hand, the phase margin is measured indirectly as the peaking
in the loop gain.

4 Results

4.1 Experimental setup

For our experiments, we demonstrate the logic-locking techniques
on three different AMS circuits: BPF, LNA, and LDO. The specifica-
tions for each of these circuits are as follows. The bandpass filter
has a center frequency f. = 74MHz and BW = 13MHz. The input
to the optimizer has 220 bits, which include the BPF frequency
response data from ADC and the weights used in the cost calcu-
lation. The specifications of the LNA circuit are Sy; > 20dB and
S11 < —20dB at a resonance frequency fg = 6GHz, with input size
to the optimizer equal to 154 bits. Similarly, the LDO’s specifica-
tions are PSR < —50dB and a phase margin larger than 45° with
optimizer input size equal to 234 bits. The optimizer implements a
simulated annealing algorithm.

The experiments are executed on 40, 10-core Intel Xeon pro-

cessors running at 2.8GHz with 256 GB of RAM. The designs are
synthesized using Synopsys Design Compiler tool using Nangate
45nm open cell library [5].
Measurement setup: The data of the BPF optimization circuit was
collected from the measurement setup. Fig. 5 shows the printed
circuit board (PCB) with the BPF fabricated using IBM-180nm pro-
cess. The optimizer is implemented on an FPGA and a dual voltage
source was used as supply. As the impact of process variation is
more prominent in smaller technology nodes, our locking approach
will be more effective as the technology scales.

/

— = -
Figure 5: Measurement setup of the setting the tuning knobs of the
BPF circuit.

4.2 Effect of tuning knobs on BPF’s output

In order for the locking technique on the BPF circuit to be effective,
any deviation in the tuning knob values from its ideal set of values
should degrade the BPF’s response. This effect can be quantified by
normalized error value. Figure 4 shows the normalized error value
for different tuning knob values. As one can see, when the (R1,R2)
values are (27.68KQ, 10.38KQ), the normalized error value is zero,
and for all the other cases, there is a non-zero error. Thus, only on
setting the tuning knobs to the correct values, the desired response
is obtained. Any deviation from these correct values indicates an
incorrect response from the BPF circuit.

4.3 Effect of logic locking on tuning knob

As mentioned earlier, only on applying the correct key, the locked
optimizer circuit sets the tuning knobs to the correct value. How-
ever, both HD-0 and HD-h techniques can protect only a handful
input patterns. Hence, one has to select the input patterns that
result in the optimal tuning knob values and protect them, while
ensuring the security guarantees at the same time.

Table 1 lists the effect of HD-0and HD-h logic locking techniques
on the optimizer circuits of BPF, LNA, and LDO. In case of HD-0,
when the key size equals the input size of the optimizer circuit,
k = n = 220, the Hamming distance h = 0, and only one input
pattern can be protected. Based on the normalized error in Fig. 4,
we choose to protect the pattern that results in the minimum error.
Hence, the input pattern resulting in the ideal tuning knob values,
ie., (27.68KQ, 10.38KQ) is protected; in this case, the normalized
error is 0%. For any incorrect key, the optimizer sets the tuning knob
that results in a normalized error value of at least 8.11%. Though the
security level (s) achieved by this approach is 220, the normalized
error value is only 8.11%.
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Figure 6: For HD-h technique, the effect of Hamming distance vs.

SAT attack resiliency and the number of input patterns protected

for BPF, LNA, and LDO. The right-hand side y-axis is in log scale.

One approach to increase the error value is to protect more
number of inputs patterns. This can be achieved by reducing the
key size. For instance, for HD-0and a key size of k = 112, the number
of input patterns protected is 3.25 x 1032, increasing the normalized
error to 44.59%. Similarly, by choosing a key size of k = 87, a
normalized error value is increased to 72.97%. However, one cannot
reduce the key size below 80 bits, because this reduces the s and
hence the search space to less than 280, making it vulnerable to SAT
and brute-force attacks. Another approach to increase the number
of protected input patterns and hence the normalized error value is
to use HD-h, whose results in Table 1.

In case of LNA, HD-0 and HD-h achieve the normalized error
rate of 3100% and 0%, respectively. For LDO, HD-0 and HD-h obtain
the normalized error rate of 39.58% and 0.7%, respectively. As one
can see, for the same key size, HD-h protects more input patterns
compared HD-0. For instance, in case of BPF, for a key size of 220,
HD-0 protects only one input pattern, whereas HD-h, for h = 37,
protects 1.37 X 1042, However, the normalized error rate is still
the same (i.e., 8.11%) or even lesser (i.e., for LNA it is 0%). This is
because HD-h requires all the protected input patterns to have the
same Hamming distance from the key with key size equal to input
size. The probability of all the patterns protected having the same
h is very small. This indicates that HD-0 results in a higher error
than HD-h.

4.4 Security analysis

This work protects the desired output response of AMS circuits
from the attackers rather than the circuit topology itself. This is
done by controlling the values of the analog circuit parameters, (i.e,
R and C) by the logic locked optimizer. Hence the security of the
complete AMS circuit is the security offered by the logic locked
optimizer. The following section shows the resiliency offered by
the locked optimizer.

Resiliency against SAT. The resiliency against SAT attack offered
by HD-0 and HD-h are k and k — loga (I;l), respectively [25]. From
Fig. 6, we can infer that security level s achieved for the BPF is
the maximum when Hamming distance h = 0 or h = 220 and
the minimum when h = 110. In order to ensure that the locked
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Figure 7: Key size vs. SAT attack resiliency and the number of in-
put patterns protected for BPF, LNA, and LDO. The right-hand side
y-axis is in log scale. The Hamming distance h = 0. The security
level achieved by BPF, LNA, and LDO are the same and hence are
superimposed.

circuit is SAT-attack resilient, we need to choose h and k such
that the security level is greater than 80. Hence, the allowable
h values canbe 0 < h < 37 or 183 < h < 220, and the corre-
sponding number of input patterns which can be protected are
1 < # of patterns protected < 1.37 x 10%2, Similarly, for LNA, the
allowable value of his 0 < h < 17 or 137 < h < 154 and the number
of input patterns which are protected ranges (1,1.73 x 10%2). For
the LDO, 0 < h < 41 or 193 < h < 234 and the input patterns
protected are in the range (1, 9.89 X 10%).

Also from Fig. 7, the security increases with the increase in key
size whereas the number of input patterns protected reduce with
the increase in key size. To ensure resiliency against the SAT-attack,
the key size should be k > 80. Hence the number of input patterns
which can be protected ranges (1, 1.39 x 104?) for BPF. Likewise, the
number of input patterns protected for LNA ranges (1, 1.89 X 10%?)
and that of LDO is (1, 2.28 x 10%0).

To analyze the time taken for the SAT attack, the logic-locked
optimizer of the BPF circuit is subject to this attack. The time
required for the attack, as shown in Fig. 8, increases exponentially
with the input size. For the input size of 14, the attack takes close
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o
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Figure 8: Execution time of the SAT attack for BPF. The time re-
quired for the attack to find the key increases exponentially with
respect to key size. Note that y-axis is in log scale.
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to 1.5 hours to identify the key. This indicates that our technique
is secure against SAT attack. Similarly, it is also secure against
AppSAT [14], as we protect only a linear number of input patterns.
Resiliency against removal attack [24]. An attacker cannot re-
move the locked optimizer circuit and make the analog circuit
functional because the tuning knobs will not be set to optimal val-
ues due to process variations, thus preventing removal attacks. If
he removes the locked optimizer unit, the circuit parameters will
be fixed to the default value. The probability of this value being the
desired value to address process variations is negligible. An attacker
cannot set the tuning knob value to its optimal value through a
focused-ion-beam (FIB) because even identifying the value of one
chip cannot be used to set the value for another chip, as the values
will be different because of process variations. In other words, the
amount of compensation varies one chip to another chip.

Resiliency against bypass attacks [23]. Bypass attacks use two
keys to maximize the number of correct patterns. Since we are using
SFLL, our technique is inherently secure against bypass attacks [23].

4.5 Effect of incorrect keys

The response of the circuits for a correct and an incorrect key are
compared. Fig 9(a) shows the difference in the frequency response
of the BPF. In this case, the correct key allows the optimizer, tune the
circuit to the target w, and BW, while an incorrect key forces the
optimizer to tune to a lower frequency and also reduces the Q and
gain values. Fig. 9(b) compares the difference in the S-parameters of
the LNA targeting fg = 6GHz. One can observe an error of 1GHz
in fg and an error on Si; and Sp; of at least 15 dB. Finally, the
deviation on the LDO performance for the two cases was evaluated.
Fig. 9(c) shows a degradation close to 10dB in the PSR. Fig. 9(d)
shows a large peaking on the loop gain for the wrong key, which
indicates low phase margin and potential instability.

4.6 Discussion

Why not protect all the digital components in AMS circuit?
A simple solution is to protect all the digital components of the
AMS circuit. However, this seemingly straightforward approach is
not simple and may not meet the desiderata for analog circuits, for
reasons below.

The desiderata for protecting AMS circuit via logic locking of
digital components:

o An attacker should not be able to identify the locked digital part,
remove it, and make the resultant analog circuit functional?.

o Logic locking the entire digital circuit may not necessarily yield
incorrect responses from the analog part. Hence, the digital
circuit needs to be locked such that analog component becomes
non-functional when an incorrect key is applied.

o State-of-the-art logic locking techniques can protect only a lin-
ear number of input patterns in key size [25]. Hence, one needs
to select which input patterns to protect, such that incorrect
keys will have the highest impact on the functionality of the
analog circuit.

e Locking the entire circuit incurs high area, power, and delay
overhead. Hence, one has to be judicious in selecting which
components to protect.

2Here, we consider an analog design as functional when it produces the expected
response.
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Area, power, and delay overheads. In this implementation, the
power overhead is not a concern since the optimization and se-
curity platform is consuming power only at the start time for a
short period. Once the optimization finds a solution and sets the
controlling bits of the tuning knobs, the digital core is turned off.

There is a delay between the time at which the circuit is turned
on and the time at which it actually starts the normal operation.
This delay involves the optimization time, but this does not impact
the response time of the circuit.

Area overhead of HD-0 for BPF, LNA, and LDO is 8.79%, 2.61%,
and 3.08%, respectively. Similarly, for HD-h, the overhead is 8.78%,
5.84%, and 4.91%, respectively, for the h values listed in Table 1.
Effect of aging, temperature, and environmental noise. The
on-chip optimizer circuit can measure the performance of the AMS
circuit: the physical parameters of the chip, including their degra-
dation due to aging, and the conditions of operation such as the
temperature and the noise on the supply. Thus, the optimizer circuit
can retune its tuning knob values to obtain the desired response—
but only when the correct key is in place. Thus, our technique
can ensure the effect of locking, even in the presence of aging and
environmental effects.

5 Conclusion

In this paper, we propose the first technique to thwart the overpro-
duction of AMS circuits, by securely locking the digital part, which
is controlling the tuning knobs judiciously. Our analysis indicates
that by properly selecting two tuning knobs we can secure several
performance metrics of different analog circuits—a BPF, an LNA,
and an LDO. On applying an incorrect key, our approach achieves
at least 8% error and at most 73% error in the circuit’s response. For
LNA, HD-0 achieves a better error rate than HD-h. Our technique
is agnostic to logic locking techniques: we have used SFLL [25],
as it can prevent SAT [16], AppSAT [14], removal [24], sensitiza-
tion [9], and bypass attacks [23]. Our approach is provably-secure,
as it leverages the properties of SFLL. More importantly, it is well
integrated with the analog component, without sacrificing the se-
curity properties of SFLL. However, one can always use other logic
locking techniques as well.

Our future work entails: (i) Exploring the effect of other logic
locking techniques; (ii) Embedding secret keys as part of analog
designs, not just digital; and (iii) Exploring techniques to prevent
piracy and not just overproduction.
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