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Abstract. Masking is known as the most widely studied countermea-
sure against side-channel analysis attacks. Since a masked implementa-
tion is based on a certain number of shares (referred to as the order of
masking), it still exhibits leakages at higher orders. In order to exploit
such leakages, higher-order statistical moments individually at each order
need to be estimated reflecting the higher-order attacks. Instead, Mutual
Information Analysis (MIA) known for more than 10 years avoids such a
moment-based analysis by considering the entire distribution for the key
recovery. Recently the χ2-test has been proposed for leakage detection
and as a distinguisher where also the whole distribution of the leakages
is analyzed.
In this work, we compare these two schemes to examine their dependency.
Indeed, one of the goals of this research is to conclude whether one can
outperform the other. In addition to a theoretical comparison, we present
two case studies and their corresponding practical evaluations. Both case
studies are masked hardware implementations; one is an FPGA-based re-
alization of a threshold implementation of PRESENT, and the other is
an AES implementation as a coprocessor on a commercial smart card.

Keywords: chi squared test · mutual information analysis · side-channel
attacks

1 Introduction

When developing real-world cryptographic applications, implementation attacks
pose a serious threat. The past has shown that cryptographic applications like
locking systems [5,17], one-time-password tokens [16], RFID cards [15], and mesh
networks [4] not incorporating strong countermeasures are susceptible to Side-
Channel Analysis (SCA) attacks. Thus, it is very important to harden these
during development and to thoroughly test by performing possible attacks.

Within the area of countermeasures against SCA attacks, masking is widely
considered as the most important one since it can give certain guarantees, e.g.
threshold implementations [14] concerning glitches in the implementation. By
splitting the computation into shares, direct leakage of the state can be prevented
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and not only reduced or covered by noise like with hiding countermeasures. In
the univariate case these masking schemes are developed to prevent leakage
up to a certain statistical order, i.e. a first-order masking prevents extracting
information via the first statistical moment but might still be attackable via the
second centered statistical moment. However, higher-order statistics are more
susceptible to noise, so the required number of traces to sufficiently approximate
the statistics are increasing exponentially with the order [19].

Further, when implementing masking schemes, the designers always have
to test whether some physical side-effects of the platform are influencing the
effectiveness of the countermeasure. Here, especially coupling [10,3] is a main
problem for hardware implementations which can lead to unpredicted leakages
in lower orders due to undesired interaction between the shares.

An initial test is usually performed by using a leakage detection method often
based on the t-test [8]. In 2018 the χ2-test [12] was proposed as an addition to
the t-test. While the t-test highlights leakage in each order individually, the χ2-
test considers the whole distribution and can thus detect leakage spread over
multiple orders. Leakage detected with the χ2-test but not in the t-tests can
indicate that the noise in the measurements is not sufficient to cover the leakage
in the higher orders.

However, leakage detected in these tests does not necessarily indicate ex-
ploitable leakage. To further examine if detected leakage can be exploited, attacks
have to be executed. The original Correlation Power Analysis (CPA) [2] attack
correlates the measurements with a hypothetical power model based on a guessed
key and thus targets the first order. Fortunately, the attack can be extended to
higher orders by preprocessing the measurements [19] (c.f. Section 2.5). But still,
this only attacks individual orders like the t-test. To attack the whole distribu-
tion different attack methods are needed. The first one was Mutual Information
Analysis (MIA) presented by Gierlichs et al. in 2008 [7] which computes the mu-
tual information between the measurements and an assumed model to reveal the
key. As this is based on histograms or a kernel distribution, it also considers the
whole distribution. In addition to leakage detection Moradi et al. also proposed
a distinguisher based on the χ2-test, which tests whether the groups defined by
a model are independent and thus can also reveal the keys. In combination with
modern measurement methods like on-die EM measurements [6,9] which can
monitor the leakage of the cryptographic core independently of the surrounding
circuitry, a low noise measurement might defeat a masking implementation when
targeting with the combined leakage of all orders.

1.1 Contribution

As both methods follow similar approaches and can actually be calculated on
the same precomputed histograms, the question arises whether one of the meth-
ods shows an advantage over the other. To evaluate this, we first try to find a
theoretical dependency between the two tests and show why these schemes are
not directly related in the way the attacks are currently formulated. Further,
we present two case studies which successfully exploit leakage in higher orders.
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The first one is a threshold implementation of PRESENT implemented on an
FPGA and the second an SCA-protected AES hardware implementation on a
smart card.

2 Background

2.1 χ2-Test and Distinguisher

Utilizing the χ2-test to detect leakage independent of statistical moments was
initially proposed by Moradi et al. in 2018 [12]. Further, they showed that it can
also be used as a distinguisher similar to MIA.

χ2-Test of Independence Pearson’s χ2-test of independence checks whether
two random variables are independent. For two random variables X and Y , it
tests whether

H0 : Pr[X = x|Y = y] = Pr[X = x]

which means that they are independent. Let P ∈ Rr×c be the matrix with pij
standing for the joint probabilities Pr[X = xi ∧ Y = yj ] that X takes its i-th
category and Y takes its j-th. If H0 holds, the multiplication rule states that
Pr[X = xi ∧ Y = yj ] = Pr[X = xi] · Pr[Y = yj ]. So in a random experiment
with N repetitions, the expected frequency that X = xi and Y = yj should
be N · Pr[X = xi] · Pr[Y = yj ]. Since Pr[X = xi] and Pr[Y = yj ] are not
known, they have to be estimated from the contingency table F = (fi,j) ∈ Rr×c
where fi,j is the number of times that xi occurred together with yj . To estimate
Pr[X = xi] we sum up all frequencies in the corresponding row and divide it
by the total number of experiments N . To estimate Pr[Y = yj ] we sum up all
frequencies in the corresponding column and divide it by N . This results in the
expected frequency being calculated as

ei,j =

( c−1∑
k=0

fi,k

N

)( r−1∑
k=0

fk,j

N

)
·N =

( c−1∑
k=0

fi,k

)( r−1∑
k=0

fk,j

)
N

. (1)

Now the Z value is a metric of how much the actual frequencies fi,j differ from the
expected ones ei,j . It is computed in the same fashion as shown in Equation (2):

Z =

r−1∑
i=0

c−1∑
j=0

(fi,j − ei,j)2

ei,j
. (2)

With the degree of freedom as v = (r − 1) · (c− 1). The p-value

p =

∫ ∞
Z

f(Z, v) dx, f(Z, v) =

Z
v
2
−1e−

Z
2

2
v
2 Γ( v

2 )
Z > 0

0 Z ≤ 0
, (3)
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with the gamma function Γ can be used as a metric in order to test H0. It
expresses the probability whether the null hypothesis is accepted. We use this
test for specific leakage assessment and as a distinguisher in a Differential Power
Analysis (DPA). More precisely, we test whether the distribution depends of the
value of a hypothetical power model. In this case, X corresponds to the value
measured by the ADC of the oscilloscope and Y corresponds to the value of the
power model. It can also be used in addition to the non-specific t-test [12], where
Y is simply 0 or 1, depending of whether a random plaintext or a fixed plaintext
is used.

Distinguisher Very similar to the way the Pearson correlation coefficient is
used as a distinguisher in a DPA/CPA, we may use the result of the χ2-test.
In DPA/CPA, it is assumed that for the correct key guess, the values of the
power model correlates well with the actual power consumption. In χ2-test the
assumption is that for the correct key guess, the traces depend on the values of
the power model, whereas the power consumption is independent of the model
for wrong key guesses. For every key guess this can be checked with the χ2-test
of independence. Similar to the t-test, we can state with a certain confidence
that the assumption H0 is wrong, which in our case means that the values of
the power consumption depends on the values of the model.

2.2 Mutual information Analysis

Mutual Information Analysis (MIA) for SCA was initially proposed by Gierlichs
et al. in 2008 [7] as a more generic information-theoretic distinguisher.

Mutual Information The Mutual Information (MI) I is a measure for the
information shared between two random variables X and Y .

As the entropy H(X) is a measure of the information contained in X we can
substract the conditional entropy H(X|Y ) as this is exactly the portion of the
entropy which is not covered by Y to get the mutual information I(X;Y ).

I(X;Y ) = H(X)−H(X|Y )

= H(X) + H(Y )−H(X,Y ) = I(Y ;X)
(4)

Suppose that X and Y are random variables of the discrete spaces X and Y, we
can also formulate the mutual information I(X;Y ) as

I(X;Y ) = −
∑
x∈X

∑
y∈Y

Pr[X = x, Y = y]·

log2

(
Pr[X = x, Y = y]

Pr[X = x]Pr[Y = y]

)
,

(5)

knowing the joint probability Pr[X = x, Y = y] and the marginal probabilities
Pr[X = x] and Pr[Y = y] which can be calculated from the contingency tables.
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Distinguisher Considering this in the side-channel application, we set one vari-
able as our observation of the side-channel and the other a model of the leakage
depending on the secret key. Hence, we set X as our observation of the power
consumption and Y as the assumed distribution of our leakage model. Hence, if
the power consumption behaves similar to our leakage model, the mutual infor-
mation increases. Only if the key is correct, our observations have the same or
a similar distribution as the power model and thus a high mutual information.

2.3 Implementation of χ2-Test and MIA

The first step needed is the calculation of the histograms for the different models
and key candidates. For each key candidate the traces are grouped by the key
dependent model. The histograms are then calculated for each group and each
point in time. Here, the original oscilloscope quantization (8-bit values as the
result of its Analog-to-Digital Converter (ADC)) is kept and the results saved as
starting point for the different metric calculations. When using the same model
this can be performed as a common precomputation step for χ2-test and MIA,
as both methods can perform their computation on the same histograms.

Based on these basic histograms the next step differs for the two methods.
The χ2-test has a fixed rule for handling empty bins by ignoring them. This can
result in different numbers of bins for each point in time. But since we use the
p-value for comparison of the candidates, this does not matter as it is accounted
for in the degrees-of-freedom v (see Equation (3)). For MIA the original his-
tograms have to be rebinned. The lowest (highest, respectively) bin contains the
lowest(highest, respectively) value measured with the bins in between filled with
the corresponding ratio of the original bin counts. Additionally, the number of
bins has to be the same for each point in time to be able to compare these. At
the same time, also the success of the attack highly depends on the choice of the
number of bins as shown by Moradi et al. in [11]. Thus, MIA has to be performed
multiple times with different parameters to find the best attack setting which
results in a high overhead in comparison to the χ2-test. These adjustments to
the bins, are only performed in memory within the respective calculation.

2.4 Relation Between χ2-test and Mutual Information

While at first glance MIA and the χ2-test seem very similar and can show similar
results (see Sections 3.1 and 4.6), they are based on different approaches. There
are different tests which can be performed with a statistical measure like the
χ2-test. Two common ones to perform on data sets are the test of goodness-of-fit
and the test of independence which was already introduced in Section 2.1.

The test of goodness-of-fit examines whether the contingency table based
on an observation fi of a random variable fits the expected occurrences ei of a
theoretical model. In contrast to the test of independence the expected values ei
are given by a theoretical model and not by the observations.

For the same applications as the χ2-test there is the G-test, which can be
used as an alternative for test of goodness-of-fit and test of independence. It
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is also based on histograms/contingency tables and also approximates the χ2

distribution.

G = 2
∑
∀i

fi · ln
(
fi
ei

)
(6)

As shown in [13] Equation (6) can also be expressed in terms of probabilities
pi = 1

N

∑
i fi,j and pi,j = 1

N fi,j with N the total number of observations.

G = 2N
∑
∀i,∀j

pi,j · (ln(pi,j)− ln(pi)− ln(pj)) (7)

By considering the definition of entropy H(x) = −
∑
x∈X p(x) · ln p(x) and joint

entropy H(x, y) = −
∑
x∈X ,y∈Y p(x, y) · ln p(x, y) based on the natural logarithm

and distributing the sum to the sub-terms we can further express G through
entropies and following from these mutual information.

G = 2N (H(x) + H(y)−H(x, y)) = 2N · I(x; y) (8)

Please note that the entropy and mutual information in computer science are
usually calculated with log2 which introduces an additional factor of 1

ln 2 ≈ 1.443
in Equation (8).

Based on this, there should only be a constant factor between mutual in-
formation and the G value. As G-test and χ2-test both approximate the χ2-
distribution, these should lead to the same results for reasonable sample sizes.
So, there seems to be a connection between χ2 and mutual information. How-
ever, the two tests are currently used in different approaches. For the χ2-test as
presented in [12] we split up the observations into sets based on a model and
then perform a test of independence, i.e. whether the distributions of the sets are
independent. In contrast, for MIA we calculate the mutual information between
our model and the observations which is more like a test of goodness-of-fit, i.e.
whether the observed distribution is similar to the theoretical model. Accord-
ingly, the relation via the G-test does not apply. Since we cannot give a direct
theoretical connection we further evaluate their behavior by two case studies.

2.5 Higher-Order CPA

CPA as introduced by Bier et al. [2] uses the Pearson correlation coefficient be-
tween measurements and hypothetical leakage to extract the secret key. The hy-
pothetical leakage is calculated for each challenge using a key dependent model.

In order to attack masked implementations, it is possible to perform a univari-
ate (i.e., every point in time is considered individually) CPA at higher orders by
preprocessing the measurements. To this end, the point-wise mean is subtracted
from the measurements t and the results are taken to the power of the order d
as t′ = (t − t̄)d. It is shown by Schneider et al. [20] in 2016 how to efficiently
perform these computations.
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3 Case Study 1: PRESENT Threshold Implementation

Our first case study is a threshold implementation of the PRESENT cipher as
presented in [18]. For better comparison we evaluate the same implementation
used by Moradi et al. in [12]. To achieve first-order security the state of the
cipher is split into three Boolean shares (x1, x2, x3) where x = x1 ⊕ x2 ⊕ x3.
It is saved in three 16-by-4 bit shift registers and from there shifted 4 bits per
clock cycle. After key addition, the state is shifted into the S-box which is split
up into two functions G and F separated by a register. The S-box lookups are
then run as a pipelined serial computation which takes 17 clock cycles with the
PLayer run in parallel in one clock cycle after the S-boxes.

The design is implemented on a Xilinx Spartan-6 FPGA on a SAKURA-G
board [1]. To collect the measurements, we used the integrated amplifier of the
SAKURA-G board and sampled the power consumption at a sampling rate of
1 GS/s. The core was running at a frequency of 160 MHz and the initial sharing
performed in the control FPGA to prevent leakage from the inputs, i.e. the target
FPGA receives masked plaintext and issues masked ciphertext.

Performing a random-vs-fixed (non-specific) t-test on the traces revealed min-
imal leakage (t = 8.2) in the second and significant leakage (t = 39.55) in the
third order using 50,000,000 traces. Since we attack the first round of the en-
cryption and the major leakage is right at the beginning of the measurement,
we only consider the first 500 ns for the attack.

3.1 Results

As we are analyzing a nibble-serial implementation, we chose the Hamming dis-
tance of two consecutive S-box lookups as our power model HD(S(pi⊕ki), S(pi+1⊕
ki+1)). It results in 8-bit key candidates, as it is based on the distance between
two consecutive nibbles. To decrease the complexity of the attack, we can as-
sume that we perform the 8 bit attack only for the first distance, continuing
from there we always already know one of the two key nibbles and can work
with 4 bit candidates. To find the optimal number of bins for the MIA, we first
tested which settings lead to the best result for the nibble and then performed
the attack with this optimal number of bins.

We performed a key recovery on one of the key nibbles with χ2-test and MIA
using 50,000,000 traces. Figure 1 (a) and (c) show the χ2-p-value and the mutual
information after all traces were processed. Both attacks are successful and the
correct key can be clearly distinguished. As both methods use the same model
they highlight the correct key at the same point in time but the period during
which the correct key stands out is longer for MIA. However, correct key and
wrong candidates are more clearly separated in the χ2-test. This is also confirmed
by Figures 1 (d) and (b) which plot the maximum MI (p-value, respectively) over
the number of traces in the calculation. The χ2-test needs 30,000,000 traces for
the key to stand out while MIA needs 36,000,000 traces for the correct key to
be more likely than the ghost peak.
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Fig. 1: Results of χ2-test and MIA on PRESENT threshold implementation.

We also performed CPAs from the first to the third order but were not able to
recover the key. We therefore omitted the figures. This indicates that combined
leakage in higher order can indeed be better exploited in our case by moment-free
methods.

4 Case Study 2: Smart Card

Our second target is a commercially available smart card implementing the Java
Card standard with multiple cryptographic hardware cores. In this case study
we target the AES encryption which is implemented by a dedicated circuit of
the card.

4.1 Measurements

We performed on-die near-field EM measurements on the backside of the die,
exposing it by removing the center pad of the smart card contacts and the
underlying material.

For the measurements we used a Teledyne-Lecroy Waverunner 8254M with
a sampling rate of 5 GSamples/s and the full bandwidth of 2.5 GHz. This high
sampling rate and bandwidth is needed since the on-die EM signal includes sharp
peaks reflecting the high frequency of the signal. As the EM probe we used a
Langer EMV ICR HH150-27 near-field microprobe with a diameter of 150 µm
and a bandwidth of 1.5 MHz to 6 GHz.

To find the optimal position on the die we scanned over the die and by visual
inspection chose a position which showed a characteristic round pattern of the
AES encryption.
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Fig. 2: Mean trace of 2000 aligned traces with clearly visible round structures.

4.2 Architecture

Based on our measurements we were able to identify the rounds of the AES
implementation. The rounds are formed by the repeating pattern in Figure 2
of approx. 0.75 µs length. The rounds are marked by red lines in Figure 2. We
confirmed this using correlation on the key schedule, which is executed at every
round. Each round needs 25 clock cycles including the key schedule of 7 clock
cylces to complete. The three high peaks within the round pattern are the end
of the key schedule. Interestingly, the last round seems to be not shorter than
the other ones although the MixColumns operation is missing in the last round
of the AES algorithm.

4.3 Countermeasures

While it is based on a smart card IC which is also used in Common Criteria
certified software and hardware combinations, the Java card we are attacking is
not certified and most likely does not implement all countermeasures which are
included in a certified product. Still, we expect that the circuit realizes hardware
countermeasures.

A visual inspection of multiple measurements reveals strong random delays of
the encryption in relation to the communication and additional high jitter of the
clock. Also, we were able to get first order correlations on some plaintext bytes
at the beginning of the realigned traces but no first order correlation on interme-
diates of the first round (see Section 4.6). Due to this low first order leakage, we
believe that the card also incorporates some kind of masking countermeasures.

From a certified product one would expect additional countermeasures. A
typical one would be dummy rounds, which we can exclude here since the traces
clearly show 10 rounds, also the leakage of single rounds occurs only within one
round pattern and not distributed over multiple ones.

4.4 Alignment

As we already observed random timing and jitter countermeasures we first need
to align the traces. In the following, we explain how we did this to achieve the
aligned mean trace shown in Figure 2.
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(d) End: After coarse alignment
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(e) Start: After peak alignment
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(f) End: After peak alignment

Fig. 3: Beginning and end of ten traces each after the three different stages of
alignment.

Trigger on high peak To compensate for the long random delays, we used an
advanced trigger setting making use of both IO communication signals of the
card and the EM signal itself. This approach is possible since we are perform-
ing a localized EM measurement which exhibits the highest amplitudes when
the encryption is running. Using such a trigger results in traces with only small
temporal variation of the beginning of the encryption block as shown in Fig-
ure 3 (a) and 3 (b).

Coarse Alignment of AES Block We selected a reference pattern at the
beginning of the first trace. To recover the offset of the other traces, we then
correlated the pattern over a window at the beginning. Shifting the traces by
the found offset results in Figure 3 (c) and (d). The beginning is now aligned but
due to the clock jitter, the difference between the traces increases to the end.

Fine Alignment Against Clock Jitter To overcome the clock jitter, we
followed a windowing approach. For each clock cycle in each trace we searched
for the minimum and selected a window around it. By only keeping the part of
the trace belonging to the windows of the 150 clock cycles, we created traces
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whose clock cycles are aligned. As shown in Figure 3 (e) and (f) all peaks are
now aligned at the beginning as well as at the end.

4.5 Key Recovery

After performing the alignment, we were able to conduct an attack on a subset
of the key bytes. To this end, we used a Hamming distance (HD) model between
outputs of the S-box operation HD(S(pi⊕ki), S(pj⊕kj)). We found certain pairs
(i, j) = {(1, 2), (5, 6), (9, 10), (13, 14), (6, 7), (14, 15)} which lead to successful key
recovery. As the model targets the distance between two bytes the size of the key
candiates is 16 bits for the first four pairs and 8 bits for the last two ones since
one of the bytes is already known from a previous pair. Interestingly, the first
four pairs resemble the byte-wise distance between the second and third row of
the AES state matrix.
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Fig. 4: Results of χ2-test over time (a) and zooms of the two peaks we chose for
the attack (b) and (c).

The results of the χ2-test can suffer from outlier categories with only low
counts. To prevent this from influencing the analyses, we modified the initial
model. Instead of using the normal Hamming distance to categorize the traces,
we merged the less frequent HDs which results in the following five categories
[{0, 1, 2}, 3, 4, 5, {6, 7, 8}]. In the following we denote this grouping as HD′.

Considering the leakage of the different pairs over time we observed that that
the pairs {(1, 2), (5, 6), (9, 10), (13, 14)} leak at three different times while pairs
{(6, 7), (14, 15)} only leak at one point. For the attack we chose the peaks with
the highest p-value for the respective pairs which are shown in more detail in
Figure 4 (a) and (b).

Figure 5 shows the progress of the attack for the different pairs of key bytes.
The pair (13, 14) shows the highest probability and can be recovered with less
than 200000 traces. With 350000 required traces pair (6, 7) is the most difficult
to recover.

Using 350,000 traces only 6 out of 16 key bytes remain unknown with this at-
tack. The remaining 48 bits of entropy are within brute-force range even without
specialized hardware.
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(a) HD′(S(p1 ⊕ k1), S(p2 ⊕ k2)) (b) HD′(S(p5 ⊕ k5), S(p6 ⊕ k6))

(c) HD′(S(p6 ⊕ k6), S(p7 ⊕ k7)) (d) HD′(S(p9 ⊕ k9), S(p10 ⊕ k10))

(e) HD′(S(p13 ⊕ k13), S(p14 ⊕ k14)) (f) HD′(S(p14 ⊕ k14), S(p15 ⊕ k15))

Fig. 5: Progress of the attack results with the χ2-distinguisher. Correct key high-
lighted in black.

4.6 χ2-Test vs. MIA vs. HOCPA

In order to compare the different attacks we ran a χ2-test, a MIA and CPAs
from the first to the third order. To speed up the analyses we only used an 8-bit
candidate and a small window of the traces. As the target, we picked the pairs
(13, 14) and (6, 7) which are the ones requiring the least and most number of
traces to succeed.

The CPAs at 1st to 3rd order were not successful in recovering the secret.
Further, we used the aforementioned HD′ model for all attacks. Since CPA needs
a linear dependency between the power model and the measurements, we also
examined the normal HD model but the attacks at all three orders were still not
successful.

In contrast, χ2-test and MIA were both able to recover the keys. For the
pair (13, 14) (shown in Figure 6) both attacks represent a clear peak for the cor-
rect key candidate. The χ2-test needs around 200,000 traces and MIA requires
slightly more traces (230,000). The attack targeting the pair (6, 7) show a dif-
ferent behavior shown in Figure 7. While it was the worst performing pair for
the χ2-test with 350,000 traces, it performs even better than the other pair with
MIA. It needs only 180,000 traces to identify the correct candidate. Interestingly,
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the optimal number of bins for MIA is very different for the two considered key
pairs. While the first showed best results with rebinning to 33 bins, the second
one was optimal with only 8 bins.
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Fig. 6: Results of χ2-test, MIA and 3rd order CPA attacks on key byte pair
(13, 14).

5 Conclusion

As explained in Section 2.4, for the current use of χ2-test and MIA there is no
direct relation. This is also shown in the two case studies presented here. While
for the PRESENT TI the χ2-test performed better, in the second case study we
also presented an example in which MIA outperforms the other.

Independent of the presented results, there are differences in the application
of the tests. While the computational effort needed to execute a single attack
is similar for χ2-test and MIA especially when using common histograms, the
settings of MIA need to be optimized. In the histogram-based attacks an optimal
number of bins has to be found for optimal results. This can result in the need
to run the attack many times. The χ2-test in contrast has defined rules how to
handle empty bins. Thus, the χ2-test might not necessarily be the best attack
but it is easy to apply and does not need tuning, especially when already using
it for leakage detection.
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Fig. 7: Results of χ2-test, MIA and 3rd order CPA attacks on key byte pair (6, 7).

The presented second case study highlights the importance of thorough test-
ing and certifying of cryptographic implementations. The common higher-order
attacks (CPA) cannot reveal the secret while more sophisticated ones are able to
do so. In case the underlying hardware AES implementation should be certified,
such moment-free distinguishers also need to be examined.

Future Works. As the two analysis methods χ2-test and MIA are currently used
in different test types, it might be interesting to see how the χ2-test performs in
a test of goodness-of-fit scenario. Since the methods might converge differently,
they still may lead to different results. It might also be interesting to see whether
using the G-test instead of the χ2-test leads to a faster key recovery.
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