# Analogue of Vélu's Formulas for Computing Isogenies over Hessian Model of Elliptic Curves 

Perez Broon Fouazou Lontouo • Emmanuel Fouotsa .

Received: date / Accepted: date


#### Abstract

Vélu's formulas for computing isogenies over Weierstrass model of elliptic curves has been extended to other models of elliptic curves such as the Huff model, the Edwards model and the Jacobi model of elliptic curves. This work continues this line of research by providing efficient formulas for computing isogenies over elliptic curves of Hessian form. We provide explicit formulas for computing isogenies of degree 3 and isogenies of degree $\ell$ not divisible by 3 . The theoretical cost of computing these maps in this case is slightly faster than the case with other curves. We also extend the formulas to obtain isogenies over twisted and generalized Hessian forms of elliptic curves. The formulas in this work have been verified with the Sage software and are faster than previous results on the same curve.
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## 1 Introduction

Isogenies are morphisms of finite nucleus groups between two elliptic curves. Given an elliptic curve $E$ over a field $\mathbf{K}$ and a finite subgroup $G$ of $E(\mathbf{K})$ the Vélu formulas [30] explicitly determine an elliptic curve $E^{\prime}$ and an isogeny from $E$ to $E^{\prime}$ with kernel $G$. Isogenies are widely used in the study of elliptic curves [28]. They are also very used in elliptic curve cryptography in particular to accelerate the scalar multiplication over elliptic curves as shown in [13], [14], [8] and [23]. Isogenies are also used in the SEA algorithm to compute the cardinality of an elliptic curve [1], [12] and [26]. Also, mathematical primitives in the construction of cryptographic one-way functions such as hashes and pseudo-random

[^0]number generators using isogenies have been proposed in [5] and [16]. More interestingly is the construction of a quantum-resistant public crypto-systems based on super-singular elliptic curves isogenies (SIDH) [10]. The research works previously cited are based mostly on the classical Weierstrass model of an elliptic curve. Several other models exist in the literature such as the Hessian model, the Edward model, the Jacobi model, the Huff model. These curves are almost all birationally equivalent to the Weierstrass model but depending on the properties of each curve such as arithmetic of points, a careful choice of the model may be necessary. For example, an elliptic curve with complete addition formulas and/or unified addition formulas ensures protection against exceptional procedure attacks [17] and side-channel attacks respectively on protocols based on the curves used. Also, addition formulas that can be parallelized may be preferable in term of efficiency of the computations. The Hessian model of elliptic curves [29] has been proven to have unified addition formulas [18] which can be computed in a parallel way [29]. Also this model presents a nice geometric interpretation of the group law that allows to obtain competitive costs in pairing's computation with respect to well known models of curves such as the Weierstrass and the Edward model [15], [11]. Also, some standard curves from IEEE, SECG can be transformed to Hessian curves as pointed out by Smart [29]. Analogues of Vélu's formulas for Edward, Huff and Jacobi models of elliptic curves are given in [24] and [31]. Expressing isogenies on other models of elliptic curves (Edward, Huff, Jacobi, Hessian ... .etc) can improve the efficiency of the considered algorithms. The computation of Isogenies over Edward elliptic curve has been improved in several works such as [20], [19] and in [2] to improve the efficiency of SIDH. Orhon et al. [25] provide a faster inversion-free point addition formulas using 2-isogenies on Huff curve. Meyer et al. [22] improved the efficiency of the commutative SIDH using Edward isogenies. Improved Isogenies over Edward curves are also used to ensure resistance against timing attack and fault injection attack on the commutative SIDH
[4]. Isogenies over Montgomery curves have been used to propose a variant of the CGL hash [5] that is faster than the original algorithm and preimage and collision resistant. The above discussion on the possible efficiency and alternate use of isogenies over different models of elliptic curves justify this work aiming to provide competitive formulas for isogenies over Hessian elliptic curves.
To our knowledge, only formulas for degree- 2 isogenies exist over this curve [6]. At the time we are submitting this work, we are aware of the latest preprint [7] just uploaded online and computing also isogenies over Hessian curves. But the formulas for isogenies of odd degree $\ell=2 r+1$ are extremely costly $((5 r+3) M+4 S+8 r C)$, which is even slower than Edward, Huff and Jacobi isogenies, contrary to the efficient formulas obtained in this work costing $((3 r+3) M+3 S+3 r C)$ where $M, S$ and $C$ denote the cost of a field multiplication, squaring and multiplication by a constant. Also this work provides a fastest $(3 M+3 S+6 C)$ degree-3 isogeny with respect to Edward $(6 M+4 S+3 C)$, Huff $(7 M+3 S+4 C)$ and Jacobi $(6 M+3 S+11 C)$ isogenies. Furthermore we provide explicit formulas verified with the Sage script available in [21] for the Hessian curves, the generalized and the twisted Hessian curves both for degree 3 isogenies and odd degree $\ell$ isogenies.
The remainder of this document is be organized as follows: in Section 2 we will recall the Vélu formulas [30] as well as the definition and arithmetic of Hessian curve. In Section 3 we derive explicit formulas for isogenies of degree 3 over the Hessian Curves. The result is extended to the twisted and generalized Hessian curves. In Section 4 we treat the more general case of isogenies of degrees not divisible by 3 . The Section 5 will be devoted to a comparison of the computational cost in term of basic fields operations of isogenies over Edward, Huff, Jacobi quartic and Hessian models of elliptic curves. The work is concluded in Section 6.

## 2 Background on Isogenies and Hessian Elliptic Curves

This section briefly recalls the Vélu formulas for computing isogenies over elliptic curves. The arithmetic over Hessian model and maps between twisted and generalized Hessian models of elliptic curves are described as well.
In what follows, $\mathbf{K}$ denotes a finite field with characteristic different from 2 and 3.

### 2.1 Review of Vélu's Formulas

Let $E: y^{2}=x^{3}+a x+b$ be an elliptic curve defined over $\mathbf{K}$. Let $\ell$ be an odd prime and $G$ an subgroup of order $\ell$. The map $\phi$ defined by

$$
\phi(P)=\left(x_{P}+\sum_{Q \in G-\{\infty\}}\left(x_{P+Q}-x_{P}\right), y_{P}+\sum_{Q \in G-\{\infty\}}\left(y_{P+Q}-y_{P}\right)\right)
$$

is invariant under translation by elements of $G$, and the kernel of $\phi$ is $G$. Using the group law on the curve, we also see that $\phi$ can be written in terms of rational functions. Indeed let $G^{*}=G-\{\infty\}$. Partitionning $G$ into two sets $G^{+}$and $G^{-}$such that $G^{*}=G^{+} \cup G^{-}$, and $P \in G^{+}$iff $-P \in G^{-}$and for each point $P \in G^{+}$, we define the following quantities
$g_{P}^{x}=3 x_{P}^{2}+a, g_{P}^{y}=-2 y_{P}, v_{P}=2 g_{P}^{x}, u_{P}=\left(g_{P}^{y}\right)^{2}, v=\sum_{P \in G^{+}} v_{P}$ and $w=\sum_{P \in G^{+}}\left(u_{P}+\right.$ $x_{P} v_{P}$ ), then the $\ell$-isogeny $\phi: E \longrightarrow E^{\prime}$ is given by

$$
\phi(x, y)=\left(x+\sum_{P \in G^{+}}\left(\frac{v_{P}}{x-x_{P}}-\frac{u_{P}}{\left(x-x_{P}\right)^{2}}\right), y-\sum_{P \in G^{+}}\left(\frac{2 y u_{P}}{\left(x-x_{P}\right)^{3}}+v_{P} \frac{y-y_{P}-g_{P}^{x} g_{P}^{y}}{\left(x-x_{P}\right)^{2}}\right)\right)
$$

The equation for the image curve is $E^{\prime}: y^{2}=x^{3}+(A-5 v) x+(B-7 w)$.

### 2.2 The Hessian Model of Elliptic Curve

### 2.2.1 The Hessian and the Generalized Hessian Elliptic Curve

Definition 1 [18] A Hessian curve over $\mathbf{K}$ is a cubic equation $H_{d}: X^{3}+Y^{3}+Z^{3}=d X Y Z$ in the projective space $P^{2}(\mathbf{K})$ with $d \in \mathbf{K}$ and $d^{3} \neq 27$. The affine equation is given by $H_{d}: x^{3}+y^{3}+1=d x y$.

The generalized Hessian curve which cover more isomorphism classes of elliptic curves than Hessian curves is defined in [9].

Definition 2 [9] Let $c, d$ be elements of $\mathbf{K}$ such that $c \neq 0$ and $d^{3} \neq 27 c$. The generalized Hessian curve $H_{c, d}$ over $\mathbf{K}$ is defined by the equation

$$
H_{c, d}: X^{3}+Y^{3}+c Z^{3}=d X Y Z .
$$

Clearly, a Hessian curve $H_{d}$ is a generalized Hessian curve $H_{c, d}$ with $c=1$. Moreover, a generalized Hessian curve $H_{c, d}$ over $\mathbf{K}$ is isomorphic over $\bar{K}$ to the Hessian curve $H_{d / \sqrt[3]{c}}$ : $\tilde{x}^{3}+\tilde{y}^{3}+1=(d / \sqrt[3]{c}) \tilde{x} \tilde{y}$ via the map $f:(x ; y) \mapsto(\tilde{x} ; \tilde{y})$ defined by $\tilde{x}=x / \sqrt[3]{c}$ and $\tilde{y}=y / \sqrt[3]{c}$ with $\sqrt[3]{c}{ }^{3}=c$. The inverse is $f^{-1}(x, y)=(\sqrt[3]{c} x, \sqrt[3]{c} y)$. The common $j$-invariant is $j\left(H_{c, d}\right)=$ $j\left(H_{d / \sqrt[3]{c}}\right)=\frac{1}{c}\left(\frac{d\left(d^{3}+6^{3} c\right)}{d^{3}-3^{3} c}\right)^{3}$.

## Remark 1 .

1. $H_{c, d}$ has exactly three points at infinity $(1:-1: 0),(1:-j: 0)$ and $\left(1:-j^{2}: 0\right)$ with $j^{2}+j+1=0$. In characteristic 3 there is only one point at infinity $(1:-1: 0)$.
2. By putting $x=y$ we show that the points whose ordinate is equal to the abscissa satisfy $2 x^{3}+c-d x^{2}=2 y^{3}+c-d y^{2}=0$.
3. By putting $x=0($ resp $y=0)$ on $H_{c, d}$, we obtain the points $(0:-\sqrt[3]{c}: 1)$ (resp $(-\sqrt[3]{c}$ : $0: 1)$ )with $\sqrt[3]{c^{3}}=c$. In the particular case of Hessian curve $H_{1, d}$, if $\operatorname{car}(k) \neq 3$ we have the points $(0:-1: 1),(0:-j: 1)$ and $\left(0:-j^{2}: 1\right)(\operatorname{resp}(-1: 0: 1),(-j: 0:$ 1) and $\left.\left(-j^{2}: 0: 1\right)\right)$ with $j^{2}+j+1=0$. In characteristic 3 there is only one point $(0:-1: 1)(\operatorname{resp}(-1: 0: 1))$

### 2.2.2 Addition Formulas on Hessian Elliptic Curves

Unified addition formulas on generalized Hessian elliptic curve are given in [9]. Given two points $\left(X_{1}: Y_{1}: Z_{1}\right)$ and $\left(X_{2}: Y_{2}: Z_{2}\right)$ on the curve, their sum is the point $\left(X_{3}: Y_{3}: Z_{3}\right)$ given by

$$
\left(X_{3}: Y_{3}: Z_{3}\right)=\left(c Y_{2} Z_{2} Z_{1}^{2}-X_{1} Y_{1} X_{2}^{2}: X_{2} Y_{2} Y_{1}^{2}-c X_{1} Z_{1} Z_{2}^{2}: X_{2} Z_{2} X_{1}^{2}-Y_{1} Z_{1} Y_{2}^{2}\right)
$$

Remark 2 .

1. $(1:-1: 0)$ is the neutral element and inverse of $(X: Y: Z)$ is $(Y: X: Z)$.
2. the points of order 2 are the points whose ordinate is equal to the abscissa.
3. $(X: Y: Z)+(-\sqrt[3]{c}: 0: 1)=\left(\sqrt[3]{c} Y: \sqrt[3]{c}{ }^{2} Z: X\right)$ (we suppose $\left.X \neq 0\right),(X: Y: Z)+(0:$ $-\sqrt[3]{c}: 1)=\left(\sqrt[3]{c^{2}} Z: \sqrt[3]{c} X: Y\right)($ we suppose $Y \neq 0)$ and $(X: Y: Z)+(1:-j: 0)=(j X:$ $\left.j^{2} Y: Z\right)$
4. For each $\sqrt[3]{c} \in \bar{k}$ such that $\sqrt[3]{c^{3}}=c,\{(1:-1: 0),(-\sqrt[3]{c}: 0: 1),(0:-\sqrt[3]{c}: 1)\}$ is a sub-group of order 3 .
5. If $\operatorname{car}(k) \neq 3$, The three points at infinity form a sub-group of order $3\{(1:-1: 0),(1$ : $\left.-j: 0),\left(1:-j^{2}: 0\right)\right\}$.

### 2.2.3 Birational Transformation and Twisted Hessian Curves

We note that the elliptic curve $E$ over $\mathbf{K}$ has a point of order 3 if and only if it has a Weierstrass model $E_{a_{1}, a_{3}}: y^{2} z+a_{1} x y z+a_{3} y z^{2}=x^{3}[3]$.

Theorem 1 [9] Let $E$ be an elliptic curve over $\mathbf{K}$. If the group $E(\mathbf{K})$ has a point of order 3 then $E$ is isomorphic over $\mathbf{K}(j)$ ( with $j^{2}+j+1=0$ ) to a generalized Hessian curve . More precisely $E: y^{2} z+a_{1} x y z+a_{3} y z^{2}=x^{3}$ is isomorphic over $\mathbf{K}(j)$ to the generalized Hessian curve $H_{c, d}: x^{3}+y^{3}+c=d x y$ where $d=3 a_{1}$ and $c=a_{1}^{3}-27 a_{3}$ via the map: $\varphi_{c, d}(X: Y: Z)=\left(j a_{1} X+(j-1) Y+(2 j+1) a_{3} Z:-(j+1) a_{1} X-(j+2) Y-(2 j+1) a_{3} Z: X\right)$
from $E$ to $H_{c, d}$ and inverse transformation is given by

$$
\varphi_{c, d}^{-1}(X: Y: Z)=\left(3 a_{3} Z:\left(-a_{3}\right) X+\left(-a_{3}\right) Y-a_{1} a_{3} Z:(-j) X+(j+1) Y-a_{1} Z\right)
$$

The sage script available in [21, isom.ipynb] can be used to verify that $\varphi_{c, d} \circ \varphi_{c, d}^{-1}=I d_{H_{c, d}}$ and $\varphi_{c, d}^{-1} \circ \varphi_{c, d}=I d_{E}$. We note that $\varphi_{c ; d}$ is not a group isomorphism because $\varphi_{c, d}(0: 1: 0)=$ $\left(1:-j^{2}: 0\right)$. But using a translation one obtains $\varphi_{d}(X: Y: Z)+(1:-j: 0)=\left(j^{2} a_{1} X+\right.$ $\left.(-2 j-1) Y+(-j-2) a_{3} Z: j a_{1} X+(2 j+1) Y+(j-1) a_{3} Z: X\right)$ which is an isomorphism
of group because $\varphi_{c, d}(0: 1: 0)+(1:-j: 0)=(1:-1: 0)$ and its inverse is $\varphi_{c, d}^{-1}((X: Y:$ $\left.Z)+\left(1:-j^{2}: 0\right)\right)=\left(3 a_{3} Z:\left((j+1) a_{3}\right) X+\left(-j a_{3}\right) Y-a_{1} a_{3} Z:-X-Y-a_{1} Z\right)$
we can see that a uniformiser at neutral point $(1:-1: 0)$ is $t=\frac{1}{((j+1)) x+j y+a_{1}}=\frac{3}{3 j^{2} x+3 j y+d}$ for the future we will take $t=\frac{1}{3 j^{2} x+3 j y+d}$

Definition 3 [3] A projective twisted Hessian curve over $\mathbf{K}$ is a curve of the form $\mathscr{H}_{a, d}$ : $a X^{3}+Y^{3}+Z^{3}=d X Y Z$ in $\mathbf{P}^{2}(\mathbf{K})$ with specified point $(0:-1: 1)$, where $a$ and $d$ are elements of $\mathbf{K}$ with $a\left(27 a-d^{3}\right) \neq 0$.

We give here the addition formulas from [3] called rotated addition. The inverse of a point $\left(X_{1}: Y_{1}: Z_{1}\right)$ is $-\left(X_{1}: Y_{1}: Z_{1}\right)=\left(X_{1}: Z_{1}: Y_{1}\right)$ and the sum of two points $\left(X_{1}: Y_{1}: Z_{1}\right)$ and $\left(X_{2}: Y_{2}: Z_{2}\right)$ of $\mathscr{H}_{a, d}$ is the point $\left(X_{3}^{\prime}: Y_{3}^{\prime}: Z_{3}^{\prime}\right)$ defined by $X_{3}^{\prime}=Z_{2}^{2} X_{1} Z_{1}-Y_{1}^{2} X_{2} Y_{2}, Y_{3}^{\prime}=Y_{2}^{2} Y_{1} Z_{1}-a X_{1}^{2} X_{2} Z_{2}$ and $Z_{3}^{\prime}=a X_{2}^{2} X_{1} Y_{1}-Z_{1}^{2} Y_{2} Z_{2}$. Points of twisted Hessian curve corresponding to $X=0(\operatorname{resp} Y=0$ or $Z=0)$ are $(0:-1: 1),(0:-j$ : 1) and $\left(0:-j^{2}: 1\right)(\operatorname{resp}(1: 0:-\sqrt[3]{a})$ or $(1:-\sqrt[3]{a}: 0))$ if $\operatorname{car}(\mathbf{K}) \neq 3 .\{(0:-1: 1),(0:$ $\left.-j: 1),\left(0:-j^{2}: 1\right)\right\}$ and $\{(0:-1: 1),(1: 0:-\sqrt[3]{a}),(1:-\sqrt[3]{a}: 0)\}$ are the subgroups of order 3 . The points of order 2 has coordinates $(\gamma, 1)$ where $a \gamma^{3}+2-d \gamma=0$.

It is easy to establish the following Lemma 1 that gives an isomorphism between the twisted Hessian curve (provided of addition law of subsection 2.2.3) and generalized Hessian curve (provided of addition law of subsection 2.2.2).

Lemma 1 The map $f^{\prime}$ defined by $f^{\prime}(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$ is an isomorphism from the twisted Hessian curve $\mathscr{H}_{a, d}$ to the generalized Hessian curve $H_{a, d}$. Its inverse is $f^{-1}(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$

## 3 Formulas for Isogenies of Degree 3 on Hessian Curve

In this section, we consider a Hessian curve $H_{d}$ over $\mathbf{K}$ and we derive formulas for isogenies with kernel a subgroup of $H_{d}(\mathbf{K})$ of order 3. Furthermore we consider also a subgroup $G$ of $H_{d}(\mathbf{K})$ of order an odd integer $\ell$ not divisible by 3 and we find an elliptic curve $H_{d}^{\prime}$ and an isogeny from $H_{d}$ to $H_{d}^{\prime}$ with kernel $G$.

Theorem 2 Let $H_{d}$ be an Hessian curve over $\mathbf{K}$ and $G$ a subgroup of $H_{d}(\mathbf{K})$ of order 3. We define a curve $H_{d^{\prime}}$ and give an isogeny $g: H_{d} \longrightarrow H_{d^{\prime}}$ of kernel $G$, for each possibility of $G$.
(a) if $G=\{(1:-1: 0),(-1,0),(0,-1)\}$ then the affine map

$$
\begin{aligned}
g: H_{d} & \longrightarrow \\
(x, y) & \mapsto\left(m \frac{x+x^{2} y+y^{2}}{x y}, m \frac{y+y^{2} x+x^{2}}{x y}\right)
\end{aligned}
$$

projectively defined by

$$
(X: Y: Z) \longmapsto\left(m\left(X Z^{2}+X^{2} Y+Z Y^{2}\right): m\left(Z^{2} Y+Y^{2} X+Z X^{2}\right): X Y Z\right)
$$

is an isogeny of kernel $G$. The coefficient of the curve $H_{d^{\prime}}$ is given by $d^{\prime}=m(d+6)$
where $m^{3}=\frac{1}{d^{2}+3 d+9}$
(b) if $G=\{(1:-1: 0),(-j, 0),(0,-j)\}$ then
the affine map

$$
\begin{aligned}
g: H_{d} & \longrightarrow \quad H_{d^{\prime}} \\
(x, y) & \mapsto\left(m \frac{j x+j^{2} x^{2} y+y^{2}}{x y}, m \frac{j y+j^{2} y^{2} x+x^{2}}{x y}\right)
\end{aligned}
$$

projectively defined by

$$
(X: Y: Z) \longmapsto\left(m\left(j X Z^{2}+j^{2} X^{2} Y+Z Y^{2}\right): m\left(j Z^{2} Y+j^{2} Y^{2} X+Z X^{2}\right): X Y Z\right)
$$

is an isogeny of kernel $G$. The coefficients of the curve $H_{d^{\prime}}$ is given by $d^{\prime}=m\left(j^{2} d+6\right)$
where $m^{3}=\frac{1}{j d^{2}+3 j^{2} d+9}$
(c) if $G=\left\{(1:-1: 0),\left(-j^{2}, 0\right),\left(0,-j^{2}\right)\right\}$ then
the affine map

$$
\begin{aligned}
g: H_{d} & \longrightarrow \quad H_{d^{\prime}} \\
(x, y) & \mapsto\left(m \frac{j x+x^{2} y+j^{2} y^{2}}{x y}, m \frac{j y+y^{2} x+j^{2} x^{2}}{x y}\right)
\end{aligned}
$$

projectively defined by

$$
(X: Y: Z) \longmapsto\left(m\left(j X Z^{2}+X^{2} Y+j^{2} Z Y^{2}\right): m\left(j Z^{2} Y+Y^{2} X+j^{2} Z X^{2}\right): X Y Z\right)
$$

is an isogeny of kernel $G$. The coefficients of the curve $H_{d^{\prime}}$ is given by $d^{\prime}=m\left(d+6 j^{2}\right)$ where $m^{3}=\frac{1}{j^{2} d^{2}+3 j d+9}$
(d) if $G=\left\{(1:-1: 0),(1:-j: 0),\left(1:-j^{2}: 0\right)\right\}$ then the affine map

$$
\begin{aligned}
g: H_{d} & \longrightarrow \quad H_{d^{\prime}} \\
(x, y) & \mapsto\left(m \frac{-j x^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}, m \frac{-j y^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}\right)
\end{aligned}
$$

projectively defined by $(X: Y: Z) \longmapsto\left(m\left(-j X^{3}+Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right): m\left(-j Y^{3}+\right.\right.$ $\left.\left.Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right): X Y Z\right)$ is an isogeny of kernel $G$. The coefficients of the curve $H_{d^{\prime}}$ is given by $d^{\prime}=d m(j+2)$ where $m^{3}=-3 \frac{2 j+1}{d^{3}-27}$
Proof. The expressions of these maps are easily inspired from the composition of the isomorphism between Weierstrass and Hessian curves and the Weierstrass isogenies.

- Proof of the case (a) where $G=\{(1:-1: 0),(-1,0),(0,-1)\}$ and $g(X: Y: Z)=$ $\left(m\left(X Z^{2}+X^{2} Y+Z Y^{2}\right): m\left(Z^{2} Y+Y^{2} X+Z X^{2}\right): X Y Z\right)$. We start to show that for all $(x, y) \in H_{d}, g(x, y) \in H_{d^{\prime}}$. After reducing the power of $x$ greater than 3 in the numerator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ by using the equation of $H_{d}$ and using the fact that $d^{\prime}=$ $m(d+6), g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ becomes $\frac{\left(\left(-d^{3}-3 d^{2}-9 d\right) m^{3}+d\right) y x+\left(\left(d^{2}+3 d+9\right) m^{3}-1\right) y^{3}+\left(d^{2}+3 d+9\right) m^{3}-1}{x^{3}}$ which is zero since $m^{3}=\frac{1}{d^{2}+3 d+9}$. The sage script available in [21,3-isogenies.ipynb (first cell)] can be used to check the computation of numerator and denominator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$. Also $g(1:-1: 0)=g(-1: 0: 1)=g(0:-1: 1)=(1:-1: 0)$ so g is an isogeny and $G \subseteq \operatorname{ker}(g) \cdot g(1:-j: 0)=(1:-j: 0)$ and $g\left(1:-j^{2}: 0\right)=\left(1:-j^{2}: 0\right)$ so $(1:-j: 0)$ and $\left(1:-j^{2}: 0\right) \notin \operatorname{ker}(g) \cdot \operatorname{ker}(g)$ does not contain a point at infinity. Let $(x, y) \in H_{d}$ so that $g(x, y)=(1:-1: 0)$ using the projective form of $g$ we have $x y=0$ so, $(x, y)=\mp(-1,0), \mp(-j, 0)$ or $\mp\left(-j^{2}, 0\right)$ but $g((-j, 0))=g((-1,0)+(1:-j: 0))=$ $(1:-j: 0)$ and $g\left(\left(-j^{2}, 0\right)\right)=g\left((-1,0)+\left(1:-j^{2}: 0\right)\right)=\left(1:-j^{2}: 0\right)$ (since $g$ is an isogeny) so $(x, y)=\mp(-1,0)$ and $G=\operatorname{ker}(g)$.
- Proof of the case (b) where $G=\{(1:-1: 0),(-j, 0),(0,-j)\}$ and

$$
g(X: Y: Z)=\left(m\left(j X Z^{2}+j^{2} X^{2} Y+Z Y^{2}\right): m\left(j Z^{2} Y+j^{2} Y^{2} X+Z X^{2}\right): X Y Z\right)
$$

We start to show that for all $(x, y) \in H_{d}, g(x, y) \in H_{d^{\prime}}$. After reducing the power of $x$ greater than 3 in the numerator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ by using the equation of $H_{d}$ and using the fact that $d^{\prime}=m\left(j^{2} d+6\right), g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ becomes
$\frac{\left(\left(-j d^{3}+(3 j+3) d^{2}-9 d\right) m^{3}+d\right) y x+\left(\left(j d^{2}+(-3 j-3) d+9\right) m^{3}-1\right) y^{3}+\left(j d^{2}+(-3 j-3) d+9\right) m^{3}-1}{x^{3}}$
which is zero since $m^{3}=\frac{1}{j d^{2}+3 j^{2} d+9}$. The sage script available in [21, 3 -isogenies.ipynb (second cell)] can be used to check the computation of numerator and denominator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$. Also $g(1:-1: 0)=g(-j: 0: 1)=g(0:-j: 1)=(1:-1: 0)$ so g is an isogeny and $G \subseteq \operatorname{ker}(g)$.
$g(1:-j: 0)=(1:-j: 0)$ and $g\left(1:-j^{2}: 0\right)=\left(1:-j^{2}: 0\right)$ so $(1:-j: 0)$ and $\left(1:-j^{2}: 0\right)$ $\notin \operatorname{ker}(g) . \operatorname{ker}(g)$ does not contain a point at infinity.
Let $(x, y) \in H_{d}$ so that $g(x, y)=(1:-1: 0)$ using the projective form of g we have $x y=0$ so, $(x, y)=\mp(-1,0), \mp(-j, 0)$ or $\mp\left(-j^{2}, 0\right)$ but $g((-1,0))=g((-j, 0)+(1$ : $\left.\left.-j^{2}: 0\right)\right)=\left(1:-j^{2}: 0\right)$ and $g\left(\left(-j^{2}, 0\right)\right)=g((-j, 0)+(1:-j: 0))=(1:-j: 0)$ (since g is an isogeny) so $(x, y)=\mp(-j, 0)$ and $G=\operatorname{ker}(g)$.

- Proof of the case (c) where $G=\left\{(1:-1: 0),\left(-j^{2}, 0\right),\left(0,-j^{2}\right)\right\}$ and

$$
g(X: Y: Z)=\left(m\left(j X Z^{2}+X^{2} Y+j^{2} Z Y^{2}\right): m\left(j Z^{2} Y+Y^{2} X+j^{2} Z X^{2}\right): X Y Z\right)
$$

We start to show that for all $(x, y) \in H_{d}, g(x, y) \in H_{d^{\prime}}$. After reducing the power of $x$ greater than 3 in the numerator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ by using the equation of $H_{d}$ and using the fact that $d^{\prime}=m\left(d+6 j^{2}\right), g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ becomes $\frac{\left(\left(\left(-j^{2}\right) d^{3}-3 j d^{2}-9 d\right) m^{3}+d\right) y x+\left(\left(\left(j^{2}\right) d^{2}+3 j d+9\right) m^{3}-1\right) y^{3}+\left(\left(j^{2}\right) d^{2}+3 j d+9\right) m^{3}-1}{x^{3}}$ which is zero since $m^{3}=\frac{1}{j^{2} d^{2}+3 j d+9}$. The sage script available in [21, 3-isogenies.ipynb (third cell)] can be used to check the computation of numerator and denominator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$. We also have that $g(1:-1: 0)=g\left(-j^{2}: 0: 1\right)=g\left(0:-j^{2}: 1\right)=(1:-1: 0)$ so g is an isogeny and $G \subseteq \operatorname{ker}(g) \cdot g(1:-j: 0)=(1:-j: 0)$ and $g\left(1:-j^{2}: 0\right)=\left(1:-j^{2}: 0\right)$ so $(1:-j: 0)$ and $\left(1:-j^{2}: 0\right) \notin \operatorname{ker}(g) . k e r(g)$ does not contain a point at infinity. Let $(x, y) \in H_{d}$ so that $g(x, y)=(1:-1: 0)$ using the projective form of g we have $x y=0$ so, $(x, y)=\mp(-1,0), \mp(-j, 0)$ or $\mp\left(-j^{2}, 0\right)$ but $g((-1,0))=g\left(\left(-j^{2}, 0\right)+(1:-j: 0)\right)=$ $(1:-j: 0)$ and $g((-j, 0))=g\left(\left(-j^{2}, 0\right)+\left(1:-j^{2}: 0\right)\right)=\left(1:-j^{2}: 0\right)$ (since $g$ is an isogeny) so $(x, y)=\mp\left(-j^{2}, 0\right)$ and $G=\operatorname{ker}(g)$.

- Proof of the case (d) where $G=\left\{(1:-1: 0),\left(1:-j^{2}: 0\right),(1:-j: 0)\right\}$ and $g(X: Y: Z)=$ $\left(m\left(-j X^{3}+Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right): m\left(-j Y^{3}+Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right): X Y Z\right)$ We start to show that for all $(x, y) \in H_{d}, g(x, y) \in H_{d^{\prime}}$. After reducing the power of $x$ greater than 3 in the numerator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ by using the equation of $H_{d}$ and using the fact that $d^{\prime}=d m(j+2), g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ becomes $\frac{\left(\left(\left(-\frac{2}{9} j-\frac{1}{9}\right) d^{4}+(6 j+3) d\right) m^{3}+d\right) x x+\left(\left(\left(\frac{2}{9} j+\frac{1}{9}\right) d^{3}+(-6 j-3)\right) m^{3}-1\right) y^{3}+\left(\left(\frac{2}{9} j+\frac{1}{9}\right) d^{3}+(-6 j-3)\right) m^{3}-1}{x^{3}}$ which is zero since $m^{3}=-3 \frac{2 j+1}{d^{3}-27}$. The sage script available in [21, 3-isogenies.ipynb (fourth cell)] can be used to check the computation of numerator and denominator of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$. We also have that $g(1:-1: 0)=g(1:$ $\left.-j^{2}: 0\right)=g(1:-j: 0)=(1:-1: 0)$ so g is an isogeny and $G \subseteq \operatorname{ker}(g) \cdot g(-1: 0:$ $1)=(m(j+1): m: 0)=(1:-j: 0)$ and $g(0:-1: 1)=\left(1:-j^{2}: 0\right)$. Let $(x, y) \in H_{d}$ so that $g(x, y)=(1:-1: 0)$ using the projective form of g we have $x y=0$ so, $(x, y)=$
$\mp(-1,0), \mp(-j, 0)$ or $\mp\left(-j^{2}, 0\right)$ but $g\left(\left(-j^{2}, 0\right)\right)=g\left((-1,0)+\left(1:-j^{2}: 0\right)\right)=(1:-j$ : 0 ) and $g((-j, 0))=g((-1,0)+(1:-j: 0))=(1:-j: 0)$ (since g is an isogeny) so $\operatorname{ker}(g)$ does not have the point in affine coordinate $G=\operatorname{ker}(g)$.


### 3.0.1 Generalization of Formulas to Generalized Hessian curve

Theorem 3 Let $H_{c, d}$ be the generalized Hessian curve over the field $\mathbf{K}$. For each of the following subgroup $G$ of $H_{c, d}(\mathbf{K})$ order 3 we give an isogeny $g^{\prime}: H_{c, d} \longrightarrow H_{c^{\prime}, d^{\prime}}$ of kernel $G$ :
(a) if $G=\{(-1: 1: 0),(0,-\sqrt[3]{c}),(-\sqrt[3]{c}: 0)\}$ then

$$
\begin{aligned}
g^{\prime}: H_{c, d} & \longrightarrow \quad H_{c^{\prime}, d^{\prime}} \\
(x, y) & \mapsto\left(\frac{x^{2} y+\sqrt[3]{c y^{2}}+\sqrt[3]{c^{2} x} x}{x y}, \frac{y^{2} x+\sqrt[3]{c x^{2}}+\sqrt[3]{c^{2}} y}{x y}\right)
\end{aligned}
$$

is an isogeny of kernel $G$. The coefficients of the curve $H_{c^{\prime}, d^{\prime}}$ are given by $d^{\prime}=d+6 \sqrt[3]{c}$ and $c^{\prime}=d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c^{2}}+9 c$
(b) if $G=\left\{(0:-1: 1),(0:-j: 1),\left(0:-j^{2}: 1\right)\right\}$ then

$$
\begin{aligned}
g^{\prime}: & H_{c, d} \longrightarrow \\
& \longrightarrow \quad H_{c^{\prime}, d^{\prime}} \\
(x, y) & \mapsto\left(\frac{(-2 j-1) x^{3}+(j d \sqrt[3]{c}) x y+(-j+1) c}{x y}, \frac{(-2 j-1) y^{3}+(j d \sqrt[3]{c}) x y+(-j+1) c}{x y}\right)
\end{aligned}
$$

is an isogeny of kernel $G$. The coefficients of the curve $H_{c^{\prime}, d^{\prime}}$ are given by $d^{\prime}=3 d$ and $c^{\prime}=d^{3}-27 c$

Proof 1. Proof of part (a). Using the isomorphism $f: H_{c, d} \longrightarrow H_{d / \sqrt[3]{c}}, f(x, y)=\left(\frac{x}{\sqrt[3]{c}}, \frac{y}{\sqrt[3]{c}}\right)$ (given in Subsection 2.2.1 between the generalized Hessian curve and the Hessian curve) the image of the subgroup $G=\{(1:-1: 0),(0,-\sqrt[3]{c}),(-\sqrt[3]{c}, 0)\}$ is the subgroup $G^{\prime}=$ $\{(1:-1: 0),(-1,0),(0,-1)\}$. We apply Theorem 2 (first case) to have an isogeny $g: H_{d / \sqrt[3]{c}} \longrightarrow H_{d_{1}}, g(x, y)=\left(m \frac{x+x^{2} y+y^{2}}{x y}, m \frac{y+y^{2} x+x^{2}}{x y}\right)$ with $d_{1}=m\left(\frac{d+6 \sqrt[3]{c}}{\sqrt[3]{c}}\right)$ and $m^{3}=\frac{c}{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c^{2}}+9 c}$. So $d_{1}=\frac{\sqrt[3]{c}}{\sqrt[3]{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c}+9 c}}\left(\frac{d+6 \sqrt[3]{c}}{\sqrt[3]{c}}\right)=\frac{d+6 \sqrt[3]{c}}{\sqrt[3]{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c}}{ }^{2}+9 c}$. Using the inverse transformation $f^{-1}: H_{\frac{d+6 \sqrt[3]{c}}{\sqrt[3]{d^{2} \sqrt{c}+3 d \sqrt{c}+9}}} \longrightarrow H_{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c^{2}}+9 c, d+6 \sqrt[3]{c}}$ (given in Subsection
2.2.1 between generalized Hessian curve and Hessian curve) we have
$f^{-1}(x, y)=\left(\sqrt[3]{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c^{2}+9 c}} \cdot x, \sqrt[3]{d^{2} \sqrt[3]{c}+3 d \sqrt[3]{c^{2}+9 c}} \cdot y\right)$ so that $f^{-1} \circ g \circ f(x, y)=\left(\frac{x^{2} y+\sqrt[3]{c y^{2}}+\sqrt[3]{c} x}{x y}, \frac{y^{2} x+\sqrt[3]{c} x^{2}+\sqrt[3]{c} y}{x y}\right)$. The sage script available in [21, Extension_3isog.ipynb (first cell)] can be used for verification.
2. Proof of part (b). Using the isomorphism $f: H_{c, d} \longrightarrow H_{d / \sqrt[3]{c}}, f(x, y)=\left(\frac{x}{\sqrt[3]{c}}, \frac{y}{\sqrt[3]{c}}\right)$ (given in Subsection 2.2.1 between the generalized Hessian curve and the Hessian curve) the image of the subgroup $G=\left\{(1:-1: 0),(1:-j: 0),\left(1:-j^{2}: 0\right)\right\}$ (in the curve $H_{d /} \sqrt[3]{c}$ ) is the subgroup $G^{\prime}=\left\{(1:-1: 0),(1:-j: 0),\left(1:-j^{2}: 0\right)\right\}$. We apply Theorem 2 (fourth case) to have an isogeny $g: H_{d / \sqrt[3]{c}} \longrightarrow H_{d_{1}}$ defined by
$g(x, y)=\left(m \frac{-j x^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}, m \frac{-j y^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}\right)$ with $d_{1}=m(j+2) \frac{d}{\sqrt[3]{c}}$ and $m^{3}=-3 c \frac{2 j+1}{d^{3}-27 c}$. So $m=\frac{\sqrt[3]{c} \sqrt[3]{-3(2 j+1)}}{\sqrt[3]{d^{3}-27 c}}=(-j+1) \frac{\sqrt[3]{c}}{\sqrt[3]{d^{3}-27 c}}$ and $d_{1}=(j+2)(-j+$ 1) $\frac{\sqrt[3]{c}}{\sqrt[3]{d^{3}-27 c}} \frac{d}{\sqrt[3]{c}}=\frac{3 d}{\sqrt[3]{d^{3}-27 c}}$. By using the inverse transformation $f^{-1}: H_{\frac{3 d}{\sqrt[3]{d^{3}-27 c}}} \longrightarrow$
$H_{d^{3}-27 c, 3 d}$ (given in Subsection 2.2.1 between the generalized Hessian curve and the Hessian curve) we have $f^{-1}(x, y)=\left(\sqrt[3]{d^{3}-27 c} \cdot x, \sqrt[3]{d^{3}-27 c} \cdot y\right)$ so that $f^{-1} \circ g \circ f(x, y)=\left(\frac{(-2 j-1) x^{3}+(j d \sqrt[3]{c}) x y+(-j+1) c}{x y}, \frac{(-2 j-1) y^{3}+(j d \sqrt[3]{c}) x y+(-j+1) c}{x y}\right)$. The sage script available in [21, Extension_3isog.ipynb (second cell)] can be used to check calculation of $f^{-1} \circ g \circ f(x, y)$

### 3.0.2 Generalization of Formulas to Twisted Hessian curve

Theorem 4 Let $\mathscr{H}_{a, d}$ be a twisted Hessian curve over $\mathbf{K}$. For the followings subgroups $G$ of order 3 we give an isogeny $\mathbf{g}: \mathscr{H}_{a, d} \longrightarrow \mathscr{H}_{a^{\prime}, d^{\prime}}$ of kernel $G$ :
(a) if $G=\{(0:-1: 1),(1: 0:-\sqrt[3]{a}),(1:-\sqrt[3]{a}: 0)\}$ then

$$
\begin{aligned}
\mathbf{g}: \mathscr{H}_{a, d} & \longrightarrow \quad \mathscr{H}_{a^{\prime}, d^{\prime}} \\
(x, y) & \mapsto\left(\frac{x y}{\sqrt[3]{a} x y^{2}+\sqrt[3]{a} x^{2} x^{2}+y}, \frac{\sqrt[3]{a} x^{2} y+y^{2}+\sqrt[3]{a} x}{\sqrt[3]{x} y^{2}+\sqrt[3]{a^{2}} x^{2}+y}\right)
\end{aligned}
$$

is an isogeny of kernel $G$. The coefficients of the curve $\mathscr{H}_{a^{\prime}, d^{\prime}}$ are given by $d^{\prime}=d+6 \sqrt[3]{a}$ and $a^{\prime}=d^{2} \sqrt[3]{a}+3 d \sqrt[3]{a^{2}}+9 a$.
(b) $G=\left\{(0:-1: 1),(0:-j: 1),\left(0:-j^{2}: 1\right)\right\}$ then

$$
\begin{aligned}
\mathbf{g}: \mathscr{H}_{a, d} \longrightarrow & \mathscr{H}_{a^{\prime}, d^{\prime}} \\
(x, y) & \mapsto\left(\frac{x y}{3 a x^{3}+(j-1) d \sqrt[3]{a x y}-3 j}, \frac{3 x^{3}-3 j y^{3}+(j-1) d \sqrt[3]{a} x y}{3 a x^{3}+(j-1) d \sqrt[3]{a} x y-3 j}\right)
\end{aligned}
$$

is an isogeny of kernel $G$. The coefficients of the curve $\mathscr{H}_{a^{\prime}, d^{\prime}}$ are given by $a^{\prime}=d^{3}-27 a$ and $d^{\prime}=3 d$.

Proof .

1. Proof of part (a). Using the isomorphism $f^{\prime}: \mathscr{H}_{a, d} \longrightarrow H_{a, d}, f^{\prime}(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$ of Lemma 1, the image of the subgroup $G=\{(0:-1: 1),(1: 0:-\sqrt[3]{a}),(1:-\sqrt[3]{a}: 0)\}$ is the subgroup $G^{\prime}=\{(1:-1: 0),(-\sqrt[3]{a}, 0),(0,-\sqrt[3]{a})\}$. We apply Theorem 3 (first case) to have an isogeny
$g^{\prime}: H_{a, d} \longrightarrow H_{d^{2} \sqrt[3]{a}+d \sqrt[3]{a}{ }^{2}+9 a, d+6 \sqrt[3]{a}}$ defined by
$g(x, y)=\left(\frac{x^{2} y+\sqrt[3]{a} y^{2}+\sqrt[3]{a} x}{x y}, \frac{y^{2} x+\sqrt[3]{a} x^{2}+\sqrt[3]{a}{ }^{2} y}{x y}\right)$. The application of Lemma 1 gives the inverse transformation
$f^{\prime-1}: H_{d^{2}} \sqrt[3]{a}+d \sqrt[3]{a^{2}}+9 a, d+6 \sqrt[3]{a} \longrightarrow \mathscr{H}_{d^{2}} \sqrt[3]{a}+d \sqrt[3]{a^{2}}+9 a, d+6 \sqrt[3]{a}$ defined by
$f^{\prime-1}(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$ so that $f^{\prime-1} \circ g^{\prime} \circ f^{\prime}(x, y)=\left(\frac{x y}{\sqrt[3]{a x} y^{2}+\sqrt[3]{a} x^{2} x^{2}+y}, \frac{\sqrt[3]{a^{2}} x^{2} y+y^{2}+\sqrt[3]{a x}}{\sqrt[3]{a} y^{2}+\sqrt[3]{a^{2}} x^{2}+y}\right)$ The sage script available in [21, Extension_3isog.ipynb (third cell) ] can be used for the verification.
2. Proof of part (b).

Using the isomorphism $f^{\prime}: \mathscr{H}_{a, d} \longrightarrow H_{a, d}, f(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$ of Lemma 1 the image of the subgroup $G=\left\{(0:-1: 1),(0:-j: 1),\left(0:-j^{2}: 1\right)\right\}$ is the subgroup $G^{\prime}=\{(1:-1:$ $\left.0),(1:-j: 0),\left(1:-j^{2}: 0\right)\right\}$. We apply Theorem 3 (second case) to have an isogeny $g^{\prime}: H_{a, d} \longrightarrow H_{d^{3}-27 a, 3 d}$ defined by
$g^{\prime}(x, y)=\left(\frac{(-2 j-1) x^{3}+(j d \sqrt[3]{a}) x y+(-j+1) a}{x y}, \frac{(-2 j-1) y^{3}+(j d \sqrt[3]{a}) x y+(-j+1) a}{x y}\right)$. The application of Lemma 1 gives the inverse transformation

$$
f^{\prime-1}: H_{d^{3}-27 a, 3 d} \longrightarrow \mathscr{H}_{d^{3}-27 a, 3 d} \text { defined by } f^{-1}(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)
$$


available in [21, Extension_3isog.ipynb (fourth cell) ] can be used for the verification.

## 4 Formulas for Isogenies of Degree not Divisible by 3 over Hessian Elliptic Curves

In this section, we are given an Hessian elliptic curve $H_{d}$ over $\mathbf{K}$ and $G$ a subgroup of $H_{d}$ of finite order $\ell$ non-divisible by 3. We then construct an elliptic curve $H_{d}^{\prime}$ defined over $\mathbf{K}$ and an explicit isogeny given in term of rational functions from $H_{d}$ to $H_{d^{\prime}}$ with kernel $G$. This formula is easily extended to twisted Hessian curves and generalized Hessian curve.
We throw out the neutral point $(1:-1: 0)$ from $G$ and denote $G^{*}=G-\{(1:-1: 0)\}$. Let $S$ be all the 2 -torsion points of $G^{*}$ and $R$ be the rest of the points in $G^{*}$. We split $R$ into two equal size sets $R_{-}$and $R_{+}$so that a point $P$ is in $R_{+}$if and only if $-P$ is in $R_{-}$. We will take $r=\# R_{-}$and $s=\# S$ so that $\ell=\# G=2 r+s+1$. we denote $S_{n, n-1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ $\sum_{1 \leq i_{1}<i_{2} \ldots<i_{n-1} \leq n} x_{i_{1}} x_{i_{2}} \cdots x_{i_{n-1}}$ the ( $n-1$ )-th elementary symmetric polynomial of $k\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. For an arbitrary point $P \in H_{d}$ we define the map $g$ by

$$
\begin{equation*}
g(P)=\left(\prod_{Q \in G} Y_{P+Q}: \prod_{Q \in G} X_{P+Q}: \prod_{Q \in G} Z_{P+Q}\right) \tag{1}
\end{equation*}
$$

The following lemma is very important for the obtaining of an efficient $\ell$-isogeny.
Lemma 2 The map $g$ is defined by

$$
\begin{equation*}
g(x, y)=\left(y \prod_{(a, b) \in G^{*}} \frac{a b y^{2}-x}{a x^{2}-b^{2} y}, x \prod_{(a, b) \in G^{*}} \frac{b-a^{2} x y}{a x^{2}-b^{2} y}\right) \tag{2}
\end{equation*}
$$

and satisfies also the following

$$
\begin{equation*}
g(x, y)=\left(y \prod_{Q \in S} \frac{x_{Q}^{2} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y} \cdot \prod_{P \in R_{-}} \frac{x-x_{P} y_{P} y^{2}}{x y-x_{P} y_{P}}, x \prod_{Q \in S} \frac{1-x_{Q} x y}{x^{2}-x_{Q} y} \cdot \prod_{P \in R_{-}-} \frac{y-x_{P} y_{P} x^{2}}{x y-x_{P} y_{P}}\right) \tag{3}
\end{equation*}
$$

Proof We first observe that from equation (1) to equation (2) is a direct application of the group law. We now show the proof from equation (2) to equation (3).
Let $P\left(x_{P}, y_{P}\right) \in R_{-}$. Then $\left(x_{P} x^{2}-y_{P}^{2} y\right)\left(y_{P} x^{2}-x_{P}^{2} y\right)=$

$$
\begin{aligned}
& =x_{P} y_{P} x^{4}-x_{x}^{3} x^{2} y-y_{x}^{3} x^{2} y+x_{P}^{2} y_{P}^{2} y^{2} \\
& =x_{P} y_{P} x^{4}-\left(x_{P}^{3}+y_{P}^{3}\right) x^{2} y+x_{P}^{2} y_{P}^{2} y^{2} \\
& =x_{P} y_{P} x\left(-y^{3}-1+d x y\right)-\left(-1+d x_{P} y_{P}\right) x^{2} y+x_{P}^{2} y_{P}^{2} y^{2} \\
& =-x_{P} y_{P} x y^{3}-x_{P} y_{P} x+d x_{P} y y_{P} x^{2} y+x^{2} y-d x_{P} y P x^{2} y+x_{P}^{2} y_{P}^{2} y^{2} \\
& =-x_{P} y_{P} x y^{3}-x_{P} y_{P} x+x^{2} y+x_{P}^{2} y_{P}^{2} y^{2} \\
& =x^{2} y-x_{P} y y_{P} x-x_{P} y_{P} x y^{3}+x_{P}^{2} y_{P}^{2} y^{2} \\
& =\left(x-x_{P} y_{P} y^{2}\right)\left(x y-x_{P} y_{P}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(x_{P} x^{2}-y_{P}^{2} y\right)\left(y_{P} x^{2}-x_{P}^{2} y\right)=\left(x-x_{P} y_{P} y^{2}\right)\left(x y-x_{P} y_{P}\right) \tag{4}
\end{equation*}
$$

$$
\begin{aligned}
\frac{x_{P} y_{P} y^{2}-x}{x_{P} x^{2}-y_{P}^{2} y} * \frac{x_{P} y_{P} y^{2}-x}{y_{P} x^{2}-x_{P}^{2} y} & =\frac{\left(x_{P} y_{P} y^{2}-x\right)^{2}}{\left(x-x_{P} y_{P} y^{2}\right)\left(x y-x_{P} y_{P}\right)} \\
& =\frac{x-x_{P} y_{P} y^{2}}{x y-x_{P} y_{P}}
\end{aligned}
$$

We also have that

$$
\begin{aligned}
\left(y_{P}-x_{P}^{2} x y\right)\left(x_{P}-y_{P}^{2} x y\right) & =x_{P} y_{P}-y_{P}^{3} x y-x_{P}^{3} x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x_{P} y_{P}-\left(x_{P}^{3}+y_{P}^{3}\right) x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x_{P} y_{P}-\left(-1+d x_{P} y_{P}\right) x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x_{P} y_{P}+x y-d x_{P} y_{P} x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(y-x_{P} y_{P} x^{2}\right)\left(x-x_{P} y_{P} y^{2}\right) & =x y-x_{P} y_{P} x^{3}-x_{P} y_{P} y^{3}+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x y-\left(x^{3}+y^{3}\right) x_{P} y_{P}+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x y-(-1+d x y) x_{P} y_{P}+x_{P}^{2} y_{y}^{2} x^{2} y^{2} \\
& =x y+x_{P} y_{P}-d x_{P} y_{P} x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2} \\
& =x_{P} y_{P}+x y-d x_{P} y_{P} x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2}
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(y-x_{P} y_{P} x^{2}\right)\left(x-x_{P} y_{P} y^{2}\right)=\left(y_{P}-x_{P}^{2} x y\right)\left(x_{P}-y_{P}^{2} x y\right)=. \tag{5}
\end{equation*}
$$

$x y+x_{P} y_{P}-d x_{P} y_{P} x y+x_{P}^{2} y_{P}^{2} x^{2} y^{2}$ Therefore

$$
\frac{y_{P}-x_{P}^{2} x y}{x_{P} x^{2}-y_{P}^{2} y} * \frac{x_{P}-y_{P}^{2} x y}{y_{P} x^{2}-x_{P}^{2} y}=
$$

$$
\begin{aligned}
& =\frac{\left(y-x_{P} y_{P} x^{2}\right)\left(x-x_{P} y_{P} y^{2}\right)}{\left(x-x_{P} y_{P} y^{2}\right)\left(x y-x_{P} y_{P}\right)} \\
& =\frac{y-x_{P} y_{P} x^{2}}{x y-x_{P} y_{P}}
\end{aligned}
$$

So we can write equality (2) as

$$
g(x, y)=\left(y \prod_{Q \in S} \frac{x_{Q}^{2} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y} \cdot \prod_{P \in R_{-}} \frac{x-x_{P} y_{P} y^{2}}{x y-x_{P} y_{P}}, x \prod_{Q \in S} \frac{1-x_{Q} x y}{x^{2}-x_{Q} y} \cdot \prod_{P \in R_{-}} \frac{y-x_{P} y_{P} x^{2}}{x y-x_{P} y_{P}}\right)
$$

which completes the proof.
Theorem 5 Let $G$ be a subgroup of $H_{d}$ of finite order $\ell$ non-divisible by 3 then the map

$$
\begin{equation*}
g(x, y)=\left(y \prod_{Q \in S} \frac{x_{Q}^{2} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2}} \cdot \prod_{P \in R_{-}} \frac{x-x_{P} y_{P} y^{2}}{x y-x_{P} y_{P}}, x \prod_{Q \in S} \frac{1-x_{Q} x y}{x^{2}-x_{Q} y} \cdot \prod_{P \in R_{-}-} \frac{y-x_{P} y_{P} x^{2}}{x y-x_{P} y_{P}}\right) \tag{6}
\end{equation*}
$$

defined in Lemma 2 is an isogeny of kernel $G$ from $H_{d}$ to $H_{d^{\prime}}$ with $d^{\prime}=\Pi_{Q \in S} x_{Q} \cdot \Pi_{P \in R_{-}}\left(x_{P} y_{P}\right)$. $\left(d(1+2 r-2 s)+6 \sum_{Q \in S} x_{Q}\right)-6 S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right) \cdot \Pi_{Q \in S} x_{Q}$

Proof .

1. It is easy to see that $g$ is invariant by translation on elements of $G$. Furthermore

$$
\begin{aligned}
g(1:-1: 0) & =\left(\prod_{Q \in G} Y_{Q}: \prod_{Q \in G} X_{Q}: \prod_{Q \in G} Z_{Q}\right) \\
& =\left(\prod_{Q \in G^{*}} Y_{Q}:-\prod_{Q \in G^{*}} X_{Q}: 0\right) \\
& =(1:-1: 0)
\end{aligned}
$$

Because $\Pi_{Q \in G^{*}} Y_{Q}=\prod_{Q \in G^{*}} X_{Q}$ since $G$ is a subgroup and $Y_{Q}=X_{-Q}$. So $G \subseteq k e r(g)$. We now show that $G=\operatorname{ker}(g)$
(a) For this we first compute the image of $(-1,0)$ and $(1:-1: 0)$

$$
\begin{aligned}
g(-1,0) & =\left(\prod_{P \in G} Y_{(-1,0)+P}: \prod_{P \in G} X_{(-1,0)+P}: \prod_{P \in G} Z_{(-1,0)+P)}\right) \\
& =\left(0 * \prod_{P \in G^{*}} Y_{(-1,0)+P}:-\prod_{P \in G^{*}} X_{(-1,0)+P}: \prod_{P \in G^{*}} Z_{(-1,0)+P)}\right) \\
& =\left(0 * \prod_{P \in G^{*}} Z_{P}:-\prod_{P \in G^{*}} Y_{P}: \prod_{P \in G^{*}} X_{P}\right) \\
& =\left(0,-\prod_{P \in G^{*}} Y_{P} / X_{P}\right), \quad \prod_{P \in G^{*}} X_{P}=\prod_{P \in G^{*}} Y_{P} \\
& =(0,-1) \\
g(1:-j: 0) & =\left(\prod_{P \in G} Y_{(1:-j: 0)+P}: \prod_{P \in G} X_{(1:-j: 0)+P}: \prod_{P \in G} Z_{(1:-j: 0)+P)}\right) \\
& =\left(\prod_{P \in G} j^{2} Y_{P}: \prod_{P \in G} j X_{P}: \prod_{P \in G} Z_{P}\right) \\
& =\left(-j^{2} \prod_{P \in G^{*}} j^{2} Y_{P}: j \prod_{P \in G^{*}} X_{P}: 0 * \prod_{P \in G^{*}} Z_{P}\right) \\
& =\left(-j^{2 \# G} \prod_{P \in G^{*}} Y_{P}: j^{* G} \prod_{P \in G^{*}} X_{P}: 0\right) \\
& =\left(-j^{2 \# G}: j^{\# G}: 0\right) \\
& = \pm(1:-j: 0) \text { since } \quad \# G \text { is not divisible by } \quad 3
\end{aligned}
$$

$g(1:-j: 0)=(1:-j: 0)$ if $\# G=2 \bmod 3$ and $g(1:-j: 0)=-(1:-j: 0)$ if $\# G=1 \bmod 3$. So $(-1,0)$ and $(1:-j: 0) \notin \operatorname{ker}(g)(k e r(g)$ does not contain a point at infinity).
(b) Let $P_{0}\left(x_{0}, y_{0}\right)$ such that $g\left(P_{0}\right)=(1:-1: 0)$ Since the image of $P_{0}$ is at infinity then $P_{0}$ is a zero of denominator of a component of $g$.

- If $\left(x_{0}, y_{0}\right)$ is an zero of $x y-x_{P} y_{P}$ then $\left(x_{0}, y_{0}\right)= \pm\left(x_{P}, y_{P}\right), \pm\left(j x_{P}, j^{2} y_{P}\right)$ or $\pm\left(j^{2} x_{P}, j y_{P}\right)$ (from Bezout's theorem $x y-x_{P} y_{P}$ has six intersection points with $\left.H_{d}\right)$. g is an isogeny and $(1:-j: 0) \notin \operatorname{ker}(g)$ so $\left(x_{0}, y_{0}\right)= \pm\left(x_{P}, y_{P}\right)$ since $\left(j x_{P}, j^{2} y_{P}\right)=\left(x_{P}, y_{P}\right)+(1:-j: 0)$ and $\left(j^{2} x_{P}, j y_{P}\right)=\left(x_{P}, y_{P}\right)+\left(1:-j^{2}: 0\right)$.
- If $\left(x_{0}, y_{0}\right)$ is an zero of $x^{2}-x_{Q} y$ then $\left(x_{0}, y_{0}\right)=\left(x_{Q}, x_{Q}\right), \pm\left(j x_{Q}, j^{2} x_{Q}\right),\left(1,1 / x_{Q}\right)$, $\left(j, j^{2} / x_{Q}\right)$ or $\left(j^{2}, j / x_{Q}\right)$ (from Bezout's theorem $x^{2}-x_{Q} y$ has six intersection points with $\left.H_{d}\right) . \mathrm{g}$ is an isogeny and $(0,-1),(1:-j: 0) \notin \operatorname{ker}(g)$ so $\left(x_{0}, y_{0}\right)=$ $\left(x_{Q}, x_{Q}\right)$ since $\left(j x_{Q}, j^{2} x_{Q}\right)=\left(x_{Q}, y_{Q}\right)+(1:-j: 0)\left(1,1 / x_{Q}\right)=\left(x_{Q}, y_{Q}\right)+(-1,0)$ ,$\left(j^{2}, j / x_{Q}\right)=\left(x_{Q}, y_{Q}\right)+(-1,0)+\left(1:-j^{2}: 0\right)$ and $\left(j, j^{2} / x_{Q}\right)=\left(x_{Q}, y_{Q}\right)+$ $(-1,0)+(1:-j: 0)$

2. We now show that $H(x, y)=g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ has a pole of order two at neutral point $(1:-1: 0)$ The uniformizer of the curve the neutral point is $t=\frac{Z}{3 j^{2} X+3 j Y+d Z}$. The function $Z$ has three zero $(1:-1: 0),(1:-j: 0)$ and $\left(1:-j^{2}: 0\right)$. Also $3 j^{2} X+$ $3 j Y+d Z$ has three zero $(1:-j: 0)$ and two affine points. So $t$ has exactly two zero $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$. We have show that $g(1:-1: 0)=(1:-1: 0)$ and $g(1:$ $\left.-j^{2}: 0\right)= \pm\left(1:-j^{2}: 0\right)$ up to composition by the automorphism $(X: Y: Z) \mapsto(Y:$ $X: Z)$ we can suppose that $g\left(1:-j^{2}: 0\right)=\left(1:-j^{2}: 0\right)$. In this case $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$ are preserved by the coordinates map. Furthermore $(1:-1: 0)$ and (1: $-j^{2}: 0$ ) are the only zero of $t=\frac{Z}{3 j^{2} X+3 j Y+d Z}$. That is the same to co-domain curve $H_{d^{\prime}}$ for which $t^{\prime}=\frac{Z}{3 j^{2} X+3 j Y+d^{\prime} Z}$ has only two zeros $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$. We now prove that the two points are nonsingular. The equation of the curve $H(X: Y: Z)=$ $\frac{Y^{3}}{Z^{3}} \Pi_{Q \in S} \frac{\left(x_{Q}^{2} Y^{2}-X Z\right)^{3}}{\left(x_{Q} X^{2}-x_{Q}^{2} Y Z\right)^{3}} \cdot \Pi_{P \in R-} \frac{\left(X Z-x_{P} y_{P} Y^{2}\right)^{3}}{\left(X Y-x_{P} y_{P} Z^{2}\right)^{3}}+$
$\frac{X^{3}}{Z^{3}} \Pi_{Q \in S} \frac{\left(Z^{2}-x_{Q} X Y\right)^{3}}{\left(X^{2}-x_{Q} Y Z\right)^{3}} \cdot \Pi_{P \in R_{-}} \frac{\left(Y Z-x_{P} y_{P} X^{2}\right)^{3}}{\left(X Y-x_{P} y_{P} Z^{2}\right)^{3}}+1$
$-d^{\prime} \frac{X Y}{Z^{2}} \Pi_{Q \in S} \frac{\left(x_{Q}^{2} Y^{2}-X Z\right)\left(Z^{2}-x_{Q} X Y\right)}{x_{Q}\left(X^{2}-x_{Q} Y Z\right)^{2}} \cdot \prod_{P \in R_{-}} \frac{\left(X Z-x_{P} y_{P} Y^{2}\right)\left(Y Z-x_{P} y_{P} X^{2}\right)}{\left(X Y-x_{P} y_{P} Z^{2}\right)^{2}}$
shows, after reduction to the same denominator, the numerator
$N=Y^{3} \Pi_{Q \in S}\left(\left(x_{Q}^{2} Y^{2}-X Z\right)^{3} / x_{Q}^{3}\right) \cdot \Pi_{P \in R_{-}}\left(X Z-x_{P} y_{P} Y^{2}\right)^{3}+X^{3} \prod_{Q \in S}\left(Z^{2}-x_{Q} X Y\right)^{3} \cdot \prod_{P \in R_{-}}(Y Z-$
$\left.x_{P} y_{P} X^{2}\right)^{3}+Z^{3} \Pi_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)^{3} \cdot \Pi_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right)^{3}-d^{\prime} X Y Z \Pi_{Q \in S}$
$\left(\left(Z^{2}-x_{Q} X Y\right)\left(X^{2}-x_{Q} Y Z\right)\left(x_{Q}^{2} Y^{2}-X Z\right) / x_{Q}\right)$.
$\prod_{P \in R_{-}}\left(\left(X Z-x_{P} y_{P} Y^{2}\right)\left(Y Z-x_{P} y_{P} X^{2}\right)\left(X Y-x_{P} y_{P} Z^{2}\right)\right)$ and the denominator $D=Z^{3} \prod_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)^{3} \cdot \prod_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right)^{3}$ We will show that $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$ are the simple zero of $N$ and the zero of order 3 of $D$ (so the poles of order 2 of $H(X: Y: Z)$ ). To show that the points $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$ are zero of order 3 of $D$ we will use affine coordinates in the plane $((y, z))$ in which $(1:-1: 0)$ and ( $1:$ $\left.-j^{2}: 0\right)$ become $(-1,0)$ and $\left(-j^{2}, 0\right)$ and $D=z^{3} \prod_{Q \in S}\left(1-x_{Q} y z\right)^{3} \prod_{P \in R_{-}}\left(y-x_{P} y_{P} z^{2}\right)^{3}$ To bring back the point $(1:-1: 0)\left(\right.$ resp $\left.\left(1:-j^{2}: 0\right)\right)$ to the origin $(0,0)$, we use the invertible affine coordinate transformation $\left(y^{\prime}, z^{\prime}\right)=(y-1, z)\left(\operatorname{resp}\left(y^{\prime}, z^{\prime}\right)=\left(y-j^{2}, z\right)\right)$ $D=z^{\prime 3} \Pi_{Q \in S}\left(1-x_{Q} z^{\prime}-x_{Q} y^{\prime} z^{\prime}\right)^{3} \cdot \prod_{P \in R_{-}}\left(y^{\prime}+1-x_{P} y_{P} z^{2}\right)^{3}$
(resp. $\left.\quad D=z^{\prime 3} \Pi_{Q \in S}\left(1-x_{Q} j^{2} z^{\prime}-x_{Q} y^{\prime} z^{\prime}\right)^{3} \cdot \Pi_{P \in R_{-}}\left(y^{\prime}+j^{2}-x_{P} y_{P} z^{\prime 2}\right)^{3}\right)$. We see that the smallest homogeneous part of $D$ has degree 3 . So $(-1,0)$ and $\left(-j^{2}, 0\right)$ are zero of order 3 of $D$. It easy to see that $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$ are the zero of $N$. For show that $(1:-1: 0)$ and $\left(1:-j^{2}: 0\right)$ are simple zero we show that $\frac{\partial N}{\partial Y}(1:-1: 0) \neq 0$ and $\frac{\partial N}{\partial Y}\left(1:-j^{2}: 0\right) \neq 0$. $\frac{\partial N}{\partial Y}=3 Y^{2} \Pi_{Q \in S}\left(\left(x_{Q}^{2} Y^{2}-X Z\right)^{3} / x_{Q}^{3}\right) \cdot \Pi_{P \in R_{-}}\left(X Z-x_{P y_{P}} Y^{2}\right)^{3}+Y^{3} \Pi_{P \in R_{-}}$
$\left(X Z-x_{P y_{P} Y^{2}}\right)^{3} \cdot \sum_{Q_{0}}\left(6 x_{Q_{0}}^{2} Y\left(x_{Q_{0}}^{2} Y^{2}-X Z\right)^{2} / x_{Q_{0}}^{3} \Pi_{Q \neq Q_{0}}\left(x_{Q}^{2} Y^{2}-X Z\right)^{3} / x_{Q}^{3}\right)+Y^{3} \Pi_{Q \in S}\left(\left(x_{Q}^{2} Y^{2}-X Z\right)^{3} / x_{Q}^{3}\right)$.
$\sum_{P_{0} \in R_{-}}\left(-6 x_{P_{0}} y_{P_{0}} Y\left(X Z-x_{P_{0}} y_{P_{0}} Y^{2}\right)^{2} \Pi_{P \neq P_{0}}\left(X Z-x_{P} y_{P} Y^{2}\right)^{3}\right)+X^{3} \Pi_{Q \in S}\left(Z^{2}-x_{Q} X Y\right)^{3}$.
$\sum_{P_{0} \in R_{-}-}\left(3 Z\left(Y Z-x_{P_{0}} y_{P_{0}} X^{2}\right)^{2} \Pi_{P \neq P_{0}}\left(Y Z-x_{P Y P} X^{2}\right)^{3}\right)+X^{3} \Pi_{P \in R_{-}}\left(Y Z-x_{P} y_{P} X^{2}\right)^{3} \cdot \sum_{Q_{0} \in S}\left(-3 x_{Q_{0}} X\left(Z^{2}-x_{Q_{0}} X Y\right)^{2} \cdot \Pi_{Q \neq \ell_{0}}\left(Z^{2}-x_{Q} X Y\right)^{3}\right)+$ $\left(Z^{3} \Pi_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)^{3} \cdot \Pi_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right)^{3}\right)_{Y}^{\prime}-$
$d^{\prime} X Y Z \prod_{Q \in S}\left(\left(Z^{2}-x_{Q} X Y\right)\left(X^{2}-x_{Q} Y Z\right)\left(x_{Q}^{2} Y^{2}-X Z\right) / x_{Q}\right)$.
$\left.\Pi_{P \in R_{-}}\left(\left(X Z-x_{P} y_{P} Y^{2}\right)\left(Y Z-x_{P} y_{P} X^{2}\right)\left(X Y-x_{P} y_{P} Z^{2}\right)\right)\right)_{Y}^{\prime}$
Therefore,
$\frac{\partial N}{\partial Y}(1:-1: 0)=3 \Pi_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)-$
$\Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(-6 x_{Q_{0}}^{3} \Pi_{Q \neq Q_{0}} x_{Q}^{3}\right)-$
$\Pi_{Q \in S} x_{Q}^{3} \cdot \sum_{P_{0}}\left(6 x_{P_{0}}^{3} y_{P_{0}}^{3} \Pi_{P \neq P_{0}}\left(-x_{P}^{3} y_{P}^{3}\right)\right)+0$
$+\Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(-3 x_{Q_{0}}^{3} \Pi_{Q \neq Q_{0}} x_{Q}^{3}\right)$
$\frac{\partial N}{\partial Y}(1:-1: 0)=3 \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)+6 \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(\Pi_{Q} x_{Q}^{3}\right)+6 \prod_{Q \in S} x_{Q}^{3}$.
$\sum_{P_{0}}\left(\Pi_{P}\left(-x_{P}^{3} y_{P}^{3}\right)\right)+0-3 \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(\Pi_{Q} x_{Q}^{3}\right)$.
then
$\frac{\partial N}{\partial Y}(1:-1: 0)=(3+6 s+6 r-3 s) \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)$
$\frac{\partial N}{\partial Y}(1:-1: 0)=(3+3 s+6 r) \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)$ and
$\frac{\partial N}{\partial Y}\left(1:-j^{2}: 0\right)=3 j \prod_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)-$
$\Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(-6 j x_{Q_{0}}^{3} \Pi_{Q \neq Q_{0}} x_{Q}^{3}\right)-$
$\Pi_{Q \in S} x_{Q}^{3} \cdot \sum_{P_{0}}\left(6 j x_{P_{0}}^{3} y_{P_{0}}^{3} \Pi_{P \neq P_{0}}\left(-x_{P}^{3} y_{P}^{3}\right)\right)+0$
$+\Pi_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(-3 j x_{Q_{0}}^{3} \Pi_{Q \neq Q_{0}} x_{Q}^{3}\right)$
$\frac{\partial N}{\partial Y}\left(1:-j^{2}: 0\right)=3 j \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)+6 j \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(\Pi_{Q} x_{Q}^{3}\right)+$
$6 j \Pi_{Q \in S} x_{Q}^{3} \cdot \sum_{P_{0}}\left(\Pi_{P}\left(-x_{P}^{3} y_{P}^{3}\right)\right)+0-3 j \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right) \cdot \sum_{Q_{0}}\left(\Pi_{Q} x_{Q}^{3}\right)$.
Then
$\frac{\partial N}{\partial Y}\left(1:-j^{2}: 0\right)=(3 j+6 s j+6 r j-3 s j) \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)$ and
$\frac{\partial N}{\partial Y}\left(1:-j^{2}: 0\right)=(3+3 s+6 r) j \prod_{Q \in S} x_{Q}^{3} \cdot \prod_{P \in R_{-}}\left(-x_{P}^{3} y_{P}^{3}\right)$. So $(1:-1: 0)$ and $\left(1:-j^{2}:\right.$
$0)$ are the poles of other 2 of $H(X: Y: Z)$.
3. To develop $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ around of neutral point, we start to develop the function $x$ and $y$ To express $x y$ in term of $t=\frac{1}{3 j^{2} x+3 j y+d}$ we will use the identity $a^{3}+b^{3}=$ $(a+b)^{3}-3 a b(a+b)$. We have

$$
\begin{aligned}
-1+d x y & =x^{3}+y^{3} \\
& =\left(j^{2} x\right)^{3}+(j y)^{3} \\
& =\left(j^{2} x+j y\right)^{3}-3 x y\left(j^{2} x+j y\right) \\
& =\left(\frac{-d t+1}{3 t}\right)^{3}-3 x y\left(\frac{-d t+1}{3 t}\right)
\end{aligned}
$$

as $\quad j^{2} x+j y=\frac{-d t+1}{3 t}$ since $t=\frac{1}{3 j^{2} x+3 j y+d}$. Therefore
$x y=\frac{\left(-\frac{d t+1}{3 t}\right)^{3}+1}{d+\frac{-t+1}{t}}=\frac{\left(d^{3}-27\right) t^{3}-3 d^{2} t^{2}+3 d t-1}{-27 t^{2}}=\frac{\frac{1}{27}}{t^{2}}+\frac{-\frac{1}{9} d}{t}+\frac{1}{9} d^{2}+\left(-\frac{1}{27} d^{3}+1\right) t$.
Now $x=\frac{X}{Z}=\frac{X}{3 j^{2} X+3 j Y+d Z} * \frac{3 j^{2} X+3 j Y+d Z}{Z}$ and $y=\frac{Y}{Z}=\frac{Y}{3 j^{2} X+3 j Y+d Z} * \frac{3 j^{2} X+3 j Y+d Z}{Z}$. Hence $x$ and $y$ have a simple pole at neutral point and the values of $\frac{X}{3 j^{2} X+3 j Y+d Z}$ and $\frac{Y}{3 j^{2} X+3 j Y+d Z}$ at $(1:-1: 0)$ are respectively $2 j / 9+1 / 9$ and $-2 j / 9-1 / 9$. Let $x=\frac{2 j / 9+1 / 9}{t}+$ $a_{0}+O(t)$ and $y=-\frac{2 j / 9+1 / 9}{t}+b_{0}+O(t)$. We now want to compute $a_{0}$ and $b_{0}$. A sage script available in [21, developInf.ipynb (first cell)] enables to compute $x *$

$$
\begin{aligned}
(-j x- & \left.\frac{d j^{2}}{3}+\frac{j^{2}}{3 t}\right), y *\left(-j^{2} y-\frac{d j}{3}+\frac{j}{3 t}\right) \text { and develop } x^{3} \text { and } y^{3} \text { to get } \\
x y & =x *\left(-j x-\frac{d j^{2}}{3}+\frac{j^{2}}{3 t}\right) \\
& =\left(\frac{2 j / 9+1 / 9}{t}+a_{0}+O(t)\right) *\left(\frac{-\frac{2}{9} j-\frac{1}{9}}{t}+\left(\frac{1}{3} j+\frac{1}{3}\right) d-j a_{0}+O(t)\right) \\
& =\frac{\frac{1}{27}}{t^{2}}+\frac{\left(\frac{1}{27} j-\frac{1}{27}\right) d+\left(-\frac{1}{9} j+\frac{1}{9}\right) a_{0}}{t}+O(1)
\end{aligned}
$$

so that $a_{0}=\frac{-d / 9-\left(\frac{1}{27} j-\frac{1}{27}\right) d}{\left(-\frac{1}{9} j+\frac{1}{9}\right)}=\left(-\frac{1}{3} j-\frac{1}{3}\right) d$. Similarly,

$$
\begin{aligned}
x y & =y *\left(-j^{2} y-\frac{d j}{3}+\frac{j}{3 t}\right) \\
& =\left(-\frac{2 j / 9+1 / 9}{t}+b_{0}+O(t)\right) *\left(\frac{\frac{2}{9} j+\frac{1}{9}}{t}-\frac{1}{3} j d+(j+1) b_{0}+O(t)\right) \\
& =\frac{\frac{1}{27}}{t^{2}}+\frac{\left(-\frac{1}{27} j-\frac{2}{27}\right) d+\left(\frac{1}{9} j+\frac{2}{9}\right) b_{0}}{t}+O(1)
\end{aligned}
$$

so that $b_{0}=\frac{-d / 9-\left(-\frac{1}{27} j-\frac{2}{27}\right) d}{\left(\frac{1}{9} j+\frac{2}{9}\right)}=\frac{1}{3} j d$
4. Development of $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ around of neutral point and value of $d^{\prime}$ We have

$$
x=\frac{2 j / 9+1 / 9}{t}+\left(-\frac{1}{3} j-\frac{1}{3}\right) d+O(t) \quad \text { and } \quad y=-\frac{2 j / 9+1 / 9}{t}+\frac{1}{3} j d+O(t)
$$

so that

$$
x^{3}=\frac{-\frac{2}{243} j-\frac{1}{243}}{t^{3}}+\frac{\left(\frac{1}{27} j+\frac{1}{27}\right) d}{t^{2}}+O\left(t^{-1}\right) \quad \text { and } \quad y^{3}=\frac{\frac{2}{243} j+\frac{1}{243}}{t^{3}}+\frac{-\frac{1}{27} j d}{t^{2}}+O\left(t^{-1}\right)
$$

- Let $Q \in S$ A sage script available in [21, developInf.ipynb (second cell)] enables to develop $\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y},\left(\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}\right)^{3}, \frac{1-x_{Q} x y}{x^{2}-x_{Q} y},\left(\frac{1-x_{Q} x y}{x^{2}-x_{Q} y}\right)^{3}$, and $\frac{1-x_{Q} x y}{x^{2}-x_{Q} y} \cdot \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}$ around neutral point ( $1:-1: 0)$ ).

$$
\begin{aligned}
& \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2 y}}=x_{Q}+\left(\frac{\left(\frac{4}{10683} j+\frac{2}{19683}\right) d x_{Q}^{2}+\left(-\frac{2}{650} j-\frac{1}{661}\right) x_{Q}^{3}-\frac{2}{6561} j-\frac{1}{6561}}{-\frac{1}{19683}{ }^{1}{ }^{2}}\right) t+O\left(t^{2}\right) \\
& \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}=x_{Q}+\left(\frac{\left(\frac{1}{19883} j+\frac{1}{39366}\right) d x_{Q}^{2}-\frac{1}{656} j-\frac{1}{13122}}{-\frac{1}{10683} x_{Q}}\right) t+O\left(t^{2}\right) \text { since } \quad, x_{Q}^{3}=\left(-1+d x_{Q}^{2}\right) / 2
\end{aligned}
$$

we use the fact that $2 x_{Q}^{3}+1=d x_{Q}^{2} \Rightarrow 1 / x_{Q}=-2 x_{Q}^{2}+d x_{Q}$

$$
\begin{aligned}
& \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}= \\
& =x_{Q}+\left(\left(-j-\frac{1}{2}\right) d^{2} x_{Q}^{3}+(2 j+1) d x_{Q}^{4}+\left(3 j+\frac{3}{2}\right) d x_{Q}+(-6 j-3) x_{Q}^{2}\right) t+O\left(t^{2}\right) \\
& =x_{Q}+(2 j+1)\left(d x_{Q}-3 x_{Q}^{2}\right) t+O\left(t^{2}\right) \quad \text { since } \quad x_{Q}^{3}=\frac{-1+d x_{Q}^{2}}{2} \text { Therefore }
\end{aligned}
$$

$$
\left(\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}\right)^{3}=x_{Q}^{3}+(6 j+3)\left(d x_{Q}^{3}-3 x_{Q}^{4}\right) t+O\left(t^{2}\right)
$$

$$
\begin{aligned}
& \frac{1-x_{Q} x y}{x^{2}-x_{Q} y}=x_{Q}-(2 j+1)\left(d x_{Q}-3 x_{Q}^{2}\right) t+O\left(t^{2}\right) \\
& \text { so }\left(\frac{1-x_{Q} x y}{x^{2}-x_{Q} y}\right)^{3}=x_{Q}^{3}-(6 j+3)\left(d x_{Q}^{3}-3 x_{Q}^{4}\right) t+O\left(t^{2}\right) \text { and } \\
& \\
& \frac{1-x_{Q} x y}{x^{2}-x_{Q} y} * \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}=x_{Q}^{2}+O\left(t^{2}\right)
\end{aligned}
$$

we will use the following equality

$$
\prod_{i \in I}\left(a_{i}+b_{i} t+O\left(t^{2}\right)\right)=\prod_{i \in I} a_{i}+\sum_{i_{0} \in I}\left(b_{i_{0}} \prod_{i \neq i_{0}} a_{i}\right) t+O\left(t^{2}\right)
$$

Now we have $\prod_{Q \in S}\left(\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}\right)^{3}$

$$
\begin{aligned}
& =\prod_{Q \in S} x_{Q}^{3}+(6 j+3) \sum_{Q_{0} \in S}\left(\left(d x_{Q_{0}}^{3}-3 x_{Q_{0}}^{4}\right) \prod_{Q \neq Q_{0}} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}+(6 j+3) \sum_{Q_{0} \in S}\left(d x_{Q_{0}}^{3} \prod_{Q \neq Q_{0}} x_{Q}^{3}-3 x_{Q_{0}}^{4} \prod_{Q \neq Q_{0}} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}+(6 j+3) \sum_{Q_{0} \in S}\left(d \prod_{Q} x_{Q}^{3}-3 x_{Q_{0}} \prod_{Q} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}+(6 j+3) \prod_{Q} x_{Q}^{3} \cdot \sum_{Q \in S}\left(d-3 x_{Q}\right) t+O\left(t^{2}\right)
\end{aligned}
$$

$\Pi_{Q \in S}\left(\frac{1-x_{Q} x y}{x^{2}-x_{Q} y}\right)^{3}$

$$
\begin{aligned}
& =\prod_{Q \in S} x_{Q}^{3}-(6 j+3) \sum_{Q_{0} \in S}\left(\left(d x_{Q_{0}}^{3}-3 x_{Q_{0}}^{4}\right) \prod_{Q \neq Q_{0}} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}-(6 j+3) \sum_{Q_{0} \in S}\left(d x_{Q_{Q}}^{3} \prod_{Q \neq Q_{0}} x_{Q}^{3}-3 x_{Q_{0}}^{4} \prod_{Q \neq Q_{0}} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}-(6 j+3) \sum_{Q_{0} \in S}\left(d \prod_{Q} x_{Q}^{3}-3 x_{Q_{0}} \prod_{Q} x_{Q}^{3}\right) t+O\left(t^{2}\right) \\
& =\prod_{Q \in S} x_{Q}^{3}-(6 j+3) \prod_{Q} x_{Q}^{3} \cdot \sum_{Q \in S}\left(d-3 x_{Q}\right) t+O\left(t^{2}\right)
\end{aligned}
$$

$$
\prod_{Q \in S}\left(\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y} * \frac{1-x_{Q} x y}{x^{2}-x_{Q} y}\right)=\prod_{Q \in S} x_{Q}^{2}+O\left(t^{2}\right)
$$

- Let $P \in R$
$\frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}}$ (a sage script available in [21, developInf.ipynb (third cell)] enables to compute the development of $\frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}},\left(\frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}}\right)^{3}$,
$\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}},\left(\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}}\right)^{3}$, and $\frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}} \cdot \frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}}$ around neutral point (1:
$-1: 0)$ ). We have
$\frac{-x_{P} * y^{*} * y^{2}+x}{x y-x_{p y P}}=x_{P y} y_{P}-(2 j+1)\left(d x_{P} y_{P}-3\right) t+O\left(t^{2}\right)$
so that $\left(\frac{-x_{P} * * y_{P} * \psi^{2}+x}{x y-x_{P} y_{P}}\right)^{3}=x_{P}^{3} y_{P}^{3}-(6 j+3)\left(d x_{P}^{3} y_{P}^{3}-3 x_{P}^{2} y_{P}^{2}\right) t+O\left(t^{2}\right)$ Also

$$
\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}}=x_{P} y_{P}+(2 j+1)\left(d x_{P} y_{P}-3\right) t+O\left(t^{2}\right)
$$

so that

$$
\left(\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}}\right)^{3}=x_{P}^{3} y_{P}^{3}+(6 j+3)\left(d x_{P}^{3} y_{P}^{3}-3 x_{P}^{2} y_{P}^{2}\right) t+O\left(t^{2}\right)
$$

and

$$
\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}} * \frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}}=x_{P}^{2} y_{P}^{2}+O\left(t^{2}\right)
$$

$\prod_{P \in R_{-}}\left(\frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P} y_{P}}\right)^{3}=$
$=\Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-(6 j+3) \sum_{P_{0} \in R_{-}-}\left(\left(d x_{P_{0}}^{3} y_{P_{0}}^{3}-3 x_{P_{0}}^{2} y_{P_{0}}^{2}\right) \prod_{P \neq P_{0}}\left(x_{P}^{3} y_{P}^{3}\right)\right) t+O\left(t^{2}\right)$
$=\prod_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-$
$(6 j+3) \sum_{P_{0} \in R-}\left(d x_{P_{0}}^{3} y_{P_{0}}^{3} \Pi_{P \neq P_{0}}\left(x_{P}^{3} y_{P}^{3}\right)-3 x_{P_{0}}^{2} y_{P_{0}}^{2} \Pi_{P \neq P_{0}}\left(x_{P}^{3} y_{P}^{3}\right)\right) t+O\left(t^{2}\right)$
$=\Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-$
$(6 j+3) \sum_{P_{0} \in R_{-}}\left(d \prod_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-3 \prod_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) \cdot \Pi_{P \neq P_{0}}\left(x_{P} y_{P}\right)\right) t+O\left(t^{2}\right)$
$=\Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-$
$(6 j+3)\left(r d \prod_{P \in R_{-}} x_{P}^{3} y_{P}^{3}-3 \prod_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) \cdot \sum_{P \in R_{-}}\left(\prod_{P \neq P_{0}}\left(x_{P} y_{P}\right)\right)\right) t+O\left(t^{2}\right)$
$=\Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-$
$(6 j+3)\left(r d \prod_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-3 \prod_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) \cdot S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right)\right) t+O\left(t^{2}\right)$
$\prod_{P \in R_{-}}\left(\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}}\right)^{3}=$
$=\prod_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)+$
$(6 j+3) \sum_{P_{0} \in R_{-}}\left(\left(d x_{P_{0}}^{3} y_{P_{0}}^{3}-3 x_{P_{0}}^{2} y_{P_{0}}^{2}\right) \prod_{P \neq P_{0}}\left(x_{P}^{3} y_{P}^{3}\right)\right) t+O\left(t^{2}\right)$
$=\Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)+$
$(6 j+3)\left(r d \prod_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-3 \prod_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) \cdot S_{r, r-1}\left(x_{P} y_{P}, \ldots, x_{P} y_{P}\right)\right) t+O\left(t^{2}\right)$
$\Pi_{P \in R_{-}}\left(\frac{-x_{P} * y_{P} * x^{2}+y}{x y-x_{P} y_{P}} * \frac{-x_{P} * y_{P} * y^{2}+x}{x y-x_{P y_{P}}}\right)=\prod_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right)+O\left(t^{2}\right)$
A sage script available in [21, developInf.ipynb (fourth cell)] enables to develop $x^{3} *$ $\left(a+b t+O\left(t^{2}\right)\right) *\left(e+f t+O\left(t^{2}\right)\right), y^{3} *\left(a+b t+O\left(t^{2}\right)\right) *\left(e+f t+O\left(t^{2}\right)\right)$ and $x y *(a+$ $\left.b t+O\left(t^{2}\right)\right) *\left(e+f t+O\left(t^{2}\right)\right)$. We use the result here for compute $g_{x}^{3}, g_{y}^{3}$ and $\left.g_{x} g_{y}\right)$.
$g_{x}^{3}=y^{3} \Pi_{Q \in S}\left(\frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}\right)^{3} \cdot \Pi_{P \in R_{-}}\left(\frac{-x_{P} * y_{P} * \psi^{2}+x}{x y-x_{P} y_{P}}\right)^{3}=\frac{(2 j / 243+1 / 243) \Pi_{Q \in S} x_{x_{B}^{3}} \Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)}{t^{3}}+$

$-\frac{\left.\frac{1}{27} \Pi_{Q \in S} S_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{3}\right)_{P}^{3}\right) \cdot \Sigma_{Q \in S}\left(d-3 x_{Q}\right)}{t^{2}}+O\left(t^{-1}\right)$.
Also
$g_{y}^{3}=x^{3} \Pi_{Q \in S}\left(\frac{1-x_{Q} x y}{x^{2}-x_{Q} y}\right)^{3} \cdot \Pi_{P \in R_{-}}\left(\frac{-x_{P} * y_{P} * * x^{2}+y}{x y-x_{P Y P}}\right)^{3}=\frac{-(2 j / 243+1 / 243) \Pi_{i=1} x_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{3} P_{P}^{3}\right)}{t^{3}}+$
$\frac{\left.\frac{(j+1) d}{27} \Pi_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}-}\left(x_{P}^{3} y_{P}^{3}\right)+\frac{1}{27}\left(r d \Pi_{P \in R_{-}} x_{P}^{3}\right\rangle_{P}^{3}-3 \Pi_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P}, y_{r}\right)\right) \Pi_{Q \in S} x_{Q}^{3}}{t^{2}}$
$-\frac{\frac{1}{27} \Pi_{Q \in S} S_{Q}^{3_{Q}} \cdot \Pi_{k=1}\left(x_{P^{3}}^{3} y_{p}^{3}\right) \cdot \sum_{Q \in S}\left(d-3 x_{Q}\right)}{t^{2}}+O\left(t^{-1}\right)$. Finally
$g_{x} g_{y}=x y \Pi_{Q \in S}\left(\frac{1-x_{Q} x y}{x^{2}-x_{Q} y} * \frac{x_{Q} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y}\right) \Pi_{P \in R_{-}}\left(\frac{-x_{P} * \psi_{P} * x^{2}+y}{x y-x_{P} y_{P}} * \frac{-x_{P} * y P * y^{2}+x}{x y-x_{P} y_{P}}\right)=\frac{\frac{1}{2} \Pi_{i=1} x_{Q}^{2} \cdot \Pi_{k=1}\left(x_{P}^{2} y_{P}^{2}\right)}{t^{2}}+O\left(t^{-1}\right)$.

Therefore $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}=$
$=\frac{\frac{d}{27} \Pi_{Q \in S} S_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{3} Y_{P}^{3}\right)}{t^{2}}$
$+\frac{\frac{2}{27}\left(r d \Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)-3 \Pi_{p \in R_{-}-}\left(x_{p}^{2} y_{P}^{2}\right) \cdot S_{r-1}\left(x_{P} y y_{P_{1}}, \ldots, x_{P}, y_{P_{r}}\right)\right) \Pi_{Q \in S} x_{Q}^{3}}{t^{2}}-$
$\frac{{ }_{27}^{2} \Pi_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}-}\left(x_{p}^{3} Y_{P}^{3}\right) \cdot \Sigma_{Q \in S}\left(d-3 x_{Q}\right)}{t^{2}}$
$-\frac{\frac{d^{\prime}}{27} \Pi_{Q \in S} S_{Q}^{2} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right)}{t^{2}}+O\left(t^{-1}\right)$
If we choose $d^{\prime}$ such that, $\frac{d}{27} \Pi_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}-}\left(x_{P}^{3} y_{P}^{3}\right)+$
$\frac{2}{27}\left(r d \prod_{P \in R_{-}} x_{P}^{3} y_{P}^{3}-3 \Pi_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right) \cdot S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right)\right) \cdot \Pi_{Q \in S} x_{Q}^{3}-\frac{2}{27} \Pi_{Q \in S} x_{Q}^{3} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{3} y_{P}^{3}\right)$.
$\Sigma_{Q \in S}\left(d-3 x_{Q}\right)-\frac{d^{\prime}}{27} \Pi_{Q \in S} x_{Q}^{2} \cdot \Pi_{P \in R_{-}}\left(x_{P}^{2} y_{P}^{2}\right)=0$
then $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}=0$ since $g_{x}^{3}+g_{y}^{3}+1-d^{\prime} g_{x} g_{y}$ is a pole of order 2 at $(1:-1: 0)$
and ( $\left.1:-j^{2}: 0\right)$.
$d^{\prime}=d \Pi_{Q \in S} x_{Q} \cdot \Pi_{P \in R_{-}}\left(x_{P} y_{P}\right)+2\left(r d \prod_{P \in R_{-}}\left(x_{P} y_{P}\right)-3 S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right)\right) \cdot \Pi_{Q \in S} x_{Q}$
$-2 \prod_{Q \in S} x_{Q} \cdot \prod_{P \in R_{-}}\left(x_{P} y_{P}\right) \cdot \sum_{Q \in S}\left(d-3 x_{Q}\right)$
$d^{\prime}=d \prod_{Q \in S} x_{Q} \cdot \prod_{P \in R_{-}}\left(x_{P} y_{P}\right)+2 r d \prod_{Q \in S} x_{Q} \cdot \prod_{P \in R_{-}}\left(x_{P} y_{P}\right)$
$-6 \Pi_{Q \in S} x_{Q} \cdot S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right)$
$-2 \prod_{Q \in S} x_{Q} \cdot \prod_{P \in R_{-}}\left(x_{\left.P y_{P}\right)} \cdot \sum_{Q \in S}\left(d-3 x_{Q}\right)\right.$
$d^{\prime}=\prod_{Q \in S} x_{Q} \cdot \prod_{P \in R_{-}}\left(x_{P} y_{P}\right)\left(d+2 r d-2 \sum_{Q \in S}\left(d-3 x_{Q}\right)\right)-6 \prod_{Q \in S} x_{Q} \cdot S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right)$
. Therefore $d^{\prime}=\Pi_{Q \in S} x_{Q} \cdot \Pi_{P \in R_{-}}\left(x_{P} y_{P}\right)\left(d(1+2 r-2 s)+6 \sum_{Q \in S} x_{Q}\right)-6 S_{r, r-1}\left(x_{P_{1}} y_{P_{1}}, \ldots, x_{P_{r}} y_{P_{r}}\right) \cdot \Pi_{Q \in S} x_{Q}$.
The following Theorems 6 and 7 extend the previous result to isogenies over twisted and generalized Hessian curves.

Theorem 6 Let $G=\{(1:-1: 0)\} \cup\left\{\left(\gamma_{j}, \gamma_{j}\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{r}$ be a subgroup of the generalized Hessian curve $H_{c, d}$ of finite order $\ell$ non-divisible by 3. Then

$$
\begin{equation*}
g(x, y)=\left(y \prod_{j=1}^{s} \frac{\gamma_{j}^{2} y^{2}-c x}{\gamma_{j} x^{2}-\gamma_{j}^{2} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} y^{2}+c x}{x y-\alpha_{i} \beta_{i}}, x \prod_{j=1}^{s} \frac{-\gamma_{j} x y+c}{x^{2}-\gamma_{j} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} x^{2}+c y}{x y-\alpha_{i} \beta_{i}}\right) \tag{7}
\end{equation*}
$$

is an isogeny of kernel $G$ from $H_{c, d}$ to $H_{c^{\prime}, d^{\prime}}$ with $c^{\prime}=c^{n}$ and $d^{\prime}=\prod_{j=1}^{s} \gamma_{j} \cdot \prod_{i=1}^{r}\left(\alpha_{i} \beta_{i}\right)$. $\left(d(1+2 r-2 s)+6 \sum_{j=1}^{s} \gamma_{j}\right)-6 c S_{r, r-1}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{r} \beta_{r}\right) \cdot \prod_{j=1}^{s} \gamma_{j}$

Proof Using the isomorphism $f: H_{c, d} \longrightarrow H_{d /} \sqrt[3]{c}, f(x, y)=\left(\frac{x}{\sqrt[3]{c}}, \frac{y}{\sqrt[3]{c}}\right)$ (given in Subsection 2.2.1 between generalized Hessian curve and Hessian curve ) the image of the subgroup $G=\{(1:-1: 0)\} \cup\left\{\left(\gamma_{j}, \gamma_{j}\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{r}$ is the subgroup $G^{\prime}=\{(1:-1: 0)\} \cup$ $\left\{\left(\frac{\gamma_{j}}{\sqrt[3]{c}}, \frac{\gamma_{j}}{\sqrt[3]{c}}\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\frac{\alpha_{i}}{\sqrt[3]{c}}, \frac{\beta_{i}}{\sqrt[3]{c}}\right)\right\}_{i=1}^{r}$. We apply Theorem 5 to have an isogeny $g: H_{d / \sqrt[3]{c}} \longrightarrow$ $H_{d_{1}}, g(x, y)=\left(y \prod_{j=1}^{s} \frac{\gamma_{j}^{2} y^{2}-\sqrt[3]{c} \sqrt{2}^{2} x}{\gamma_{j} \sqrt[3]{c} x^{2}-\gamma_{j}^{2} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} y^{2}+\sqrt[3]{c}{ }^{2} x}{\sqrt[3]{c} x y-\alpha_{i} \beta_{i}}, x \prod_{j=1}^{s} \frac{-\gamma_{j} x y+\sqrt[3]{c}}{\sqrt[3]{c} x^{2}-\gamma_{j} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} x^{2}+\sqrt[3]{c} c^{2} y}{\sqrt[3]{c} x y-\alpha_{i} \beta_{i}}\right)$ with

$$
d_{1}=\prod_{j=1}^{s} \frac{\gamma_{j}}{\sqrt[3]{c}} \cdot \prod_{i=1}^{r}\left(\frac{\alpha_{i} \beta_{i}}{\sqrt[3]{c}}\right) \cdot\left(\frac{d}{\sqrt[3]{c}}(1+2 r-2 s)+6 \sum_{j=1}^{s} \frac{\gamma_{j}}{\sqrt[3]{c}}\right)-
$$

$6 S_{r, r-1}\left(\frac{\alpha_{1} \beta_{1}}{\sqrt[3]{c}}, \ldots, \frac{\alpha_{r} \beta_{r}}{\sqrt[3]{c}}\right) \cdot \Pi_{j=1}^{s} \frac{\gamma_{j}}{\sqrt[3]{c}}$ which can be simplified from
$d_{1}=\frac{1}{\sqrt[3]{c}} \prod_{j=1}^{s} \gamma_{j} \cdot \frac{1}{\sqrt[3]{c^{2} r}} \prod_{i=1}^{r}\left(\alpha_{i} \beta_{i}\right) \cdot\left(\frac{d}{\sqrt[3]{c}}(1+2 r-2 s)+6 \frac{1}{\sqrt[3]{c}} \sum_{j=1}^{s} \gamma_{j}\right)-$
$6 \frac{1}{\sqrt[3]{c^{2 r-2}}} S_{r, r-1}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{r} \beta_{r}\right) \cdot \frac{1}{\sqrt[3]{c}} \prod_{j=1}^{s} \gamma_{j}$ to
$d_{1}=$
$\frac{1}{\sqrt[3]{c^{r}}}\left(\prod_{j=1}^{s} \gamma_{j} \cdot \prod_{i=1}^{r}\left(\alpha_{i} \beta_{i}\right) \cdot\left(d(1+2 r-2 s)+6 \sum_{j=1}^{s} \gamma_{j}\right)-6 c S_{r, r-1}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{r} \beta_{r}\right) \cdot \prod_{j=1}^{s} \gamma_{j}\right)$.

We then apply the inverse transformation $f^{-1}: H_{d_{1}} \longrightarrow H_{c^{n}, d^{\prime}}$ (given in Subsection 2.2.1 between generalized Hessian curve and Hessian curve ), $f^{-1}(x, y)=\left(\sqrt[3]{c^{n}} \cdot x, \sqrt[3]{c^{n}} \cdot y\right)$ where

$$
\begin{aligned}
& d^{\prime}=\prod_{j=1}^{s} \gamma_{j} \cdot \prod_{i=1}^{r}\left(\alpha_{i} \beta_{i}\right) \cdot\left(d(1+2 r-2 s)+6 \sum_{j=1}^{s} \gamma_{j}\right)-6 c S_{r, r-1}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{r} \beta_{r}\right) \cdot \prod_{j=1}^{s} \gamma_{j} . \\
& g \circ f(x, y)=\left(\frac{y}{\sqrt[3]{c}} \prod_{j=1}^{s} \frac{\gamma_{j}^{2} y^{2}-c x}{\sqrt[3]{c}\left(\gamma_{j} x^{2}-\gamma_{j}^{2} y\right)} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} y^{2}+c x}{\sqrt[3]{c}\left(x y-\alpha_{i} \beta_{i}\right)}, \frac{x}{\sqrt[3]{c}} \prod_{j=1}^{s} \frac{-\gamma_{j} x y+c}{\sqrt[3]{c}\left(x^{2}-\gamma_{j} y\right)} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} x^{2}+c y}{\sqrt[3]{c}\left(x y-\alpha_{i} \beta_{i}\right)}\right)
\end{aligned}
$$

we get

$$
f^{-1} \circ g \circ f(x, y)=\left(y \prod_{j=1}^{s} \frac{\gamma_{j}^{2} y^{2}-c x}{\gamma_{j} x^{2}-\gamma_{j}^{2} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} y^{2}+c x}{x y-\alpha_{i} \beta_{i}}, x \prod_{j=1}^{s} \frac{-\gamma_{j} x y+c}{x^{2}-\gamma_{j} y} \cdot \prod_{i=1}^{r} \frac{-\alpha_{i} \beta_{i} x^{2}+c y}{x y-\alpha_{i} \beta_{i}}\right)
$$

Theorem 7 Let $G=\{(0:-1: 1)\} \cup\left\{\left(\gamma_{j}, 1\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{r}$ be a subgroup of the twisted Hessian curve $\mathscr{H}_{a, d}$ of finite order $\ell$ non-divisible by 3. Then

$$
\begin{equation*}
g(x, y)=\left(\frac{x}{y} \prod_{j=1}^{s} \frac{-x y+\gamma_{j}}{a \gamma_{j}^{2} x^{2}-y^{2}} \cdot \prod_{i=1}^{r} \frac{\alpha_{i}^{2} y-\beta_{i} x^{2}}{-\beta_{i} y^{2}+a \alpha_{i}^{2}} x, \frac{1}{y} \prod_{j=1}^{s} \frac{\gamma_{j} a x^{2}-y}{a \gamma_{j}^{2} x^{2}-y^{2}} \cdot \prod_{i=1}^{r} \frac{a \alpha_{i}^{2} x y-\beta_{i}}{-\beta_{i} y^{2}+a \alpha_{i}^{2} x}\right) \tag{8}
\end{equation*}
$$

is an isogeny of kernel $G$ from $\mathscr{H}_{a, d}$ to $\mathscr{H}_{a^{\prime}, d^{\prime}}$ with $a^{\prime}=a^{n}$ and $d^{\prime}=\prod_{j=1}^{s} \frac{1}{\gamma_{j}} \cdot \prod_{i=1}^{r}\left(\frac{\beta_{i}}{\alpha_{i}^{2}}\right)$. $\left(d(1+2 r-2 s)+6 \sum_{j=1}^{s} \frac{1}{\gamma_{j}}\right)-6 a S_{r, r-1}\left(\frac{\beta_{1}}{\alpha_{1}^{2}}, \ldots, \frac{\beta_{r}}{\alpha_{r}^{2}}\right) \cdot \prod_{j=1}^{s} \frac{1}{\gamma_{j}}$

Proof Using the isomorphism $f^{\prime}: \mathscr{H}_{a, d} \longrightarrow H_{a, d}, f(x, y)=\left(\frac{1}{x}, \frac{y}{x}\right)$ of Lemma 1 the image of the subgroup $G=\{(0:-1: 1)\} \cup\left\{\left(\gamma_{j}, 1\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{r}$ is the subgroup $G^{\prime}=$ $\{(1:-1: 0)\} \cup\left\{\left(\frac{1}{\gamma_{j}}, \frac{1}{\gamma_{j}}\right)\right\}_{j=1}^{s} \cup\left\{ \pm\left(\frac{1}{\alpha_{i}}, \frac{\beta_{i}}{\alpha_{i}}\right)\right\}_{i=1}^{r}$. We apply Theorem 6 to have an isogeny $g^{\prime}: H_{a, d} \longrightarrow H_{a^{n}, d^{\prime}}$ defined by

$$
\begin{aligned}
& g^{\prime}(x, y)=\left(y \prod_{j=1}^{s} \frac{-y^{2}+a \gamma_{j}^{2}}{\gamma_{j} x^{2}-y} \cdot \prod_{i=1}^{r} \frac{a \alpha_{i}^{2} x-\beta y^{2}}{\alpha_{i}^{2} x y-\beta_{i}}, x \prod_{j=1}^{s} \frac{a \gamma_{j}-x y}{\gamma_{j} x^{2}-y} \cdot \prod_{i=1}^{r} \frac{a \alpha_{i}^{2} y-\beta x^{2}}{\alpha_{i}^{2} x y-\beta_{i}}\right) \text { with } \\
& d_{1}=\prod_{j=1}^{s} \frac{1}{\gamma_{j}} \cdot \prod_{i=1}^{r}\left(\frac{\beta_{i}}{\alpha_{i}^{2}}\right) \cdot\left(d(1+2 r-2 s)+6 \sum_{j=1}^{s} \frac{1}{\gamma_{j}}\right)-6 a S_{r, r-1}\left(\frac{\beta_{1}}{\alpha_{1}^{2}}, \ldots, \frac{\beta_{r}}{\alpha_{r}^{2}}\right) \cdot \prod_{j=1}^{s} \frac{1}{\gamma_{j}} .
\end{aligned}
$$

We then apply the inverse transformation given by Lemma $1 f^{\prime-1}: H_{d_{1}} \longrightarrow \mathscr{H}_{a^{n}, d^{\prime}}, f^{-1}(x, y)=$ $\left(\frac{1}{x}, \frac{y}{x}\right)$. This leads to $g \circ f(x, y)=\left(\frac{y}{x} \Pi_{j}^{s} \frac{a \gamma_{j}^{2} x^{2}-y^{2}}{-x y+\gamma_{j}} \cdot \prod_{i=1}^{r} \frac{-\beta_{i} y^{2}+a \alpha_{i}^{2} x}{\alpha_{i}^{2} y-\beta_{i} x^{2}}, \frac{1}{x} \prod_{j=1}^{s} \frac{\gamma_{j} a x^{2}-y}{-x y+\gamma_{j}} \cdot \prod_{i=1}^{r} \frac{a \alpha_{i}^{2} x y-\beta_{i}}{\alpha_{i}^{2} y-\beta_{i} x^{2}}\right)$ so that

$$
f^{\prime-1} \circ g^{\prime} \circ f^{\prime}(x, y)=\left(\frac{x}{y} \prod_{j}^{s} \frac{-x y+\gamma_{j}}{a \gamma_{j}^{2} x^{2}-y^{2}} \cdot \prod_{i=1}^{r} \frac{\alpha_{i}^{2} y-\beta_{i} x^{2}}{-\beta_{i} y^{2}+a \alpha_{i}^{2} x}, \frac{1}{y} \prod_{j=1}^{s} \frac{\gamma_{j} a x^{2}-y}{a \gamma_{j}^{2} x^{2}-y^{2}} \cdot \prod_{i=1}^{r} \frac{a \alpha_{i}^{2} x y-\beta_{i}}{-\beta_{i} y^{2}+a \alpha_{i}^{2} x}\right)
$$

## 5 Computational Cost of the Isogenies over Hessian Curves

In this section we examine the computational cost of the Hessian isogenies on input points and compare it to known results for Edward, Huff and Jacobi quartic isogenies [24] and [31].

### 5.1 Cost of Evaluation of Hessian Isogeny in Affine Coordinates

Let $G$ an finite subgroup of $H_{d}$. We will use the notation of Theorem 5 where $g(x, y)=$ $\left(y \prod_{Q \in S} \frac{x_{Q}^{2} y^{2}-x}{x_{Q} x^{2}-x_{Q}^{2} y} \cdot \prod_{P \in R_{-}} \frac{x-x_{P} y_{P} y^{2}}{x y-x_{P} y_{P}}, x \prod_{Q \in S} \frac{1-x_{Q} x y}{x^{2}-x_{Q} y} \cdot \prod_{P \in R_{-}} \frac{y-x_{P} y_{P} x^{2}}{x y-x_{P} y_{P}}\right)$ Denote $M, S$ and $C$ the cost of a multiplication, squaring and multiplication by a constant in $\mathbf{K}$ respectively.

1. We first compute $x^{2}, y^{2}$ and $x y$ at the cost of $M+2 S$.
2. For each $P \in R_{-}$, we compute $y-x_{P} y_{P} x^{2}$ and $x-x_{P} y_{P} y^{2}$. This requires $2 r C$. Similarly for each $Q \in S$ we compute $1-x_{Q} x y, x^{2}-x_{Q} y$ and $\frac{1}{x_{Q_{i}}}\left(x_{Q_{i}}^{2} y^{2}-x\right)$ costing $4 s C$.
3. The computation of $\prod_{P \in R_{-}}\left(y-x_{P} y_{P} x^{2}\right), \prod_{P \in R_{-}}\left(x y-x_{P} y_{P}\right)$ and $\prod_{P \in R_{-}}\left(x-x_{P} y_{P} y^{2}\right)$ costs $3(r-1) M$. Similarly the computation of $\prod_{Q \in S}\left(x_{Q}^{2} y^{2}-x\right), \Pi_{Q \in S}\left(x^{2}-x_{Q} y\right)$ and $\Pi_{Q \in S}\left(1-x_{Q_{i}} x y\right)$ costs $3(s-1) M$.
4. We compute $\prod_{P \in R_{-}}\left(x y-x_{P} y_{P}\right) * \prod_{Q \in S}\left(x^{2}-x_{Q} y\right)$ and the inverse $\frac{1}{\Pi_{P \in R_{-}}\left(x y-x_{P} y_{P}\right) * \Pi_{Q \in S}\left(x^{2}-x_{Q} y\right)}$ in $M+I$.
5. Finally the computation of

$$
\begin{aligned}
& y \Pi_{Q \in S}\left(\frac{1}{x_{Q}}\left(x_{Q}^{2} y^{2}-x\right)\right) * \prod_{P \in R_{-}}\left(x-x_{P} y_{P} y^{2}\right) \frac{1}{\Pi_{P \in R_{-}}\left(x y-x_{P P Y}\right) * \Pi_{Q \in S}\left(x^{2}-x_{Q} y\right)} \\
& \text { and } x \prod_{Q \in S}\left(1-x_{Q} x y\right) * \prod_{P \in R_{-}}\left(y-x_{P} y_{P} x^{2}\right) \frac{1}{\prod_{P \in R_{-}}\left(x y-x_{P} y P\right) * \Pi_{Q \in S}\left(x^{2}-x_{Q} y\right)} \\
& \operatorname{costs} 6 M .
\end{aligned}
$$

The total total cost is then $(3 s+3 r+2) M+(4 s+2 r) C+2 S+I$. In the particular case of 2 -isogeny the cost is $5 M+2 S+4 C+I$. In the case of subgroups of order not divisible by 2 and 3 the cost is $(3 r+2) M+2 r C+2 S+I$.

### 5.2 Cost of Computing the Isogeny for Subgroup of Order 3 in Affine Coordinates

- First, second and third case of Theorem 2. In these cases $g(x, y)=\left(m \frac{x+x^{2} y+y^{2}}{x y}, m \frac{y+y^{2} x+x^{2}}{x y}\right)$ we first compute $x^{2}, y^{2}$ and $x y$ at a cost of $2 S+M$. Next we compute $x y^{2}$ and $x^{2} y$ in $2 M$. The computation of $\frac{1}{x y}$ costs $1 I$. The computation of $\left(x+x^{2} y+y^{2}\right)\left(m \frac{1}{x y}\right)$ and $\left(y+y^{2} x+x^{2}\right)\left(m \frac{1}{x y}\right)$ requires $C+2 M$. For the second and third case of Theorem 2 we add $4 C$ for the computation of $j x, j y, j^{2} x^{2} y$ and $j^{2} y^{2} x$ in the second case (resp $j x, j y, j^{2} x^{2}$ and $j^{2} y^{2}$ in the third case). The total cost is $5 M+2 S+C+I$ for the first case and $5 M+2 S+5 C+I$ for the second and third case.
- Fourth case of Theorem 2 .

We have $g(x, y)=\left(m \frac{-j x^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}, m \frac{-j y^{3}+1-d(-1 / 3 j+1 / 3) x y}{x y}\right)$.
From the computation of $x^{3}, y^{3}$ one deduces $d x y=x^{3}+y^{3}+1$ and $x y=\frac{1}{d}\left(x^{3}+y^{3}+1\right)$ at the cost of $2 S+2 M+C$. The computation of $-j y^{3},-j x^{3}$ and $(-1 / 3 j+1 / 3) d x y$ requires $3 C$. The computation of $\frac{1}{x y},\left(-j y^{3}+1-d(-1 / 3 j+1 / 3) x y\right)\left(m \frac{1}{x y}\right)$ and $\left(-j y^{3}+\right.$ $1-d(-1 / 3 j+1 / 3) x y)\left(m \frac{1}{x y}\right)$ requires $C+2 M$. The total cost is $4 M+2 S+4 C+I$.

### 5.3 Cost of Computing the Isogeny in Projective Coordinates

$g(X: Y: Z)=\left(Y \Pi_{Q \in S}\left(\frac{1}{x_{Q}}\left(x_{Q}^{2} Y^{2}-Z X\right)\right) \cdot \prod_{P \in R_{-}}\left(X Z-x_{P} y_{P} Y^{2}\right):\right.$
$\left.X \Pi_{Q \in S}\left(Z^{2}-x_{Q} X Y\right) \cdot \Pi_{P \in R_{-}}\left(Y Z-x_{P} y_{P} X^{2}\right): Z \Pi_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right) \cdot \Pi_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)\right)$

1. We first compute $X^{2}, Y^{2}, Z^{2}, X Z, Y Z$ and $X Y$ at a cost of $3 M+3 S$.
2. For each $P \in R_{-}$, the computation of $Y Z-x_{P} y_{P} X^{2}, X Z-x_{P} y_{P} Y^{2}$ and $X Y-x_{P} y_{P} Z^{2}$ requires $3 r C$. Also for each $Q \in S$ the computation of $Z^{2}-x_{Q} X Y, X^{2}-x_{Q} Y Z$ and $\frac{1}{x_{Q}}\left(x_{Q}^{2} Y^{2}-\right.$ $X Z)$ costs $4 s C$.
3. The computation of $\prod_{P \in R_{-}}\left(Y Z-x_{P} y_{P} X^{2}\right), \Pi_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right)$ and $\prod_{P \in R_{-}}(X Z-$ $\left.x_{P} y_{P} Y^{2}\right)$ costs $3(r-1) M$. Also, computing $\prod_{Q \in S}\left(x_{Q}^{2} Y^{2}-X Z\right), \Pi_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)$ and $\Pi_{Q \in S}\left(Z^{2}-x_{Q} X Y\right)$ requires $3(s-1) M$.
4. Finally the computation of $Y \prod_{Q \in S}\left(\frac{1}{x_{Q}}\left(x_{Q_{i}}^{2} Y^{2}-Z X\right)\right) \cdot \prod_{P \in R_{-}}\left(X Z-x_{P} y_{P} Y^{2}\right), X \prod_{Q \in S}\left(Z^{2}-\right.$ $\left.x_{Q_{i}} X Y\right) \cdot \prod_{P \in R_{-}}\left(Y-x_{P} y_{P} X^{2}\right)$ and $Z \prod_{P \in R_{-}}\left(X Y-x_{P} y_{P} Z^{2}\right) \cdot \prod_{Q \in S}\left(X^{2}-x_{Q} Y Z\right)$ requires $6 M$.

Table 1 Theoretic cost for computing isogenies of odd degree $\ell=2 s+1$ over elliptic curves

| Curves | Cost in projective | Cost in affine |
| :--- | :--- | :--- |
| Edward [24] | $(3 s+3) M+4 S+3 s C$ | $(3 s+1) M+2 S+3 s C+I$ |
| Huff [24] | $(4 s+3) M+3 S+4 s C$ | $(4 s-2) M+2 S+2 s C+2 I$ |
| Jacobi quartic [31] | $(4 s+2) M+3 S+(7 s+4) C$ | $(4 s+2) M+3 S+(7 s+4) C+2 I$ |
| Twisted Hessian [7] | $(5 s+3) M+4 S+8 s C$ | $(5 s+2) M+(s+2) S+7 s C+I$ |
| Twisted Hessian[27] | $(5 s+5) M+3 S+(9 s) C$ | $(5 s+2) M+3 S+9 s C+I$ |
| Hessian (This Work ) | $(3 s+3) M+3 S+3 s C$ | $(3 s+2) M+2 S+2 s C+I$ |

The total cost is then $(3 s+3 r+3) M+(4 s+3 r) C+3 S$. In the particular case of a 2-isogeny the cost is $6 M+3 S+4 C$. In the case of subgroups of order not divisible by 2 and 3 the cost is $(3 r+3) M+3 r C+3 S$

### 5.4 Cost of Computing the Isogeny for Subgroup of Order 3 in Projective Coordinates

- First, second and third cases of Theorem 2. In these cases
$g(x, y)=\left(m\left(X Z^{2}+X^{2} Y+Y^{2} Z\right): m\left(Y Z^{2}+Y^{2} X+X^{2} Z\right): X Y Z\right)$. The computation of $X^{2}, Y^{2}, Z^{2}$ and $X Y Z$ costs $3 S+2 M$. The computation of $X Y^{2}, X^{2} Y, X Z^{2}, Y^{2} Z, Y Z^{2}$ and $X^{2} Z$ requires $6 M$. Finally computing $m\left(X Z^{2}+X^{2} Y+Y^{2} Z\right)$ and $m\left(Y Z^{2}+Y^{2} X+X^{2} Z\right)$ requires $2 C$. For the second and third case of Theorem 2 we add $4 C$ for computing $j X Z^{2}, j Y Z^{2}, j^{2} X^{2} Y$ and $j^{2} Y^{2} X$ in the second case (resp $j X Z^{2}, j Y Z^{2}, j^{2} X^{2} Z$ and $j^{2} Y^{2} Z$ in the third case). The total cost is $8 M+3 S+2 C$ for the first case and $8 M+3 S+6 C$ for the second and third case.
- Fourth case of Theorem 2. The isogeny is
$g(x, y)=\left(m\left(-j X^{3}+Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right): m\left(-j Y^{3}+Z^{3}-\right.\right.$
$d(-1 / 3 j+1 / 3) X Y Z): X Y Z)$. One computes $X^{3}, Y^{3}, Z^{3}$ and deduces $d X Y Z=X^{3}+Y^{3}+$ $Z^{3}$ and $X Y Z=\frac{1}{d}\left(X^{3}+Y^{3}+Z^{3}\right)$ at a cost of $3 S+3 M+C$. The computation of $-j X^{3}$, $-j Y^{3}$ and $(-j / 3+1 / 3) d X Y Z$ requires $3 C$. Finally the computation of $m\left(-j X^{3}+Z^{3}-\right.$ $d(-1 / 3 j+1 / 3) X Y Z)$ and $m\left(-j Y^{3}+Z^{3}-d(-1 / 3 j+1 / 3) X Y Z\right)$ is done in $2 C$. The total cost is $3 M+3 S+6 C$

In the Table 1 we compare the cost of the Hessian isogeny obtained in this work with the cost of Edward, Huff and Jacobi quartic isogenies in the case of subgroup of order not divisible by 2 and 3 . We can draw the conclusion that isogenies over Hessian curves are slightly efficient than the existing ones. In particular this work provides a fastest $(3 M+3 S+6 C)$ degree-3 isogeny with respect to Edward $(6 M+4 S+3 C)$, Huff $(7 M+3 S+4 C)$ and Jacobi $(6 M+3 S+11 C)$ isogenies.

## 6 Conclusion

In this paper we gave an analogue of Vélu's formulas on Hessian curves and the analysis of the cost of the computation of this map shows that Hessian isogenies are slightly faster than Edward isogenies, Jacobi and Huff isogenies. As isogenies have been used to improve the efficiency of many algorithms, it will be interesting to also implement these protocols with Hessian isogenies and to compare the efficiency.
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