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Abstract. Differential analysis is an important cryptanalytic technique
on block ciphers. In one form, this measures the probability of occurrence
of the differences between certain inputs vectors and the corresponding
outputs vectors. For this analysis, the constituent S-boxes of Block ci-
pher need to be studied carefully. In this direction, we derive further
cryptographic properties of inverse function, especially higher-order dif-
ferential properties here. This improves certain results of Boukerrou et
al [ToSC 2020(1)]. We prove that inverse function defined over F2n has
an error (bias) in its second-oder differential spectrum with probability

1
2n−2 , and that error occurs in more than one places. To the best of our
knowledge, this result was not known earlier. Further, for the first time,
we analyze the Gowers uniformity norm of S-boxes which is also a mea-
sure of resistance to higher order approximations. Finally, the bounds
related to the nonlinearity profile of multiplicative inverse function are
derived using both Gowers U3 norm and Walsh–Hadamard spectrum.
Some of our findings provide slightly improved bounds over the work of
Carlet [IEEE-IT, 2008]. All our results might have implications towards
non-randomness of a block cipher where the inverse function is used as
a primitive.

Keywords: Block Cipher, Boolean function, Differential uniformity, Gowers uni-
formity norm, Nonlinearity, S-box.

1 Introduction

Towards designing secure symmetric ciphers, especially block ciphers, S-boxes
are used as the basic building blocks. Cryptanalysis on such ciphers are broadly
considered in two directions. One is differential cryptanalysis [2], and the other
one is linear cryptanalysis [27]. The basic idea of differential cryptanalysis of
a cipher E is to measure the probability of occurance of input messages M
satisfying E(M) +E(M +∆) = δ, where ∆ and δ are inputs and corresponding
outputs differences, respectively. This probability with significant value is hard



to find for some ciphers when we consider a certain rounds. That is, well defined
ciphers may not have an “easy to find” differential path.

One of the most important attacks on block ciphers is the boomerang attack [36],
and recently, Cid et al. [12] significantly improved this attack by introducing the
boomerang connectivity table (BCT) on bijective S-boxes. Boukerrou et al. [5]
extended this idea to Feistal ciphers, where the S-boxes may not be bijective, and
introduced the Feistal Boomerang connectivity table (FBCT). The coefficient of
FBCT is related to the number of vanishing second-order derivative of S-boxes
used in the cipher. Here, the authors consider the inputs vectors that have zero
second-order derivative. However, there are some particular cases where we do
not get discover such distinguisher, that is, the number of input vectors that have
zero second-order derivative at non trivial points is very low or may be zero. For
example, if we consider an APN S-box, all the non trivial coefficients at FBCT
is 0, and for inverse function in even variables, it is 4. However, it might happen
that we get a sufficiently larger value at the extended FBCT table by consid-
ering non zero second-order derivatives. In this direction, Nyberg [29] extended
the boomerang connectivity table by considering all 2n BCTs. Langford and
Hellman [24] first proposed the differential-linear cryptanalysis which is a com-
bination of differential and linear distinguishers. Many block ciphers [4,13,18,25]
are attacked using this cryptanalytic approach. Bar-On et al. [1] proposed a new
connectivity table of S-boxes, differential-linear connectivity table (DLCT), to
obtain a good differential-linear distinguisher. Recently, a new class of S-boxes
with very low differential-linear uniformity has been constructed [35], i.e., those
functions should have supposedly good resistance against the differential-linear
cryptanalysis. Very recently, Boukerrou et al. [5] derived a relation between the
DLCT and Feistel Boomerang connectivity table (FBCT). To provide related
references, Daemen et al. [14] introduced the concept of integral distinguisher to
evaluate the security of a block cipher SQUARE. Later Knudsen et al. [19] for-
malized this concept and proved that AES has the 4-round integral distinguishers
with 232 chosen plaintexts. To identify integral distinguisher for a block cipher,
we first consider a set of chosen plaintexts that contains all possible values for
some bits and constant value for the other bits. Then the corresponding cipher-
texts are calculated from plaintexts in the set by using an encryption oracle. If
the XOR of the corresponding ciphertexts always becomes 0, we say that this ci-
pher has an integral distinguisher. Thus, it involves the higher derivatives of the
underlying S-box. Todo [34] generalized the concept of integral and higher-order
differential distinguisher, and discovered a new distinguishing property against
block ciphers, called the division property. This property was used to present
new generic distinguishers against both SPN and Feistel constructions. All these
distinguishers are mainly dependent on the derivatives of the functions or the
S-boxes. A summary of related results are presented below.

The basic idea of such cryptanalysis comes from the fundamental concept of
Shannon [30]. Shannon [30] introduced two basic properties of symmetric ci-
phers, called confusion and diffusion, which are related to their nonlinearity and
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Distinguisher/ Tool/ Remark year Author Paper

Differential 1990 Biham et al. [2]
Differential (Attack on DES full rounds) 1992 Biham et al. [3]
Higher-order differential 1994 Lai [38]
Truncated differential 1994 Knudsen [20]
Integral 1997 Daemen et al. [14]
Impossible differential 1998 Knudsen [21]
Impossible differential (Rump Session, Crypto’98) 1998 Shamir [31]
Division property 2015 Todo [34]

Boomerang 1999 Wagner [36]
BCT 2018 Cid et al. [12]
Results on Boomerang uniformity 2018 Boura et al. [6]
Boomerang switch 2019 Wang et al. [37]
FBCT 2020 Boukerrou et al. [5]

Differential-linear 1994 Langford et al. [24]
DLCT 2019 Bar-On et al. [1]
Construction of S-boxes resisting differential-linear attack 2019 Tang et al. [35]
Extended BCT 2019 Nyberg [29]

autocorrelation, respectively. A secure cryptosystem must have high nonlinear-
ity, low autocorrelation spectrum and a flat differential spectrum. Nyberg [28]
proved that the inverse function is an APN permutation for odd n, and if n is
even, differential uniformity of inverse function is 4. In particular, for a nonzero
fixed input difference of inverse function, we have exactly one output difference
that have four solutions when n is even. Thus, it is difficult to explore a differen-
tial path with good probability in a block cipher that uses the inverse function as
a primitive. In this direction, it is important to identify the higher-order differen-
tial properties of S-boxes to resist different variants of differential attack. In this
paper we look at the most popular S-box, called the inverse function, and derive
its higher-order cryptographic properties. We identify an error in second-order
spectrum of such function and that error occurs in several places. This error
might be useful to identify some second-order differential paths in a block cipher
that uses the inverse function as a primitive. In this direction, we introduce the
Gowers uniformity norms of vectorial Boolean functions that can be exploited
as a measure of resistance against higher order approximate. The Gowers U3

norm of inverse functions are derived and subsequently we show that this norm
value is larger than optimal Gowers U3 norm for a vectorial Boolean function.
This implies that the correlation, between the components of the inverse func-
tion and certain quadratic Boolean functions, is higher than the optimal case.
Finally, we derive the nonlinearity bounds of inverse function using both Gowers
uniformity norm and Walsh–Hadamard spectrum. In particular, we check that
our bounds on second-order and third-order nonlinearity are slightly improved
than that bounds provided by Carlet in [8].

1.1 Contribution and Organization

We mainly focus on two properties, the k-th order differential spectrum and the
nonlinearity profile of the inverse function. This is used in Advanced Encryption
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Standard (AES) with input length is 8. These properties are dependent on the
properties of its component functions. To start with, some basic definitions and
notations are presented in Section 2. We also introduce the definition of Gow-
ers uniformity norm of S-boxes. The contributory sections of this paper are as
follows.

– The second-order differential spectrum of multiplicative inverse function are
calculated in Section 3, and prove that there are many tuples (η, γ, ω) in F3

2n

such that the second-order spectrum value is 8. We also derive a relation
between second-order differential spectrum and difference distribution table
of multiplicative inverse function.

From [5, Table 2], we know that for inverse function the value of N (γ, η, 0),
defined in (5), is 0 when n is odd, for all γ, η ∈ F∗2n with γ 6= η. When
n is even, there exist γ, η ∈ F∗2n with γ 6= η such that N (γ, η, 0) = 4.
Thus, there exist γ, η ∈ F∗2n with γ 6= η having probability Pr[{x ∈ F2n :
1
x + 1

x+γ + 1
x+η + 1

x+γ+η = 0}] = 1
2n−2 , which is an optimal value.

Instead of 0, if we consider a nonzero ω, then from Lemma 7 and Theorem 3,
we have the maximum value of N (γ, η, ω) is 8. Thus, there exist γ, η, ω ∈ F∗2n
with γ 6= η having probability Pr[{x ∈ F2n : 1

x + 1
x+γ + 1

x+η + 1
x+γ+η =

ω}] = 2
2n−2 . So, we get an error in second-order spectrum of inverse function

with probability 1
2n−2 . Thus, O(2n−2) (p = 1

2n−2 and q = 1 since 2
2n−2 =

1
2n−2 (1 + 1), so O( 1

pq2 ) = O(2n−2)) many inputs are required to identify this
error with a success probability significantly higher that half. This might be
exploited to identify weaknesses of a block cipher where the inverse function
is used as a primitive.

Our findings improve the results given in [5] related to the higher-order
profiles of an inverse function.

– We further calculate the Gowers uniformity norm, in particular Gowers U3

norm, for inverse function in Section 4. The main result is presented in
Theorem 5. This norm is related to the correlation between the components
of the inverse function and certain quadratic Boolean functions. We note that
this is higher than the optimal case. This is the first time the Gowers norm
is studied in detail in analysing a vector Boolean function, and in particular
for the inverse function.

– The bounds of nonlinearity profile of multiplicative inverse function are
derived in Section 5. In this case we consider Walsh–Hadamard spectrum
of higher order derivatives. With the help of computer, we check that our
bounds on second-order and third-order nonlinearity are slightly improved
than the bounds provided by Carlet in [8]. The Gowers norm is also used to
study higher order nonlinearity.

Section 6 concludes the paper.
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Our results in this paper provide more detailed understanding about the inverse
function, which is used as S-box in many block cipher designs, most importantly
in AES. Thus, these results will have importance in understanding the strength
and weaknesses of block ciphers better where inverse functions are used.

Before proceeding further let us present some background material.

2 Preliminaries

For any positive integer n, we denote by Fn2 the vector space of n-tuples over the
finite field F2 = {0, 1}, and by F2n the finite field of order 2n. For simplicity, we
denote by Fn2

∗ the set Fn2 \ {(0, 0, . . . , 0)}, and F∗2n denotes the set F2n \ {0}. It
is known that the vector space Fn2 is isomorphic to the finite field F2n through
the choice of some basis of F2n over F2. Indeed, if (λ1, λ2, . . . , λn) is a basis of
F2n over F2, then every vector x = (x1, . . . , xn) of Fn2 can be identified with
the element x1λ1 + x2λ2 + · · · + xnλn ∈ F2n . The finite field F2n can then be
viewed as an n-dimensional vector space over F2. The Hamming weight of an
element x ∈ Fn2 , denoted by wt(x), is defined by wt(x) =

∑n
i=1 xi, the sum is

over integer. The cardinality of any set A is denoted by #A. The inner product
of x, y ∈ Fn2 is defined by x · y = x1y1 + x2y2 + · · ·+ xnyn.

2.1 S-boxes over vector space Fn
2 and finite field F2n

An n × m S-box F : Fn2 → Fm2 , which is often called an (n,m)-function or a
vectorial Boolean function if the values n andm are omitted, can be considered as
the parallelization of m Boolean functions fi : Fn2 → F2, where 1 ≤ i ≤ m, such
that F (x) = (f1(x), f2(x), . . . , fm(x)) for all x ∈ Fn2 . In addition, the Boolean
functions fi’s are called the coordinate functions of F . Further, the Boolean
functions, which are the linear combinations with non all-zero coefficients of the
coordinate functions of F , are called component functions of F . The component
functions of F can be expressed as v · F , denoted by Fv, where v ∈ Fm∗2 . If we
identify every element of Fm2 with an element of finite field F2m , then the nonzero
component functions Fv of F can be expressed as Trm1 (vF ), where v ∈ F∗2m and

Trm1 (x) =
∑m−1
i=0 x2

i

.

2.2 Cryptographic properties of S-boxes

We now briefly review the basic definitions regarding to the cryptographic prop-
erties of Boolean functions and then extend those definitions to S-boxes by using
component functions.
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We represent the set of all n-variable Boolean functions by Bn. Any Boolean
function f ∈ Bn can be expressed by its truth table, i.e.,

f =
[
f(0, . . . , 0, 0), f(0, . . . , 0, 1), . . . , f(1, . . . , 1, 1)

]
.

We say that a Boolean function f ∈ Bn is balanced if its truth table contains
an equal number of ones and zeros, that is, if its Hamming weight equals 2n−1,
where the Hamming weight of f is defined as the size of the support of f in
which the support of f is defined as supp(f) = {x ∈ Fn2 : f(x) 6= 0}. Given two
Boolean functions f and g in n variables, the Hamming distance between f and
g is defined as dH(f, g) = |{x ∈ Fn2 : f(x) 6= g(x)}|. Any Boolean function f in n
variables can also be expressed in terms of a polynomial in F2[x1, . . . , xn]/(x21 +
x1, . . . , x

2
n + xn):

f(x1, . . . , xm) =
∑
u∈Fm2

au

( n∏
j=1

x
uj
j

)
=
∑
u∈Fm2

aux
u,

where au ∈ F2. This representation is called the algebraic normal form (ANF) of
f . The algebraic degree, denoted by deg(f), is the maximal value of wH(u) such
that au 6= 0, where wH(u) denotes the Hamming weight of u which is defined
as the number of nonzero coordinates of u ∈ Fn2 . Recall that F2n is isomorphic
as a F2-vector space to Fn2 . The Boolean functions defined over F2n can also be
uniquely expressed by a univariate polynomial over F2n [x]/(x2

n

+ x)

f(x) =

2n−1∑
i=0

aix
i,

where a0, a2n−1 ∈ F2, ai ∈ F2n for 1 ≤ i < 2n − 1 such that ai = a2i [mod 2n−1].

The algebraic degree deg(f) under this representation is equal to max{wH(i) :
ai 6= 0, 0 ≤ i < 2m}, where i is the binary expansion of i (see e.g. [9]). The
rth-order nonlinearity of a Boolean function f ∈ Bn is defined as its minimum
Hamming distance from f to all the n-variable Boolean functions of degree at
most r,

nlr(f) = min
g∈Bn, deg(g)≤r

(dH(f, g)).

The nonlinearity profile of a function f is the sequence of those values nlr(f)
for r ranging from integers 1 to n− 1. The first-order nonlinearity of f is simply
called the nonlinearity of f and is denoted by nl(f). The nonlinearity nl(f) is
the minimum Hamming distance between f and all the functions with algebraic
degree at most 1. The nonlinearity of f can also be expressed by means of its
Walsh–Hadamard transform. Let x = (x1, x2, . . . , xn) and ω = (ω1, ω2, . . . , ωn)
both belong to Fn2 and let x · ω be the usual inner product in Fn2 , then the
Walsh–Hadamard transform of f ∈ Bn at point ω is defined by

f̂(ω) =
∑
x∈Fn2

(−1)f(x)+ω·x.
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The multiset constituted by the values of the Walsh–Hadamard transform is
called the Walsh–Hadamard spectrum of f . Over F2n , the Walsh–Hadamard
transform of f at point α can be defined by

f̂(α) =
∑
x∈F2n

(−1)f(x)+Tr(αx).

It can be easily seen that, for any Boolean function f ∈ Bn, its nonlinearity can
be computed as

nl(f) = 2n−1 − 1

2
max
ω∈Fn2

|f̂(ω)|,

when f is defined over Fn2 , and its nonlinearity can be computed as

nl(f) = 2n−1 − 1

2
max
α∈F2n

|f̂(α)| (1)

when f is defined over F2n . The nonlinearity of an (n,m)-function F is dependent
on its component functions, and is defined by the minimum nonlineartiy of its
all component functions, that is,

nl(F ) = min
α∈Fm∗2

{α · F} = 2n−1 − 1

2
max

β∈Fn2 ,α∈Fm∗2

|α̂ · F (β)|.

The nonlinearity nl(F ) is upper bounded by 2n−1 − 2
n−1
2 when m = n. This

upper bound is tight for odd n = m. For even m = n, the best known value of
the nonlinearity of (n, n)-functions is 2n−1 − 2

n
2 . The rth order nonlinearity of

an (n,m)-function F is the minimum rth order nonlineartiy of its all component
functions.

The derivative of f ∈ Bn with respect to a ∈ Fn2 , denoted by Daf , is defined by

Daf(x) = f(x+ a) + f(x).

By successively taking derivatives with respect to any k linearly independent
vectors in Fn2 we obtain the kth-derivative of f ∈ Bn. Suppose u1, . . . , uk are
linearly independent vectors of Fn2 generating the subspace V of Fn2 . The kth-
derivative of f ∈ Bn with respect to u1, . . . , uk, or alternatively with respect to
the subspace V , is defined as

DV f(x) = Du1,...,ukf(x) =
∑

(a1,...,ak)∈Fk2

f(x+ a1u1 + · · ·+ akuk) =
∑
v∈V

f(x+ v).

It can be easily seen that DV f is independent of the choice of basis for V .

2.3 Gowers uniformity norms

In this section we introduce Gowers uniformity norms. Let f : V → R be any
function on a finite set V and B ⊆ V . Then Ex∈B [f(x)] = 1

|B|
∑
x∈B f(x) is

defined as the average of f over B. Gowers [15] introduced a new measure of
Boolean functions, called Gowers uniformity norms.
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Definition 1 ([11], Definition 2.2.1). Let f : Fn2 → R. For every k ∈ Z+, we
define the kth-dimension Gowers uniformity norm (the Uk norm) of f to be

‖f‖Uk =

Ex,u1,...,uk∈Fn2

 ∏
S⊆{1,2,...,k}

f

(
x+

∑
i∈S

ui

) 1

2k

. (2)

It is semi-norm k = 1, and for other k ≥ 2 Gowers norms satisfied all the
norm properties. Gowers norms for k = 1, 2, 3 are explicitly presented below (see
[11,33]).

‖f‖U1 =| Ex,u∈Fn2 [f(x)f(x+ u)] |1/2=| Ex∈Fn2 [f(x)] | .
‖f‖U2

=| Ex,u1,u2∈Fn2 [f(x)f(x+ u1)f(x+ u2)f(x+ u1 + u2)] |1/4

=| Eu1∈Fn2 | Ex∈Fn2 [f(x)f(x+ u1)] |2|1/4 .
‖f‖U3

=| Ex,u1,u2,u3∈Fn2 [f(x)f(x+ u1)f(x+ u2)f(x+ u1 + u2)

× f(x+ u3)f(x+ u1 + u3)f(x+ u2 + u3)f(x+ u1 + u2 + u3)] |1/8 .

The connection between the Gowers uniformity norms and correlation of a func-
tion with polynomials with a certain degree bound is described by results ob-
tained by Gowers, Green and Tao [15,16]. For a survey we refer to Chen [11].

Theorem 1 ([11,15,16]). Let k ∈ Z+, ε > 0. Let P : Fn2 → F2 be a polynomial
of degree at most k, and f : Fn2 → R. Suppose

∣∣Ex[f(x)(−1)P (x)]
∣∣ ≥ ε. Then

‖f‖Uk+1
≥ ε.

Suppose f ∈ Bn. From the above results we get nlk(f) ≤ 2n−1(1 − ε) ⇒
‖(−1)f‖Uk+1

≥ ε, that is, if kth order nonlinearity of a Boolean function bounded
above by high (low) value, then its Gowers Uk+1 norm bounded below by low
(high) value. We know [16,32] that the converse part of Theorem 1 is also true
for k = 1, 2. Samorodnitsky [32] proved that a Boolean function with a large
Gowers U3 norm is somewhat close to a quadratic polynomial.

Theorem 2. [32, Theorem 2.3] Let f ∈ Bn such that ‖(−1)f‖U3
≥ ε, ε ≥ 0.

Then there exists a quadratic Boolean function g such that the distance between

f and g is at most 1
2 − ε

′, where ε′ = Ω(e−ε
−C

) for an absolute constant C.

Thus, the second-order nonlinearity of a Boolean function bounded above by high
(low) value if and only if its Gowers U3 norm bounded below by low (high) value.
Note that for any n-variable Boolean function g, (−1)g ∈ {±1} is a two-valued
function. The Gowers norm on Boolean functions first used by Gangopadhyay et
al. [17], and derived Gowers U3 norms of some classes of Boolean functions with
some properties. Let n be a positive integer and f be an arbitrary n-variable
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Boolean function. For the two-valued function (−1)f ∈ {−1, 1} ⊆ R, we have

∥∥(−1)f
∥∥
U3

= 2−
n
2

∣∣∣∣∣∣∣
∑

(τ,γ)∈F2
2n

∑
x∈Fn2

(−1)f(x)+f(x+τ)+f(x+γ)+f(x+τ+γ)

2
∣∣∣∣∣∣∣
1
8

. (3)

Let us now consider the case of S-boxes. Suppose F is a S-box of input length n
and output length m, and fi ∈ Bm, 1 ≤ i ≤ m, is the coordinate function of F .
Any nonzero component function of F can be written by a · F , a ∈ Fm∗2 . Let us
first define the Gowers uniformity norms for vectorial Boolean functions.

Definition 2. Let n,m be two positive integers and F be an (n,m)-function.
For any positive integer k, the Gowers Uk norm of (−1)F is defined by

‖(−1)F ‖Uk = max
a∈Fm∗2

‖(−1)a·F ‖Uk

= max
a∈Fm∗2

(
Ex,u1,...,uk∈Fn2

[
(−1)

∑
S⊆{1,2,...,k} a·F(x+

∑
i∈S ui)

]) 1

2k

.

In particular for k = 3, the Gowers U3 norm of (−1)F is

‖(−1)F ‖U3 = max
a∈Fm∗2

‖(−1)a·F ‖U3

= 2−
n
2 max
a∈Fm∗2

∣∣∣∣∣∣∣
∑

(τ,γ)∈F2
2n

 ∑
x∈F2n

(−1)a·F (x)+a·F (x+τ)+a·F (x+γ)+a·F (x+τ+γ)

2
∣∣∣∣∣∣∣
1
8

.

Thus, the kth-dimension Gowers uniformity norm of an S-box is determined by
the maximum kth-dimension Gowers uniformity norm among all the component
functions. The algebraic degree of an S-box is defined as the maximum algebraic
degree of the coordinate functions and it is also the maximum algebraic degree
of the component functions. Similar with Boolean functions, we can define kth-
derivative for S-boxes. Let Vk ⊆ Fn2 be a vector space with dimension k and F
be an arbitrary (n,m)-function. The kth-derivative of F with respect to Vk is
defined as DVkF =

∑
v∈Vk F (x + v). Let V be an k dimensional subspace of

Fn2 . The kth order differential of a S-box F [22, Definition 4.2] is the number of
inputs x ∈ Fn2 such that ∑

v∈V
F (x+ v) = β, β ∈ Fn2 . (4)

Definition 3. An n×m S-box F is called the kth-order differentially δk-uniform
if the equation

∑
v∈Vk F (x+v) = β has at most δk solutions for all k-dimensional

vector space Vk and β ∈ Fm2 . Accordingly, δk is called the kth-order differential
uniformity of F .
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It is clear that if x ∈ Fn2 satisfy (4), then x + v, v ∈ V are also satisfied. Thus,
the cardinality of the solution spaces of (4) for any k-dimensional subspace of
Fn2 and β ∈ Fn2 is divisible by 2k.

Remark 1. Let δk be the kth-order differential uniformity of a S-box F . Then
δk ≡ 0 (mod 2k).

The first-order differential uniformity δ1, simply denoted by δ, of F is well-known
as differential uniformity which was introduced by Nyberg in [28] for considering
the quality of F to resist the differential attack [2]. The smaller δ is, the better
is the contribution of F to resist the differential attack. The values of δ are
always even since if x is a solution of equation F (x) + F (x+ γ) = β then x+ γ
is also a solution. This implies that the smallest possible value of δ of (n,m)-
functions is 2 and the functions achieving this value are called almost perfect
nonlinear (APN) functions. A cryptographically desirable S-box is required to
have low differential uniformity (δ = 2 is optimal, δ = 4 is good), which makes
the probability of occurrence of a particular pair of input and output differences
(γ, β) low, and hence provides resistance against differential cryptanalysis. For
every k-dimensional vector space Vk and every β ∈ Fm2 , we denote by δk(Vk, β)
the size of the set {x ∈ Fn2 :

∑
v∈Vk F (x + v) = β} and therefore δk equals

the maximum value of δk(Vk, β). The multi-set [δk(Vk, β) : Vk ⊆ Fk2 , β ∈ Fm2 ]
is called the kth-order differential spectrum of F . For k = 1, this spectrum is
represented as a well known table, called difference distribution table (DDT),
and the maximum value of DDT is called differential uniformity of F .

2.4 The multiplicative inverse function

For any finite field F2n , the multiplicative inverse function of F2n , denoted by I,
is defined as I(x) = x2

n−2. In the sequel, we will use x−1 or 1
x to denote x2

n−2

with the convention that x−1 = 1
x = 0 when x = 0. We can see that, for any

v 6= 0, Iv(x) = Trn1 (vx−1) is a component function of I. The Walsh–Hadamard
transform of I1 at any point α is well known as a Kloosterman sum over F2n at α,
which is usually denoted by K(α), i.e., K(α) = Î1(α) =

∑
x∈F2n

(−1)Tr
n
1 (x
−1+αx).

In fact, the original Kloosterman sums are generally defined on the multiplica-
tive group F∗2n . We extend them to 0 by assuming (−1)0 = 1. Regarding the
Kloosterman sums, the following results are well known and we will use them in
the sequel.

Lemma 1 ([7]). For any integer n > 0, Î1(1) = 1−
∑bn/2c
t=0 (−1)n−t n

n−t
(
n−t
t

)
2t.

Lemma 2 ([23]). For any positive integer n and arbitrary a ∈ F∗2n , the Walsh–
Hadamard spectrum of I1(x) defined on F2n can take any value divisible by 4 in
the range [−2n/2+1 + 1, 2n/2+1 + 1].

10



Let n = 2t+1 be odd integer and P be a largest positive integer such that P ≡ 0
(mod 4) and P ≤ 2t+1

√
2 + 1.

Remark 2. The possible maximum absolute value of Walsh–Hadamard spectrum
of I1 over F2n is

max
α∈F∗

2n

|Î1(α)| =
{

2
n
2 +1, if n is even

P, if n is odd
,

where P is defined in above.

3 Second-order differential spectrum of the multiplicative
inverse function

The second-order differential spectrum of any (n,m)-function is related to its
second derivatives. Let Vη,γ = {0, η, γ, η + γ} ⊂ F2n . It is clear that if η = 0 or
γ = 0 or η = γ, Vη,γ is a multiset and the cardinality of {x ∈ F2n :

∑
v∈Vη,γ F (x+

v) = 0} is δ2(Vη,γ , 0) = 2n for all (n,m)-function F . These particular values
of η and γ we usually called trivial points. In cryptography we are interested
to calculate the values of δ2(Vη,γ , 0) for all η, γ ∈ F∗2n with η 6= γ. Recently,
Boukerrou et al. [5] calculated the values of δ2(Vη,γ , 0) for inverse function. They
proved that the values of δ2(Vη,γ , 0) for inverse function at any nontrivial point
is 0 when n is odd, and if n is even, its only nonzero value is 4. Thus, inverse
function have best known δ2(Vη,γ , 0) values. In this section we further calculate
the values of δ2(Vη,γ , β) at any nontrivial point and β ∈ F∗2n .

Lemma 3 ([26]). For any (α, β) ∈ F∗2n × F2n , we define a polynomial µ(x) =
αx2 + βx + γ ∈ F2n [x]. Then the equation µ(x) = 0 has 2 solutions if and only
if Trn1 (β−2αλ) = 0.

Lemma 4. Let n be a positive integer and T0 = {υ2 + υ : υ ∈ F2n}. Then we
have ∑

x∈T0

(−1)Tr
n
1 ( 1

x+1 ) =
1

2
(−1)Tr

n
1 (1)Î1(1).

Proof. Note that∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) +
∑

x∈F2n\T0

(−1)Tr
n
1 ( 1

x+1 ) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+1 ) = 0

and ∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) −
∑

x∈F2n\T0

(−1)Tr
n
1 ( 1

x+1 )

=
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+1+x) = (−1)Tr
n
1 (1)Î1(1).

11



We can obtain that ∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) =
1

2
(−1)Tr

n
1 (1)Î1(1).

This completes the proof.

Lemma 5. Let n be a positive integer. We have∑
υ∈F2n\F2

(−1)
Trn1

(
υ2

υ2+υ+1

)
=

∑
υ∈F2n\F2

(−1)
Trn1

(
υ2+1

υ2+υ+1

)
= (−1)Tr

n
1 (1)

(
Î1(1)− 2

)
.

Proof. It can be easily seen that∑
υ∈F2n\F2

(−1)
Trn1 (

υ2

υ2+υ+1
)

=
∑

υ∈F2n\F2

(−1)
Trn1 (

υ2+1

υ2+υ+1
)

by changing υ into υ+1. We now consider the value of
∑
υ∈F2n\F2

(−1)
Trn1 (

υ2

υ2+υ+1
)
.

We have∑
υ∈F2n\F2

(−1)
Trn1 (

υ2

υ2+υ+1
)

=
∑

υ∈F2n\F2

(−1)
Trn1

(
1

υ2+υ+1

)
(replacing υ by υ−1)

= 2
∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) − 2(−1)Tr
n
1 (1) (replacing υ2 + υ by x)

= (−1)Tr
n
1 (1)Î1(1)− 2(−1)Tr

n
1 (1) = (−1)Tr

n
1 (1)

(
Î1(1)− 2

)
.

where Lemma 4 is used in the last identity. This completes the proof.

Lemma 6. Let n ≥ 4 be an arbitrary integer. We define

L = #

{
c ∈ F2n : Trn1

(
1

c2 + c+ 1

)
= Trn1

(
c2

c2 + c+ 1

)
= 0

}
.

Then we have L = 2n−2 + 3
4 (−1)Tr

n
1 (1)Î1(1) + 1

2

(
1− (−1)Tr

n
1 (1)
)
, where Î1(1) is

given by Lemma 1.

Proof. For any (i, j, k) ∈ F3
2, we define L(i,j,k) as

#

{
c ∈ F2n : Trn1

(
1

c2 + c+ 1

)
= i,Trn1

(
c2

c2 + c+ 1

)
= j,Trn1

(
c2 + 1

c2 + c+ 1

)
= k

}
.

Note that Trn1

(
1

c2+c+1

)
+ Trn1

(
c2

c2+c+1

)
= Trn1

(
c2+1
c2+c+1

)
. So we have L =

L(0,0,0) = 2n − L(0,1,1) − L(1,0,1) − L(1,1,0). Note that∑
c∈F2n

(−1)
Trn1

(
c2

c2+c+1

)
=
∑
c∈F2n

(−1)
Trn1

(
c2+1

c2+c+1

)

12



by changing c into c + 1. Then the Hamming weight of Boolean functions

Trn1

(
c2

c2+c+1

)
and Trn1

(
c2+1
c2+c+1

)
on variables c is equal, that is, wt

(
Trn1

(
c2

c2+c+1

))
= wt

(
Trn1

(
c2+1
c2+c+1

))
. So we have L(0,1,1) +L(1,1,0) = L(0,1,1) +L(1,0,1) and thus

L(1,1,0) = L(1,0,1) =
1

2
wt

(
Trn1

(
1

c2 + c+ 1

))
=

1

4

2n −
∑
c∈F2n

(−1)
Trn1

(
1

c2+c+1

) .

Note that

L(1,0,1)+L(0,1,1) = wt

(
Trn1

(
c2 + 1

c2 + c+ 1

))
=

1

2

2n −
∑
c∈F2n

(−1)
Trn1

(
c2+1

c2+c+1

) .

Therefore, we have

L = L(0,0,0) = 2n − L(0,1,1) − L(1,0,1) − L(1,1,0)

= 2n−2 +
1

4

∑
c∈F2n

(−1)
Trn1

(
1

c2+c+1

)
+

1

2

∑
c∈F2n

(−1)
Trn1

(
c2+1

c2+c+1

)
.

By Lemma 4 we have∑
c∈F2n

(−1)
Trn1

(
1

c2+c+1

)
= 2

∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) = (−1)Tr
n
1 (1)Î1(1),

where T0 = {υ2 + υ : υ ∈ F2n}. From Lemma 5 we have∑
c∈F2n

(−1)
Trn1

(
c2+1

c2+c+1

)
=
∑
c∈F2n

(−1)
Trn1

(
c2

c2+c+1

)
= (−1)Tr

n
1 (1)Î1(1)− (−1)Tr

n
1 (1) + 1,

So we have L = 2n−2 + 3
4 (−1)Tr

n
1 (1)Î1(1) + 1

2

(
1− (−1)Tr

n
1 (1)
)
. This completes

the proof.

Let F be an (n,m)-function. For any γ, η ∈ F2n and , ω ∈ F2m , let us define

NF (γ, η, ω) = # {x ∈ F2n : F (x) + F (x+ γ) + F (x+ η) + F (x+ η + γ) = ω} .
(5)

It is clear that for γ = 0 or η = 0 or γ = η, we have NF (γ, η, 0) = 2n, and
when ω 6= 0, NF (γ, η, ω) = 0. If F is an inverse function over F2n , we denote
NI(γ, η, ω) by N (γ, η, ω).

Lemma 7. Let n ≥ 3 be a positive integer and N (γ, η, ω) be defined as (5).
Let γ, η be two elements of F∗2n such that γ 6= η. Then for any ω ∈ F2n , we
have N (γ, η, ω) ∈ {0, 4, 8}. Moreover, the number of (γ, η, ω) ∈ F3

2n such that
N (γ, η, ω) = 8 is(

2n−2 +
3

4
(−1)Tr

n
1 (1)Î1(1)− 5

2
(−1)Tr

n
1 (1) − 3

2

)
(2n − 1) .
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Proof. Let us consider the solutions of equation

1

y
+

1

y + γ
+

1

y + η
+

1

y + η + γ
= ω (6)

over F2n , where η, γ ∈ F∗2n with η 6= γ. If y is a solution of (6), then y+ η, y+ γ
and y + η + γ are also solutions.

Case 1. Suppose η2 + γ2 + ωγη2 + ωηγ2 + γη = 0. Then 0, η, γ and η + γ
are the solution of (6) then we have 1

γ + 1
η + 1

γ+η = ω which is equivalent to

η2 + γ2 + ωγη2 + ωηγ2 + γη = 0 since γ, η are two distinct nonzero elements

of F2n . We can always find ω ∈ F2n such that ω = γ2+η2+γη
γη(γ+η) . Thus, δ2 ≥ 4 for

inverse function.

Case 2. Let η2 + γ2 + ωγη2 + ωηγ2 + γη 6= 0. It can be easily verified that any
element in {0, γ, η, γ + η} is not a solution of (6) otherwise η2 + γ2 + ωγη2 +
ωηγ2 + γη = 0. So in this case if (6) has solutions then every solution belongs
to F2n \ {0, γ, η, γ + η}. Then (6) becomes

γ

y2 + γy
+

γ

y2 + γy + η2 + γη
= ω. (7)

Let us define z = y2 + γy. We have z 6= 0 since y ∈ F2n \ {0, γ, η, γ + η}, and
y2 + γy+ η2 + γη 6= 0 when y ∈ F2n \ {0, γ, η, γ+ η} since y2 + γy+ η2 + γη = 0
has at most two distinct solutions in F2n and we can see that η and γ + η are
two distinct solutions. Multiplying both sides of (7) by z(z + η2 + γη) yields

ωz2 + (ωη2 + ωγη)z + (γη2 + γ2η) = 0. (8)

We have ω 6= 0 since if ω = 0 in (7) then we have γ = η which contradicts to
our assumption that γ, η are two distinct nonzero elements of F2n . Multiplying
both sides of (8) by 1

ω gives

z2 + (η2 + γη)z +
γη2 + γ2η

ω
= 0. (9)

This leads to (
z

η2 + γη

)2

+
z

η2 + γη
+

γη + γ2

ωη3 + ωγ2η
= 0

⇔
(

z

η2 + γη

)2

+
z

η2 + γη
+

γ

ωη(η + γ)
= 0

(10)

by multiplying 1
(η2+γη)2 to both sides of (9). It follows from Lemma 3 that (10)

has no solution if Trn1

(
γ

ωη(η+γ)

)
= 1 and has two solutions, denoted by u and

u+ 1, if Trn1

(
γ

ωη(η+γ)

)
= 0. Recall that z = y2 + γy. We have y2+γy

η2+γη equals u or

14



u+ 1. It is clear that u 6= 0, 1, otherwise from (10) γ = 0. Note that y2+γy
η2+γη = u

is equivalent to (
y

γ

)2

+
y

γ
+ u

((
η

γ

)2

+
η

γ

)
= 0, (11)

and y2+γy
η2+γη = u+ 1 is equivalent to(

y

γ

)2

+
y

γ
+ (u+ 1)

((
η

γ

)2

+
η

γ

)
= 0. (12)

Note that Trn1

(
(u+ 1)(( ηγ )2 + η

γ )
)

= Trn1

(
u(( ηγ )2 + η

γ )
)

= 0. By Lemma 3, we

have two solutions of (11) and (12) each if Trn1

(
u(( ηγ )2 + η

γ )
)

= 0. Suppose

the solutions of (11) are u′ and u′ + 1, and the solutions of (12) are u′′ and
u′′ + 1. Then from (11), we have y = γu′ or y = γ(u′ + 1), and from (12),
we have y = γu′′ or y = γ(u′′ + 1). From (11) and (12), we have u′, u′′ 6∈
{0, 1, ηγ ,

η
γ + 1} and u′ 6∈ {u′′, u′′+ 1}. Thus, these solutions not belong to the set

{0, η, γ, η + γ}. Thus, if there exist nonzero elements γ, η, ω ∈ F2n with γ 6= η

such that Trn1

(
γ

ωη(η+γ)

)
= 0 and Trn1

(
u(( ηγ )2 + η

γ )
)

= 0, (7) has 4 distinct

solutions in this case.

Indeed, if η2 +γ2 +ωγη2 +ωηγ2 +γη = 0, the discussion of (6) with solutions in
F2n \ {0, η, γ, η+ γ} is the same as Case 2. Thus, form Cases 1 and 2 we can see
that, for any η, γ ∈ F∗2n with η 6= γ, (6) has 0 or 4 solutions if η2 + γ2 + ωγη2 +
ωηγ2 + γη 6= 0, and has 4 or 8 solutions if η2 + γ2 + ωγη2 + ωηγ2 + γη = 0.

In what follows, we determine the number of (γ, η, ω) ∈ F3
2n such thatN (γ, η, ω) =

8 with η2 + γ2 + ωγη2 + ωηγ2 + γη = 0. We can see that any element in
{0, η, γ, η + γ} is a solution of (6). We now consider the solutions of (6) in
F2n \{0, η, γ, η+γ}. Let us denote by η = γc. Then we have γ ∈ F∗2n , c ∈ F2n \F2

and w = c2+c+1
γ(c2+c) 6= 0. Form Case 2, (6) has solutions in F2n \ {0, η, γ, η + γ} if

and only if Trn1

(
γ

ωη(η+γ)

)
= 0 and Trn1

(
u(( ηγ )2 + η

γ )
)

= 0. Note that

Trn1

(
γ

ωη(η + γ)

)
= 0⇔ Trn1

(
1

c2 + c+ 1

)
= 0

and

Trn1

(
u

((
η

γ

)2

+
η

γ

))
= 0⇔ Trn1 (u(c2 + c)) = 0⇔ Trn1 ((u2 + u)c2) = 0

⇔ Trn1

(
c2γ

ωη(η + γ)

)
= 0⇔ Trn1

(
c2

c2 + c+ 1

)
= 0,

where c ∈ F2n for odd n and c ∈ F2n \ F4 for even n since c ∈ F4 will lead to
ω = 0. Then by Lemma 6, we can get the number of such c. Note that for any
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such c, γ can range over F∗2n , so we can get the number of (γ, η, ω) ∈ F3
2n such

that N (γ, η, ω) = 8 . The proof is completed.

Theorem 3. Let n ≥ 3 be a positive integer. When (γ, η, ω) ranges over F3
2n

such that γ, η ∈ F∗2n and γ 6= η, we have

N (γ, η, ω) =



0, 3 · 23n−2 − 22n+1 −
(

10(−1)Tr
n
1 (1) − 3(−1)Tr

n
1 (1)Î1(1) + 1

)
· 2n−2

− 3
4 (−1)Tr

n
1 (1)Î1(1) + 5

2 (−1)Tr
n
1 (1) + 3

2 [times]

4, 23n−2 − 5 · 22n−2 +
(

10(−1)Tr
n
1 (1) − 3(−1)Tr

n
1 (1)Î1(1) + 8

)
· 2n−1

+ 3
2 (−1)Tr

n
1 (1)Î1(1)− 5(−1)Tr

n
1 (1) − 3 [times]

8, 22n−2 +
(

3(−1)Tr
n
1 (1)Î1(1)− 10(−1)Tr

n
1 (1) − 7

)
· 2n−2

− 3
4 (−1)Tr

n
1 (1)Î1(1) + 5

2 (−1)Tr
n
1 (1) + 3

2 [times]

,

where Î1(1) is given by Lemma 1.

Proof. For any γ, η, ω ∈ F2n , we have N (γ, η, 0) = 2n if γ = 0 or η = 0
or γ = η. So the number of (γ, η, ω) ∈ F3

2n such that N (γ, η, 0) = 2n is
3 · 2n − 2. Let us define c = #{(γ, η, ω) ∈ F3

2n : N (γ, η, ω) = 4} and d =
#{(γ, η, ω) ∈ F3

2n : N (γ, η, ω) = 8}. We have 4c+ 8d+ 2n(3 · 2n− 2) = 23n since∑
γ,η,ω∈F2n

N (γ, η, ω) = 23n. Then by Lemma 7 the value of c is

23n − 2n · (3 · 2n − 2)− 8 · (2n−2 + 3
4 (−1)Tr

n
1 (1)Î1(1)− 5

2 (−1)Tr
n
1 (1) − 3

2 )(2n − 1)

4

= 23n−2 − 5 · 22n−2 +
(

10(−1)Tr
n
1 (1) − 3(−1)Tr

n
1 (1)Î1(1) + 8

)
· 2n−1

+
3

2
(−1)Tr

n
1 (1)Î1(1)− 5(−1)Tr

n
1 (1) − 3.

Moreover, the number of (γ, η, ω) ranging over F3
2n such that γ, η ∈ F∗2n , γ 6= η

and N (γ, η, ω) = 0 is equal to (22n− (3 · 2n− 2)) · 2n− c− d. This completes the
proof.

Remark 3. When n = 4 and n = 5, there is no (γ, η, ω) ∈ F3
2n such that

N (γ, η, ω) = 8.

Let n ≥ 3 be an odd positive integer. It is clear that η2 + γ2 + ηγ = 0 where
η, γ ∈ F2n if and only if η = 0 and γ = 0. Thus, the above results for odd variables
and ω = 0 follow from the result given in [5]. Suppose for an (n,m)-function F ,
∆F (α, β) = {x ∈ F2n : F (x) + F (x + α) = β}. We derive the relation between
NF (γ, η, ω), defined as (5), and the cardinality of some fixed intersection sets
∆I(α, β) which is generalized of [5, Theorem 3].

Theorem 4. Let n ≥ 3 be a positive integer and F be an (n,m)-function. For
any γ, η ∈ F∗2n with γ 6= η and ω ∈ F2m , we have

NF (γ, η, ω) =
∑

β∈F2m

#∆F (γ, β) ∩ (η +∆F (γ, β + ω)).
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Proof. We know that ∆F (γ, β) ∩∆F (γ, β′) = ∅ for all γ ∈ F2n and β, β′ ∈ F2m

with β 6= β′. For any γ, η ∈ F∗2n with γ 6= η and ω ∈ F2m ,

NF (γ, η, ω) = #{x ∈ F2n : F (x) + F (x+ γ) + F (x+ η) + F (x+ γ + η) = ω}
= #{x ∈ F2n : F (x) + F (x+ γ) + F (x+ η) + F (x+ γ + η) + ω}
= # ∪β∈F2m

{x ∈ F2n : F (x) + F (x+ γ) = β}
∩ {x ∈ F2n : F (x+ η) + F (x+ γ + η) = β + ω}

= # ∪β∈F2m
∆F (γ, β) ∩ {x+ η ∈ F2n : F (x) + F (x+ γ) = β + ω}

= # ∪β∈F2m
∆F (γ, β) ∩ (η +∆F (γ, β + ω))

=
∑

β∈F2m

#∆F (γ, β) ∩ (η +∆F (γ, β + ω)).

We consider the set ∆F (α, β) at (α, β) instead of their cardinality in DDT of
an (n,m)-function F , then the value NF (η, γ, ω) of F dependent on the set
∆F (γ, β) ∩ (η +∆F (γ, β + ω)) for all β ∈ F2m . Suppose ∆F (γ, β) = Vβ + {0, γ}
and ∆F (γ, β + ω) = Vβ+ω + {0, γ}. From Theorem 4, we have NF (γ, η, ω) =
2
∑
β∈F2m

#Vβ ∩Vβ+ω. For example let N (γ1, η1, ω1) = 4 for an inverse function
defined over odd number of variables, where γ1, η1, ω1 ∈ F∗2n with γ1 6= η1.
From Theorem 4, there exist two distinct β1, β2 ∈ F∗2n such that the sets
∆I(γ1, β1) ∩ (η1 + ∆I(γ1, β1 + ω1)) and ∆I(γ1, β2) ∩ (η1 + ∆I(γ1, β2 + ω1))
are nonempty. Suppose ∆I(γ1, β1) = xβ1 + {0, γ1} and η1 + ∆I(γ1, β1 + ω1) =
η1 + xβ1+ω1 + {0, γ1}. Then xβ1 + xβ1+ω1 = η1. Here Vβ1 = {xβ1} and Vβ1+ω1 =
{xβ1+ω1

}. Similarly, if ∆I(γ1, β2) = xβ2
+ {0, γ1} and η1 + ∆I(γ1, β2 + ω1) =

η1 + xβ2+ω1
+ {0, γ1}, then xβ2

+ xβ2+ω1
= η1 = xβ1

+ xβ1+ω1
. We know that

if F is a bijective function over F2n and γ 6= 0, then ∆F (γ, 0) = ∅. Thus,
NF (γ, η, ω) =

∑
β∈F2m

#∆F (γ, β) ∩ (η +∆F (γ, β + ω)).

4 Gowers U3 norm of the multiplicative inverse function

In this section we calculate the Gowers U3 norm of inverse function. Let f ∈ Bn
be any quadratic Boolean function. Then deg(f) ≤ 2, so any second derivative
of f is constant. Thus, from (3) we have ‖(−1)f‖U3 = 1. We first derive some
results that are used to prove our main claim.

Lemma 8 ([26]). For any n-variable Boolean function f , we have
∑
a∈F2n

f̂ 2(a)

= 22n.

Lemma 9. Let f be an arbitrary n-variable Boolean function. For any α, β ∈
F∗2n , we have ∑

x∈F2n

(−1)f(αx)+f(βx) = 2−n
∑
u∈F2n

f̂(α−1u)f̂(β−1u).
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Proof. For any α, β ∈ F∗2n , we have∑
u∈F2n

f̂(α−1u)f̂(β−1u) =
∑
u∈F2n

∑
x∈F2n

(−1)f(x)+Trn1 (α
−1ux)

∑
y∈F2n

(−1)f(y)+Trn1 (β
−1uy)

=
∑
x∈F2n

∑
y∈F2n

(−1)f(x)+f(y)
∑
u∈F2n

(−1)Tr
n
1 ((α

−1x+β−1y)u)

= 2n
∑
x∈F2n

(−1)f(x)+f(βα
−1x) = 2n

∑
x∈F2n

(−1)f(αx)+f(βx).

Lemma 10. Let n be a positive integer and U = {(0, y) ∈ F2
2n : y ∈ F∗2n} ∪

{(x, 0) ∈ F2
2n : x ∈ F∗2n} ∪ {(x, x) ∈ F2

2n : x ∈ F2n}. For any (τ, γ) ∈ F2
2n \ U , we

have ∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ ) = Î1

(
τ

γ2 + τγ

)
+ Î1

(
τy2

γ2 + τγ

)

+Î1

(
τ(y2 + 1)

γ2 + τγ

)
+ 4

(
(−1)

Trn1

(
τ

γ2+τγ
+ 1
τ

)
− 1

)
,

where y = γτ−1 or γτ−1 + 1.

Proof. For any (τ, γ) ∈ F2
2n \ U∑

x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ ) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ )

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ ) + 4(−1)
Trn1

(
τ

γ2+γτ
+ 1
τ

)

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ

)
+ 4(−1)

Trn1

(
τ

γ2+γτ
+ 1
τ

)

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ

)
− 4(−1)

Trn1

(
τ

γ2+γτ

)
+ 4(−1)

Trn1

(
τ

γ2+γτ
+ 1
τ

)

= 2
∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)
− 4(−1)

Trn1

(
τ

γ2+γτ

)
+ 4(−1)

Trn1

(
τ

γ2+γτ
+ 1
τ

)
,

where T0 = {x ∈ F2n : Trn1 (x) = 0}. Note that∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)
+

∑
z∈F2n\T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)

=
∑
z∈F2n

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)
=
∑
z∈F2n

(−1)
Trn1

(
1
z+

1

z+γ2τ−1+γ

)

= Î1

(
τ

γ2 + τγ

)
+ 2
(

(−1)
Trn1

(
τ

γ2+τγ

)
− 1
)
,

18



where the last identity follows from Theorem 8. Note also that

∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)
−

∑
z∈F2n\T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)

=
∑
z∈F2n

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+z
)

=
∑
z∈F2n

(−1)
Trn1

(
1
z+

1

z+γ2τ−1+γ
+ z
τ

)

= Î1

(
τy2

γ2 + τγ

)
+ Î1

(
τ(y2 + 1)

γ2 + τγ

)
+ 2
(

(−1)
Trn1

(
τ

γ2+τγ

)
− 1
)
,

where y = γτ−1 or γτ−1 + 1, and in the last identity we make use of Theorem 8.
So we have∑

z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)

=
1

2

[
Î1

(
τ

γ2 + τγ

)
+ Î1

(
τy2

γ2 + τγ

)
+ Î1

(
τ(y2 + 1)

γ2 + τγ

)]
+ 2

[
(−1)

Trn1

(
τ

γ2+τγ

)
− 1

]
.

Then we can obtain our assertion.

We now present the third-dimension Gowers uniformity norm of the two-valued
function (−1)I1 derived from the multiplicative inverse function.

Theorem 5. For any positive integer n ≥ 4, we have

∥∥(−1)I1
∥∥
U3

= 2−
n
2

∣∣∣∣3 · 23n+1 + 2n+3 ·
[
(−1)Tr

n
1 (1)

(
3Î1(1)− 10

)
− 6
] ∣∣∣∣ 18 ,

where Î1(1) is given by Lemma 1.

Proof. Note that F2
2n =

⋃
v∈F2n\F2

{(τ, υτ) : τ ∈ F∗2n}
⋃
U, where U = {(0, y)

∈ F2
2n : y ∈ F∗2n} ∪ {(x, 0) ∈ F2

2n : x ∈ F∗2n} ∪ {(x, x) ∈ F2
2n : x ∈ F2n}. Define

S1 =
∑

(τ,γ)∈F2
2n
\U

 ∑
x∈F2n

(−1)I1(x)+I1(x+τ)+I1(x+γ)+I1(x+τ+γ)

2

and

S2 =
∑

(τ,γ)∈U

 ∑
x∈F2n

(−1)I1(x)+I1(x+τ)+I1(x+γ)+I1(x+τ+γ)

2

.
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It can be easily seen that F2
2n \ U = {(τ, υτ) : υ ∈ F2n \ F2, τ ∈ F∗2n}. Then by

Lemma 10 with γ = υτ we have

S1 =
∑

υ∈F2n\F2

∑
τ∈F∗

2n

[
Î1

2
(

1

(υ2 + υ)τ

)
+ Î1

2
(

υ2

(υ2 + υ)τ

)
+ Î1

2
(

υ2 + 1

(υ2 + υ)τ

)]

+2
∑

υ∈F2n\F2

∑
τ∈F∗

2n

[
Î1

(
1

(υ2 + υ)τ

)
Î1

(
υ2

(υ2 + υ)τ

)
+ Î1

(
1

(υ2 + υ)τ

)
Î1

(
υ2 + 1

(υ2 + υ)τ

)

+Î1

(
υ2

(υ2 + υ)τ

)
Î1

(
υ2 + 1

(υ2 + υ)τ

)]
+ 16

∑
υ∈F2n\F2

∑
τ∈F∗

2n

[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]2
+8

∑
υ∈F2n\F2

∑
τ∈F∗

2n

[
Î1

(
1

(υ2 + υ)τ

)
+ Î1

(
υ2

(υ2 + υ)τ

)
+ Î1

(
υ2 + 1

(υ2 + υ)τ

)]

×
[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]
.

It can be easily seen that, for any fixed υ ∈ F2n \F2, when τ ranges over F∗2n we

have 1
(υ2+υ)τ , υ2

(υ2+υ)τ and υ2+1
(υ2+υ)τ range over F∗2n . Note that

∑
z∈F∗

2n
(−1)Tr

n
1 (z) =

−1 and Î1(0) = 0. Then by Lemma 8 we have∑
υ∈F2n\F2

∑
τ∈F∗

2n

[
Î1

2
(

1

(υ2 + υ)τ

)
+ Î1

2
(

υ2

(υ2 + υ)τ

)
+ Î1

2
(

υ2 + 1

(υ2 + υ)τ

)]
=

∑
υ∈F2n\F2

∑
z∈F∗

2n

(
Î1

2
(z) + Î1

2 (
zυ2
)

+ Î1
2 (
z(υ2 + 1)

))
=

∑
υ∈F2n\F2

3 ·
(

22n − Î1
2
(0)
)

= 3 · 22n · (2n − 2) .

By Lemma 9, we have∑
υ∈F2n\F2

∑
τ∈F∗

2n

Î1

(
1

(υ2 + υ)τ

)
Î1

(
υ2

(υ2 + υ)τ

)

=
∑

υ∈F2n\F2

 ∑
u∈F2n

Î1(u)Î1(uυ2)− Î1
2
(0)

 =
∑

υ∈F2n\F2

 ∑
u∈F2n

Î1(u)Î1(uυ2)


= 2n(2n − 2)

∑
x∈F2n

(−1)Tr
n
1 (

1
x+

υ2

x ) = 2n(2n − 2)
∑
x∈F2n

(−1)Tr
n
1 (

1+υ2

x ) = 0.

Similarly, we have ∑
υ∈F2n\F2

∑
τ∈F∗

2n

Î1

(
1

(υ2 + υ)τ

)
Î1

(
υ2 + 1

(υ2 + υ)τ

)
= 2n(2n − 2)

∑
x∈F2n

(−1)Tr
n
1 (

1
x+

υ2+1
x ) = 0
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and ∑
υ∈F2n\F2

∑
τ∈F∗

2n

Î1

(
υ2

(υ2 + υ)τ

)
Î1

(
υ2 + 1

(υ2 + υ)τ

)
= 2n(2n − 2)

∑
x∈F2n

(−1)Tr
n
1 (
υ2

x + υ2+1
x ) = 0.

We have

∑
υ∈F2n\F2

∑
τ∈F∗

2n

[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]2
=

∑
υ∈F2n\F2

∑
τ∈F∗

2n

(
2− 2(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

))

=
∑

υ∈F2n\F2

−2
∑
τ∈F∗

2n

(−1)
Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
+ 2 (2n − 1)


=

∑
υ∈F2n\F2

−2
∑
τ∈F∗

2n

(−1)
Trn1

(
υ2+υ+1

(υ2+υ)τ

)
+ 2 (2n − 1)



=



∑
υ∈F2n\F2

(
−2

∑
z∈F∗

2n

(−1)Tr
n
1 (z) + 2 (2n − 1)

)
, if n ≡ 1 (mod 2)

∑
υ∈F2n\F4

(
−2

∑
z∈F∗

2n

(−1)Tr
n
1 (z) + 2 (2n − 1)

)

+
∑

υ∈F4\F2

(
−2

∑
z∈F∗

2n

(−1)Tr
n
1 (0) + 2 (2n − 1)

)
, if n ≡ 0 (mod 2)

=
(

2n − 3− (−1)Tr
n
1 (1)
)

2n+1.

We can obtain that∑
υ∈F2n\F2

∑
τ∈F∗

2n

Î1

(
υ2

(υ2 + υ)τ

)[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]

=
∑

υ∈F2n\F2

 ∑
τ∈F∗

2n

Î1

(
υ2

(υ2 + υ)τ

)
(−1)

Trn1

(
υ2+υ+1

(υ2+υ)τ

)
−
∑
τ∈F∗

2n

Î1

(
υ2

(υ2 + υ)τ

)
=

∑
υ∈F2n\F2

 ∑
u∈F2n

Î1 (u) (−1)
Trn1

(
u υ

2+υ+1

υ2

)
−
∑
u∈F2n

Î1 (u)


= 2n

∑
υ∈F2n\F2

(−1)
Trn1

(
υ2

υ2+υ+1

)
− 2n(2n − 2).
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Similarly, we have∑
υ,τ∈F∗

2n
:υ 6=1

Î1

(
υ2 + 1

(υ2 + υ)τ

)[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]

= 2n
∑

υ∈F2n\F2

(−1)
Trn1

(
υ2+1

υ2+υ+1

)
− 2n(2n − 2)

and ∑
υ∈F2n\F2

∑
τ∈F∗

2n

Î1

(
1

(υ2 + υ)τ

)[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]

= 2n

 ∑
υ∈F2n

(−1)
Trn1

(
1

υ2+υ+1

)
− 2(−1)Tr

n
1 (1)

− 2n(2n − 2)

= 2n

(
2
∑
x∈T0

(−1)Tr
n
1 ( 1

x+1 ) − 2(−1)Tr
n
1 (1)

)
− 2n(2n − 2)

= 2n
(

(−1)Tr
n
1 (1)Î1(1)− 2(−1)Tr

n
1 (1)
)
− 2n(2n − 2),

where T0 is defined by Lemma 4 and we make use of this lemma in the last
identity. Therefore, by Lemma 5 we immediately get∑

υ∈F2n\F2

∑
τ∈F∗

2n

[
Î1

(
1

(υ2 + υ)τ

)
+ Î1

(
υ2

(υ2 + υ)τ

)
+ Î1

(
υ2 + 1

(υ2 + υ)τ

)]

×
[
(−1)

Trn1

(
1

(υ2+υ)τ
+ 1
τ

)
− 1

]
= 3 · 2n

[
(−1)Tr

n
1 (1)(Î1(1)− 2)− 2n + 2)

]
.

Therefore, we have

S1 = 3 · 22n · (2n − 2) + 2 · 0 + 16 · (2n − 3− (−1)Tr
n
1 (1)) · 2n+1

+8
[
3 · 2n((−1)Tr

n
1 (1)(Î1(1)− 2)− 2n + 2))

]
= 3 · 23n + 22n+1 +

[
(−1)Tr

n
1 (1)(3Î1(1)− 10)− 6

]
· 2n+3.

We now consider the value of S2. Recall that U = {(0, y) ∈ F2
2n : y ∈ F∗2n} ∪

{(x, 0) ∈ F2
2n : x ∈ F∗2n} ∪ {(x, x) ∈ F2

2n : x ∈ F2n}. We have

S2 =
∑

(τ,γ)∈U

( ∑
x∈F2n

(−1)f(x)+f(x+τ)+f(x+γ)+f(x+τ+γ)
)2

=
∑
γ∈F∗

2n

22n +
∑
τ∈F∗

2n

22n +
∑
x∈F2n

22n = 3 · 23n − 22n+1.

According to what has been discussed above, it can be concluded that

S1 + S2 = 3 · 23n+1 +
[
(−1)Tr

n
1 (1)

(
3Î1(1)− 10

)
− 6
]
· 2n+3.
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Then by (3) we can immediately get our assertion and this completes the proof.

Let g ∈ Bn, n ≥ 4, be any quadratic Boolean function. From above result and
Theorem 2 we get a bound of distant between I1 and g. The optimal values of
‖(−1)I1‖U3

is 2−
n
4 |3 · 2n − 1| 18 , that is, S1 = 2−

n
4 |3 · 2n − 1| 18 and S2 = 0.

Now we prove that the Gowers U3 norm of Iv, v ∈ F∗2n , is same as the the Gowers
U3 norm of I1. It is clear that F2n = {v−1x : x ∈ F2n} for any nonzero v ∈ F2n .

Theorem 6. Let n ≥ 4. For any nonzero v ∈ F2n , we have ‖(−1)Iv‖U3 =
‖(−1)I1‖U3 .

Proof. Let v ∈ F2n be any nonzero element and u = v−1. Then we have

‖(−1)Iv‖U3 = 2−
n
2

∣∣∣∣∣∣∣
∑

(τ,γ)∈F2
2n

 ∑
x∈F2n

(−1)Iv(x)+Iv(x+τ)+Iv(x+γ)+Iv(x+τ+γ)

2
∣∣∣∣∣∣∣
1
8

= 2−
n
2

∣∣∣∣∣∣∣
∑

(τ,γ)∈F2
2n

 ∑
x∈F2n

(−1)Tr
n
1 ( vx+

v
x+τ+

v
x+γ+

v
x+τ+γ )

2
∣∣∣∣∣∣∣
1
8

= 2−
n
2

∣∣∣∣∣∣∣
∑

(τ,γ)∈F2
2n

 ∑
x∈F2n

(−1)Tr
n
1 ( 1

ux+
1

ux+uτ+
1

ux+uγ+
1

ux+uτ+uγ )

2
∣∣∣∣∣∣∣
1
8

= 2−
n
2

∣∣∣∣∣∣∣
∑

(τ ′,γ′)∈F2
2n

 ∑
x′∈F2n

(−1)
Trn1

(
1
x′+

1
x′+τ′+

1
x′+γ′+

1
x′+τ′+γ′

)2
∣∣∣∣∣∣∣
1
8

= ‖(−1)I1‖U3 ,

where x′ = ux, τ ′ = uτ and γ′ = uγ.

By Theorem 6, we immediately have the following result.

Corollary 1. Let n ≥ 4 be a positive integer. The Gowers U3 norm of inverse
function I over F2n is

‖(−1)I‖U3
= 2−

n
2

∣∣∣∣3 · 23n+1 + 2n+3 ·
[
(−1)Tr

n
1 (1)

(
3Î1(1)− 10

)
− 6
] ∣∣∣∣ 18 ,

where Î1(1) is given by Lemma 1.
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5 On the nonlinearity profile of the multiplicative inverse
function

In this section we derive the nonlinearity profile of inverse function. It is known
that nonlinearity of an n-variable Boolean function f is related to its maximum
absolute Walsh–Hadamard value, that is, nl(f) = 2n−1 − 1

2 maxα∈F2n
|f̂(α)|. In

the next results we prove that the Walsh–Hadamard spectrum of some deriva-
tives of the component functions Iv are invariant over nonzero v ∈ F2n .

Theorem 7. Let n be a positive integer and τ, γ, v ∈ F∗2n . Then

D̂τ (Iv)(α) = ̂Dv−1τ (I1)(αv) and D̂τ,γ(Iv)(α) = ̂Dv−1τ,v−1γ(I1)(αv),

where α ∈ F2n .

Proof. For any τ, v ∈ F∗2n and α ∈ F2n , we have

D̂τ (Iv)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( vx+

v
x+τ+αx) =

∑
x∈F2n

(−1)
Trn1

(
1

v−1x
+ 1

v−1x+v−1τ
+αx

)

=
∑
y∈F2n

(−1)
Trn1

(
1
y+

1

y+v−1τ
+(αv)y

)
= ̂Dv−1τ (I1)(αv), where y = v−1x.

Similarly, for any τ, γ, v ∈ F∗2n and α ∈ F2n , we have

D̂τ,γ(Iv)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( vx+

v
x+τ+

v
x+γ+

v
x+τ+γ+αx)

=
∑
x∈F2n

(−1)
Trn1

(
1

v−1x
+ 1

v−1x+v−1τ
+ 1

v−1x+v−1γ
+ 1

v−1x+v−1τ+v−1γ
+(αv)v−1x

)

=
∑
y∈F2n

(−1)
Trn1

(
1
y+

1

y+v−1τ
+ 1

y+v−1γ
+ 1

y+v−1τ+v−1γ
+(αv)y

)

= ̂Dv−1τ,v−1γ(I1)(αv), where y = v−1x.

By Theorem 7, it is sufficient to calculate the Walsh–Hadamard spectrum of
first and second derivative functions of I1 to derive the nonlinearity of DτIv and
Dτ,γIv, respectively, for any τ, γ, v ∈ F∗2n .

Theorem 8. For any positive integer n and arbitrary τ ∈ F∗2n , we have

D̂τ (I1)(α) =

{
0, if Trn1 (ατ) = 1

Î1

(
y2

τ

)
+ Î1

(
y2+1
τ

)
+ 2
(

(−1)Tr
n
1 (

1
τ ) − 1

)
, if Trn1 (ατ) = 0

,

where y is a solution of the equation y2 + y + ατ = 0.
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Proof. Note that for any τ ∈ F∗2n we have

D̂τ (I1)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+αx) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+τ+
1
x+αx+ατ),

where the last identity is obtained replacing x by x+τ . Thus we have D̂τ (I1)(α) =
0 if Trn1 (ατ) = 1. In what follows, we assume that Trn1 (ατ) = 0. From Lemma
3, we have the equation y2 + y + ατ = 0 have two solutions if Trn1 (ατ) = 0,
otherwise no solution. We have

D̂τ (I1)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+αx) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+ατx)

=
∑

x∈F2n\{0,1}

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+ατx) + 2(−1)Tr
n
1 ( 1

τ )

=
∑

x∈F2n\{0,1}

(−1)
Trn1

(
1

τ(x2+x)
+ατx

)
+ 2(−1)Tr

n
1 ( 1

τ )

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+ατx

)
+ 2

(
(−1)Tr

n
1 ( 1

τ ) − 1
)

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+(y2+y)x

)
+ 2

(
(−1)Tr

n
1 ( 1

τ ) − 1
)

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+(x2+x)y2

)
+ 2

(
(−1)Tr

n
1 ( 1

τ ) − 1
)

= 2
∑
z∈T0

(−1)Tr
n
1 ( 1

τz+y
2z) + 2

(
(−1)Tr

n
1 ( 1

τ ) − 1
)
,

where T0 = {x ∈ F2n : Trn1 (x) = 0} and y is the solution of y2 + y + ατ = 0.
Note that∑

z∈T0

(−1)Tr
n
1 ( 1

τz+y
2z) +

∑
z∈F2n\T0

(−1)Tr
n
1 ( 1

τz+y
2z) =

∑
z∈F2n

(−1)Tr
n
1 ( 1

τz+y
2z)

=
∑
z∈F2n

(−1)
Trn1

(
1
z+

y2

τ z
)

= (̂I1)

(
y2

τ

)
,

and,∑
z∈T0

(−1)Tr
n
1 ( 1

τz+y
2z) −

∑
z∈F2n\T0

(−1)Tr
n
1 ( 1

τz+y
2z) =

∑
z∈F2n

(−1)Tr
n
1 ( 1

τz+(y2+1)z)

=
∑
z∈F2n

(−1)
Trn1

(
1
z+

y2+1
τ z

)
= (̂I1)

(
y2 + 1

τ

)
.

From above two relations we get

2
∑
z∈T0

(−1)Tr
n
1 ( 1

τz+y
2z) = (̂I1)

(
y2

τ

)
+ (̂I1)

(
y2 + 1

τ

)
,
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and using this value we get

D̂τ (I1)(α) =

{
0, if Trn1 (ατ) = 1

Î1

(
y2

τ

)
+ Î1

(
y2+1
τ

)
+ 2
(

(−1)Tr
n
1 (

1
τ ) − 1

)
, if Trn1 (ατ) = 0

.

Corollary 2. The nonlinearity of two-values functions Dτ (I1), τ ∈ F∗2n , is

nl(Dτ (I1)) ≥
{

2n−1 − 2
n
2 +1, if n is even

2n−1 − P, if n is odd
,

where P is defined in Remark 2.

Proof. We know that for any τ ∈ F∗2n , there always exist a α ∈ F2n such that
Trn1 (τα) = 0. From Remark 2 and Theorem 8, we get

max
α∈F2n

|D̂τ (I1)(α)| ≤
{

2
n
2 +2, if n is even

2P, if n is odd
,

and from (1) we get the claim.

It is clear that Dτ,γI1(x) = Trn1 ( 1
x + 1

x+τ + 1
x+γ + 1

x+τ+γ ) = 0 for τ = 0 or

γ = 0 or τ = γ, so D̂τ,γ(I1)(α) =
∑
x∈F2n

(−1)Tr
n
1 (αx) = 2n, if α = 0, otherwise

0. Thus, we are interested to calculate the Walsh–Hadamard spectrum of Dτ,γI1
for any τ, γ ∈ F∗2n with τ 6= γ.

Theorem 9. Let n be a positive integer and U = {(0, µ) ∈ F2
2n : µ ∈ F∗2n} ∪

{(x, 0) ∈ F2
2n : x ∈ F∗2n} ∪ {(x, x) ∈ F2

2n : x ∈ F2n}. For any (τ, γ) ∈ F2
2n \ U , we

have D̂τ,γ(I1)(α) = 0 if Tr(ατ) = 1 or Tr(αγ) = 1, and

D̂τ,γ(I1)(α) = Î1

(
µ2

γ2τ−1 + γ

)
+ Î1

(
µ2 + 1

γ2τ−1 + γ

)
+ Î1

(
µ2 + γ2τ−2

γ2τ−1 + γ

)
+Î1

(
µ2 + γ2τ−2 + 1

γ2τ−1 + γ

)
+ 4
(

(−1)
Trn1

(
τ

γ2+γτ
+ 1
τ

)
− 1
)

otherwise, where µ is a solution of the equation µ2 + µ+ γ2y2τ−2 + γy2τ−1 = 0
in which y is a solution of the equation y2 + y + ατ = 0.

Proof. Note that for any (τ, γ) ∈ F2
2n \ U , we have

D̂τ,γ(I1)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ+αx)

=
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+τ+
1
x+

1
x+τ+γ+

1
x+γ+αx+ατ)

=
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+γ+
1

x+γ+τ+
1
x+

1
x+τ+αx+αγ),
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where the second identity is obtained replacing x by x + τ and the last one is

obtained replacing x by x + γ. Thus we have D̂τ,γ(I1)(α) = 0 if Trn1 (ατ) = 1
or Trn1 (αγ) = 1. Thus we assume that Trn1 (ατ) = 0 and Trn1 (αγ) = 0 in what
follows. We have

D̂τ,γ(I1)(α) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ+αx)

=
∑
x∈F2n

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ+ατx)

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ+ατx) + 4(−1)
Trn1

(
τ

γ2+γτ
+ 1
τ

)

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ
+ατx

)
+ 4(−1)

Trn1

(
τ

γ2+γτ
+ 1
τ

)

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ
+ατx

)
− 4(−1)

Trn1

(
τ

γ2+γτ

)
+ 4(−1)

Trn1

(
τ

γ2+γτ
+ 1
τ

)

= 2
∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)
− 4(−1)

Trn1

(
τ

γ2+γτ

) (
1− (−1)Tr

n
1 ( 1

τ )
)
,

where T0 = {x ∈ F2n : Trn1 (x) = 0} and y is a solution of the equation y2 + y +
ατ = 0. Note that∑

z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)
+

∑
z∈F2n\T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)

=
∑
z∈F2n

(−1)
Trn1

(
1
z+

1

z+γ2τ−1+γ
+ y2

τ z
)

=

{
0, if Trn1 (αγ) = 1

Î1

(
µ2

γ2τ−1+γ

)
+ Î1

(
µ2+1

γ2τ−1+γ

)
+ 2
(

(−1)
Trn1 (

1

γ2τ−1+γ
) − 1

)
, if Trn1 (αγ) = 0

,

where µ is a solution of the equation µ2 + µ + γ2y2τ−2 + γy2τ−1 = 0 and
we make use of Theorem 8 in the last identity with Trn1 ((γ2τ−1 + γ)y2τ−1) =
Trn1 (γ2y2τ−2 + γ2y4τ−2) = Trn1 (γ2τ−2(y2 + y4)) = Trn1 (αγ). Similarly, we have∑

z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)
−

∑
z∈F2n\T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)

=
∑
z∈F2n

(−1)
Trn1

(
1
z+

1

z+γ2τ−1+γ
+ y2+1

τ z
)

=

{
0, if Trn1 (αγ) = 1

Î1

(
ν2

γ2τ−1+γ

)
+ Î1

(
ν2+1

γ2τ−1+γ

)
+ 2
(

(−1)
Trn1 (

1

γ2τ−1+γ
) − 1

)
, if Trn1 (αγ) = 0

,

where ν is a solution of the equation ν2 + ν+ γ2τ−2(y2 + 1) + γτ−1(y2 + 1) = 0.
Note that ν = µ+γτ−1 or ν = µ+γτ−1+1. Therefore, in the case of Trn1 (ατ) = 0
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and Trn1 (αγ) = 0 we have

2
∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ
+y2z

)
= Î1

(
µ2

γ2τ−1 + γ

)
+ Î1

(
µ2 + 1

γ2τ−1 + γ

)

+Î1

(
µ2 + γ2τ−2

γ2τ−1 + γ

)
+ Î1

(
µ2 + γ2τ−2 + 1

γ2τ−1 + γ

)
+ 4
(

(−1)
Trn1

(
τ

γ2+γτ

)
− 1
)
,

and hence we can immediately get the value of D̂τ,γ(I1)(α) in the case of

Trn1 (ατ) = 0 and Trn1 (αγ) = 0. Recall that D̂τ,γ(I1)(α) = 0 if Trn1 (ατ) = 1
or Trn1 (αγ) = 1. This completes the proof.

From above Theorem and Remark 2, we have

max
α∈F2n

|D̂τ,γ(I1)(α)|≤
{

2
n
2 +3, if n is even

4P, if n is odd
,

where τ, γ ∈ F∗2n with τ 6= γ, and we get the next result.

Corollary 3. Let n be a positive integer and U = {(0, µ) ∈ F2
2n : µ ∈ F∗2n} ∪

{(x, 0) ∈ F2
2n : x ∈ F∗2n} ∪ {(x, x) ∈ F2

2n : x ∈ F2n}. For any (τ, γ) ∈ F2
2n \U , the

nonlinearity of two-values functions Dτ,γ(I1) is

nl(Dτ,γ(I1))≥
{

2n−1 − 2
n
2 +2, if n is even

2n−1 − 2P, if n is odd
,

where P is defined in Remark 2.

We now consider lower bounds on the higher-order nonlinearity of the multiplica-
tive inverse function. It is difficult to determine the rth-order nonlinearity of a
general function with algebraic degree no less than r+1. In [8], Carlet presented
a method for obtaining a lower bound on the rth-order nonlinearity of an n-
variable Boolean function f , provided that a lower bound on the (r− 1)th-order
nonlinearity of its derivatives Dγf(x) = f(x) + f(x+ γ), γ ∈ F∗2n , is known.

Lemma 11 ([8]). Let f be any n-variable Boolean function and r be a positive
integer smaller than n. Then we have

nlr(f) ≥ 2n−1 − 1

2

√
22n − 2

∑
γ∈F2n

nlr−1(Dγf).

By Corollary 2 and Lemma 11 we can get a lower bound on the second-order
nonlinearity of the multiplicative inverse function.

Theorem 10. For any arbitrary integer n ≥ 4, we have

nl2(I1) ≥

{
2n−1 − 1

2

√
2

3n
2 +2 − 2

n
2 +2 + 2n, if n is even

2n−1 − 1
2

√
2n+1P − 2P + 2n, if n is odd

,

where P is defined in Remark 2.
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Let f ∈ Bn be an arbitrary Boolean function, applying two times Lemma 11, we
can obtain that

nlr(f) ≥ 2n−1 − 1

2

√√√√ ∑
γ∈F2n

√
22n − 2

∑
η∈F2n

nlr−2 (Dγ,η(f)). (13)

Then by Corollary 3 we can get a lower bound on the third-order nonlinearity
of the multiplicative inverse function.

Theorem 11. For any arbitrary integer n ≥ 5, we have

nl3(I1) ≥

2n−1 − 1
2

√
2n + (2n − 1)

√
2

3n
2 +3 + 2n+1 − 2

n
2 +4, if n is even

2n−1 − 1
2

√
2n + (2n − 1)

√
2n+2P + 2n+1 − 8P , if n is odd

,

where P is defined in Remark 2.

Proof. Let us first consider even n. Note that nl (Dγ,η(I1)) = 0 if γ = 0 or η = 0
or γ = η. By (13) and Corollary 3 we have

nl3(I1) ≥ 2n−1 − 1

2

√√√√ ∑
γ∈F2n

√
22n − 2

∑
η∈F2n

nl (Dγ,η(I1))

= 2n−1 − 1

2

√√√√2n +
∑
γ∈F∗

2n

√
22n − 2

∑
η∈F2n

nl (Dγ,η(I1))

≥ 2n−1 − 1

2

√
2n + (2n − 1)

√
22n − 2(2n − 2)

(
2n−1 − 2

n
2 +2
)

= 2n−1 − 1

2

√
2n + (2n − 1)

√
2

3n
2 +3 + 2n+1 − 2

n
2 +4.

Similarly, we can get a lower bound on the third-order nonlinearity of the mul-
tiplicative inverse function for odd n. This completes the proof.

In what follows, we consider the the nonlinearity profile of the multiplicative
inverse function. Let τ, γ ∈ F∗2n such that τ 6= γ and g ∈ Bn be an arbitrary
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function with algebraic degree at most r. We have∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ )+g(x) =
∑
x∈F2n

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ )+g(τx)

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)Tr
n
1 ( 1

τx+
1

τx+τ+
1

τx+γ+
1

τx+τ+γ )+g(τx) + (−1)
Trn1

(
τ

γ2+γτ
+ 1
τ

)

×
(

(−1)g(0) + (−1)g(τ) + (−1)g(γ) + (−1)g(τ+γ)
)

=
∑

x∈F2n\{0,1,γτ−1,1+γτ−1}

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ

)
+g(τx)

+ (−1)
Trn1

(
τ

γ2+γτ
+ 1
τ

)

×
(

(−1)g(0) + (−1)g(τ) + (−1)g(γ) + (−1)g(τ+γ)
)

=
∑
x∈F2n

(−1)
Trn1

(
1

τ(x2+x)
+ 1

τ(x2+x)+γ2τ−1+γ

)
+g(τx) − (−1)

Trn1

(
τ

γ2+γτ

) (
1− (−1)Tr

n
1 ( 1

τ )
)

×
(

(−1)g(0) + (−1)g(τ) + (−1)g(γ) + (−1)g(τ+γ)
)

= 2
∑
z∈T0

(−1)
Trn1

(
1
τz+

1

τz+γ2τ−1+γ

)
+g′(τz) − (−1)

Trn1

(
τ

γ2+γτ

) (
1− (−1)Tr

n
1 ( 1

τ )
)

×
(

(−1)g(0) + (−1)g(τ) + (−1)g(γ) + (−1)g(τ+γ)
)

≤ 2
∑
y∈T ′0

(−1)
Trn1

(
1
y+

1

y+γ2τ−1+γ

)
+g′(y)

+ 8,

where T0 = {x2 +x : x ∈ F2n}, T ′0 = {τz : z ∈ T0}, and g′(τz) = g(τL(z)) where
L(z) is the root of x2 + x + z = 0 expressed by z which is linear over F2n (see,
e.g. [10]) and hence both g′(τz) and g′(y) still have algebraic degree at most r.
Note that

dH (Dτ,γ(I1), g) = 2n−1 − 1

2

∑
x∈F2n

(−1)Tr
n
1 ( 1

x+
1

x+τ+
1

x+γ+
1

x+τ+γ )+g(x)

≥ 2n−1 −
∑
y∈T ′0

(−1)
Trn1

(
1
y+

1

y+γ2τ−1+γ

)
+g′(y) − 4.

It was pointed by Carlet in [8, Proposition 1] that, for any n-variable Boolean
function f and an affine hyperplane H of F2n , the rth-order nonlinearity of the
restriction of f to H (viewed as an (n− 1)-variable function), denoted by f |H,
satisfies nlr(f |H) ≥ nlr(f)−2n−2. Note that T ′0 is a hyperplane of F2n and g′(y)
has algebraic degree at most r when it restricts to an affine hyperplane (viewed
as an (n− 1)-variable function). Then we have

∑
y∈T ′0

(−1)
Trn1

(
1
y+

1

y+γ2τ−1+γ

)
+g′(y)

30



= 2n−1 − 2wH

(
Trn1

(
1

y
+

1

y + γ2τ−1 + γ

)
+ g′(y)

)
≤ 2n−1 − 2nlr(Dγ2τ−1+γ(I1)|T ′0)

≤ 2n−1 − 2
(
nlr(Dγ2τ−1+γ(I1))− 2n−2

)
= 2n − 2nlr(Dγ2τ−1+γ(I1)).

So we have

dH (Dτ,γ(I1), g) ≥ 2nlr(Dγ2τ−1+γ(I1))− 2n−1 − 4.

Moreover, Carlet proved in [8] that, for any a ∈ F∗2n , nlr(Da(I1)) ≥ 2nlr(Ia−1)−
2n−1−2 = 2nlr(I1)−2n−1−2. Therefore, we have nlr(Dτ,γ(I1)) ≥ 2nlr(Dγ2τ−1+γ(I1))
−2n−1−4 ≥ 4nlr(I1)−3 ·2n−1−8. Thus, we can present a recursive lower bound
on the nonlinearity profile of the multiplicative inverse function.

Theorem 12. Let n ≥ 6 be an arbitrary integer. Then for any 4 ≤ r ≤ n − 2,
we have

nlr(I1) ≥ 2n−1 − 1

2

√
2n + (2n − 1)

√
22n+2 − (2n+3 − 16) nlr−2(I1) + 3 · 2n+1 − 32,

where nl2(I1) and nl3(I1) are given by Theorems 10 and 11 respectively.

Proof. By (13) we have

nlr(I1) ≥ 2n−1 − 1

2

√√√√ ∑
γ∈F2n

√
22n − 2

∑
η∈F2n

nlr−2 (Dγ,η(I1))

= 2n−1 − 1

2

√√√√2n +
∑
γ∈F∗

2n

√
22n − 2

∑
η∈F2n

nlr−2 (Dγ,η(I1))

≥ 2n−1 − 1

2

√
2n + (2n − 1)

√
22n − 2(2n − 2) (4nlr−2(I1)− 3 · 2n−1 − 8)

= 2n−1 − 1

2

√
2n + (2n − 1)

√
22n+2 − (2n+3 − 16) nlr−2(I1) + 3 · 2n+1 − 32.

This completes the proof.

Remark 4. With the help of computer, we check that our bounds on second-
order and third-order nonlinearity are little better than that bounds given by
Carlet in [8]. For rth-order nonlinearity with r ≥ 4, the expression becomes more
and more complex when r increases.
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6 Conclusion

In this paper we study certain cryptographic properties of S-boxes. We derive
the second-order differential spectrum of the inverse function and prove that the
function defined over F2n have an error (bias) with probability 1

2n−2 and that
error occurs for several values of inputs. These errors (biases) were not iden-
tified in [5], where the authors derived several properties of FBCT of inverse
function. Next, we introduce the Gowers uniformity norm on S-boxes, which is
also dependent on the derivatives of its component functions. Correlation with
degree two functions can be identified in this manner. For the first time, we
used the Gowers norm to study the properties of the inverse function. Further,
the nonlinearity profile of inverse function are presented using Gowers norm and
Walsh–Hadamard spectrum of its component functions and their linear combi-
nations. In certain cases our bounds slightly improve the ones in [8]. Our results
have implications towards Block cipher cryptanalysis where inverse functions are
used as basic components.
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