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Abstract

Security amplification is a fundamental problem in cryptography. In this work, we study
security amplification for functional encryption (FE). We show two main results:

• For any constant ε ∈ (0, 1), we can amplify any FE scheme for P/poly which is ε-secure
against all polynomial sized adversaries to a fully secure FE scheme for P/poly, uncondi-
tionally.

• For any constant ε ∈ (0, 1), we can amplify any FE scheme for P/poly which is ε-secure
against subexponential sized adversaries to a fully subexponentially secure FE scheme for
P/poly, unconditionally.

Furthermore, both of our amplification results preserve compactness of the underlying FE
scheme. Previously, amplification results for FE were only known assuming subexponentially
secure LWE.

Along the way, we introduce a new form of homomorphic secret sharing called set homo-
morphic secret sharing that may be of independent interest. Additionally, we introduce a new
technique, which allows one to argue security amplification of nested primitives, and prove a
general theorem that can be used to analyze the security amplification of parallel repetitions.
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1 Introduction

Security amplification is a fundamental problem in which one takes a weakly secure cryptographic
primitive and transforms it into a fully secure primitive. For instance, suppose (G,E,D) is a public-
key encryption (PKE) scheme satisfying standard correctness, but which only satisfies the weak
security guarantee that there exists a constant ε ∈ (0, 1) such that for all messages m0,m1 ∈ {0, 1}λ
and for all polynomial-time adversaries A, we have∣∣∣Pr[A(pk, E(pk,m0)) = 1 | (pk, sk)← G(1λ)]− Pr[A(pk, E(pk,m1)) = 1 | (pk, sk)← G(1λ)]

∣∣∣ ≤ ε.
Then, the relevant security amplification goal for such an ε-secure public-key encryption would
be to construct a new PKE (G′, E′, D′) that satisfies standard security, where the constant ε
above would be replaced with a negligible function in λ. It has long been known [DNR04, HR05]
that the security of ε-secure PKE can be amplified to achieve fully secure PKE unconditionally.
(Remarkably, however, there are still natural questions about security amplification for ε-secure
PKE that remain open – see below.)

Aside from being a fundamental question in its own right, security amplification also opens the
door to building cryptographic primitives from new intractability assumptions. For instance, in the
future, we may discover natural sources of hardness that yield cryptographic primitives with only a
weak level of security. Using security amplification, such novel sources of hardness would still yield
fully secure cryptographic primitives. This motivation is especially important for cryptographic
primitives for which only a few assumptions are known to yield that primitive.

There have been numerous works throughout the years on security amplification for various
cryptographic primitives (for example, [Imp95, BIN97, DKS99, Hol05, Hol06, HR05, Wul07, Wul09,
HPWP10, MT10, Tes11, PV07, CHS05, HIKN08, MPW07, MT09, LT13, JP14, CCL18, AJS18,
AJL+19, GJS19]). As with all cryptographic primitives, minimizing assumptions is a major goal in
security amplification research. Indeed, unlike many results in cryptography, security amplification
results can be unconditional (e.g. [Imp95, BIN97, DKS99, Hol05, Hol06, HR05, Wul07, Wul09,
HPWP10, MT10, Tes11, PV07, CHS05, MPW07, LT13]).

Security Amplification for Functional Encryption. The focus of this paper is to study
security amplification in the context of functional encryption. Functional encryption (FE), intro-
duced by [SW05] and first formalized by [BSW11, O’N10], is one of the core primitives in the
area of computing on encrypted data. This notion allows an authority to generate and distribute
keys associated with functions f1, . . . , fq, called functional keys, which can be used to learn the
values f1(x), . . . , fq(x) given an encryption of x. Intuitively, the security notion states that the
functional keys associated with f1, . . . , fq and an encryption of x reveal nothing beyond the values
f1(x), . . . , fq(x).

Functional encryption has been the subject of intense study [SW05, GGH+13, SW14, GGHZ16,
GKP+13, BGG+14, GVW15, ABSV15a, AJ15, BV15, Lin16, Lin17, GPSZ17, GPS16, LV16, AS17,
LT17, AJS18, AJL+19, Agr19, JLMS19] and has opened the floodgates to important cryptographic
applications that have long remained elusive. These applications include, but are not limited to,
multi-party non-interactive key exchange [GPSZ17], universal samplers [GPSZ17], reusable gar-
bled circuits [GKP+13], verifiable random functions [GHKW17, Bit17, BGJS17], and adaptive gar-
bling [HJO+16]. FE has also helped improve our understanding of important theoretical questions,
such as the hardness of Nash equilibrium [GPS16, GPSZ17]. One of the most important applications
of FE is its implication to indistinguishability obfuscation (iO for short) [AJ15, BV15]. There have
also been several recent works on functional encryption combiners [AJS17, ABJ+19, JMS20] and
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the related problem of iO combiners [AJN+16, FHNS16]. While amplifiers allow one to transform
a weakly secure candidate into a fully secure one, combiners allow one to take many candidates of
which at least one is fully secure (and the others are potentially completely insecure) and transform
them into a fully secure scheme.

Our Results. Remarkably, although functional encryption was introduced 15 years ago in [SW05],
security amplification for ε-secure FE, defined analogously to ε-secure PKE above, was first studied
only recently in [AJS18, AJL+19], which achieved amplification assuming subexponentially secure
LWE. In fact, no security amplification results for FE are known under any other assumptions. In
this paper, we show that one can obtain amplification for FE unconditionally. In particular, we
obtain the following:

Theorem 1.1 (Informal). Assuming an ε-secure FE scheme for P/poly secure against all polyno-
mial sized adversaries for some constant ε ∈ (0, 1), there exists a fully secure FE scheme secure
against all polynomial sized adversaries. Furthermore, the transformation preserves compactness.

Additionally, our amplification result can be generalized to hold against larger adversaries, in
particular, adversaries of subexponential size.

Theorem 1.2 (Informal). Assuming an ε-secure FE scheme for P/poly secure against subexponen-
tial sized adversaries for some constant ε ∈ (0, 1), there exists a subexponentially secure FE scheme.
Furthermore, the transformation preserves compactness.

As a consequence of the above theorem and the FE to iO transformations of [AJ15, BV15,
BNPW16, KS17, KNT18], we observe that we can construct iO from an ε-secure FE scheme secure
against subexponential sized adversaries without the need for any additional assumptions.

Techniques and additional results. To achieve our results, we introduce and construct a new
form of homomorphic secret sharing called set homomorphic secret sharing (SetHSS), informally
defined below in our Technical Overview. This generalizes a recent notion of combiner friendly
homomorphic secret sharing introduced in [JMS20] to a probabilistic scenario tailored for security
amplification.

Our work also involves an intertwined use of hardcore measures [Imp95, KS03, BHK09, MT10,
VZ13] and efficient leakage simulation [TTV09, JP14, Skó15, Skó16, CCL18]. First, we improve
upon and simplify a technique introduced in [AJS18, AJL+19] and then used in [GJS19] that allows
one to argue that some fraction of many parallel repetitions of a weakly secure primitive are likely to
be secure. The original technique critically uses the leakage simulation theorems [JP14, CCL18] in
conjunction with a hardcore measure theorem [MT10], which allows one to escape the computational
overhead of sampling from hardcore measures. We simplify their technique by using a different
leakage simulation theorem [Skó15] which allows for more direct simulation of the applicable leakage.
Moreover, we introduce a new “fine-grained” analysis that is crucial to achieving the parameters
we need for unconditional amplification. Finally, we isolate the core of their technique and derive
a general and applicable theorem (which we call the probabilistic replacement theorem). This
theorem is not specific to any cryptographic primitive and, thus, we believe that it might be useful
for future efforts in cryptographic amplification beyond FE.

Our second technique is a new technique which allows one to argue security amplification of
nested encryptions. In particular, using this technique, we are able to prove the following:

Theorem 1.3 (Informal). For any constant ε ∈ (0, 1) and ε-secure FE scheme FE, the FE scheme
FE∗ obtained by composing FE with itself is ε2 + negl(λ) -secure.
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We remark that this technique can also be generalized to argue similar security for public-key
encryption (PKE). As such, we also show the following:

Theorem 1.4 (Informal). For any constant ε ∈ (0, 1) and ε-secure PKE scheme PKE, the PKE
scheme PKE∗ obtained by composing PKE with itself is ε2 + negl(λ) -secure.

Prior to our paper, to the best of our knowledge, it was not known how to prove that a simple
nesting provided this amplification even for public-key encryption.

Lastly, we remark that this amplification by nesting technique also critically relies on a combi-
nation of leakage simulation and hardcore measures. We believe our results exemplify how potent
this combination can be for security amplification of cryptographic primitives.

2 Technical Overview

To establish our results, we proceed in two phases:

1. First, we construct an amplifier that converts an ε-secure FE scheme for any constant ε ∈ (0, 1)
to an ε′-secure FE scheme for any arbitrarily small constant ε′ < ε.

2. Second, we construct an amplifier that converts an ε-secure FE scheme for any sufficiently
small constant ε < 1

6 to a fully secure FE scheme.

The above template also works to give an amplifier that is subexponentially secure (Theorem
1.2). By composing the amplifiers of these two stages, we arrive at our results. We will begin by
focusing on the second stage of our amplification procedure, namely, how we amplify an FE scheme
that is ε-secure for a constant ε < 1

6 to one that is fully secure.

2.1 Amplification via Secret Sharing and Parallel Repetition

Typically, in order to amplify a weakly secure primitive to a fully secure one, one proceeds by
constructing a scheme that uses many copies of the weakly secure primitive and is secure if a fraction
of these copies are secure. Intuitively, we expect that if these copies of the weakly secure primitive
are independent, then at least some fraction should be secure, and the resulting construction will
also be secure. This idea of parallel repetitions of the weakly secure primitive is utilized typically in
tandem with a secret sharing scheme. For example, the canonical public-key encryption amplifier
works by secret sharing the message and then encrypting each of these shares independently in
parallel using the weakly-secure public-key encryption scheme [LT13]. This paradigm has also been
used to amplify other primitives such as non-interactive zero-knowledge [GJS19], by constructing
a suitable secret sharing scheme.

In order to amplify functional encryption (FE), a natural approach to utilize this framework is
via function secret sharing (FSS). Function secret sharing allows one to split a function f into shares
f1, . . . , fn such that for any input x, we can also split x into shares x1, . . . , xn such that learning
the evaluations f1(x1), . . . , fn(xn) allows one to recover f(x). Informally, the security property
associated with a function secret sharing scheme is that given all but one of the input shares, the
input should remain hidden (beyond what is revealed by f(x)) even if one is given all the function
shares and their evaluations on the input shares. If we had such a function secret sharing scheme,
we could simply encrypt each input share xi under an instantiation FEi of our weakly secure FE
scheme to obtain cti. A ciphertext in our scheme would be (cti)i∈[n]. Similarly, key generation could
use FEi to generate a key ski for the function fi. The function key in our scheme would then be
(ski)i∈[n]. From these ciphertexts and function keys, one could learn (fi(xi))i∈[n] and recover f(x).

3



For security, one would expect that if the FE scheme is weakly secure, then at least one out of the
n instantiations would be secure, in which case, the overall scheme’s security would follow by the
security of the function secret sharing scheme. This general approach was used in [AJS18, AJL+19]
to amplify FE assuming subexponentially secure LWE.

In this work, our goal is to amplify FE unconditionally. We first observe that we can assume
secure one-way functions and still achieve unconditional amplification since a weakly-secure FE
implies a weakly-secure one-way function, which can subsequently be amplified using the result
of [Imp95]. Unfortunately, we do not know how to construct function secret sharing schemes of
the above form assuming only secure one-way functions. However, we note that the above function
secret sharing scheme allows up to n−1 of the shares to be corrupted while maintaining security. Yet,
if we take many copies of an ε-secure FE scheme, we would expect roughly a (1−ε) fraction of copies
to be secure, not just one! Thus, the above function secret sharing scheme has a stronger security
property than the one we would intuitively expect to require for amplification. All we actually need
is a secret sharing scheme that is secure against typical corruption patterns (that is, one that is
secure with high probability if each share is corrupted independently with some probability p). To
capitalize on this intuition, we introduce and construct a new type of homomorphic secret sharing
scheme, called a set homomorphic secret sharing scheme.

Set Homomorphic Secret Sharing Scheme. In a set homomorphic secret sharing (SetHSS)
scheme, function shares are associated with sets (Ti)i∈[m], where each set Ti ⊂ {1, 2, . . . , n}. The
input x is split into n shares x1, . . . , xn. A function fi associated with the set Ti takes as input all
xj ’s such that j ∈ Ti. Thus, we can think of the Ti’s as sets of the indices of the input shares that
the function takes as input. The security guarantee is that if the adversary corrupts some of the
Ti’s and learns all the input shares corresponding to these sets, security still holds provided there
is at least one input share xi∗ that the adversary does not learn.

Using a SetHSS scheme, it is possible to build (what we expect to be) an FE amplifier. We
follow the same approach detailed above for a function secret sharing scheme to build FE, except
we instead use SetHSS with respect to sets (Ti)i∈[m]. That is, we run m copies of the FE setup
algorithm to obtain m master secret keys (mski)i∈[m]. To encrypt a message x, we n-out-of-n
secret share x into shares x1, . . . , xn. For each i ∈ [m], we encrypt (xj)j∈Ti under mski to obtain
cti and set the ciphertext ct as (cti)i∈[m]. To generate function keys, we use the SetHSS scheme
to obtain function shares f1, . . . , fm and then set skf = (ski)i∈[m], where ski is the function key
for fi generated using mski. Observe that by the correctness of the SetHSS scheme and the FE
scheme, the above is a correct FE construction. Since the FE scheme is only weakly-secure, if we
assume that each encryption becomes corrupted with some probability p (this corresponds to a set
Ti becoming corrupted in the SetHSS scheme), we can calculate the probability that the SetHSS
scheme remains secure when the corresponding input shares are leaked.

The question that naturally follows is how do we construct such a SetHSS scheme? The first
step towards this was taken in the recent work of [JMS20], which introduced a specialized form of
function secret sharing, called combiner-friendly homomorphic secret sharing (CFHSS), which was
constructed assuming only one-way functions. Essentially, a CFHSS is a SetHSS where m =

(
n
3

)
,

and the sets Ti are all possible size 3 subsets of {1, 2, . . . , n}. We observe that unfortunately, such
a SetHSS scheme will not suffice for our purposes, because if any constant fraction of the sets Ti
are corrupted, then almost certainly every input share xj would be corrupted.

Instead, for some parameters n and m, we generate sets (Ti)i∈[m] by including each element
in [n] in each Ti independently at random with some probability q. We can then calculate two
probabilities: First, we can ensure that the probability that at least one share xj is not corrupted,
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is sufficiently high – this should intuitively guarantee security. Second, we can ensure that all sets
of size 3 are covered by at least one of the sets Ti – this will allow us to ensure correctness by
setting the function share fi in our SetHSS scheme to be the concatenation of the CFHSS function
shares corresponding to each size 3 subset contained in Ti.

It turns out that setting the parameters n,m, and q above to achieve both properties simulta-
neously is nontrivial, and, in fact, we iterate this process twice. The first SetHSS scheme lets us
amplify from ε < 1

6 security to 1/ poly(λ) security. The second SetHSS scheme lets us amplify from
1/ poly(λ) security to negligible (or sub-exponential) security.

However, our security calculations only give us a sense of what we expect the resulting security
level to be. How do we actually prove that the scheme attains this level of security?

2.2 Proving Security: Probabilistic Replacement Theorem

Consider the following situation: There are n ∈ N independent copies of some primitive that is
known to be only weakly secure (over the randomness of the primitive) for some notion of security.
Then, one wants to claim that if n is large enough, with high probability, at least one of these
n instantiations will be secure. Or as a stronger notion, one might want some fraction of the n
instantiations to be secure. This is useful when security of some larger primitive holds provided
that some fraction of these n instantiations are secure. For example, if one were to additively secret
share a message and then independently encrypt each share, the message remains hidden as long
as at least one of the encryptions cannot be broken.

Proofs using Hardcore Lemmas: Typical proofs of this sort rely on hardcore lemmas that
define hardcore measures. First, we review the notion of a hardcore measure. Suppose that a
primitive is secure with some low probability over its randomness. Then, Impagliazzo’s hardcore
lemma [Imp95] states that there exists some “hard core” of the primitive’s randomness such that the
primitive is secure with high probability (against a somewhat smaller class of adversaries) when its
randomness is restricted to this “hard core”. In other words, though the primitive may be weakly
secure over uniform randomness, there is some “hard core” portion of the randomness on which the
primitive is strongly secure. This “hard core” may be defined as a measure over the randomness
(which we call a hardcore measure) or as a subset of the randomness (which we call a hardcore
set). A more precise specification of the relationship between the security gain and the density of
the hardcore measure can be found in various hardcore lemmas (refer to Section 3).

Then, typical security amplification proofs proceed as follows: In the scenario above, each of
the n instances of the primitive independently samples its randomness from a uniform distribu-
tion. However, this is equivalent to having each primitive sample its randomness from its hardcore
measure with probability proportional to the density of the hardcore measure and sample from
the complement of the hardcore measure with probability proportional to the density of the com-
plement. When considered this way, if the density of the hardcore measure is large enough, with
high probability, some of the instances of the primitive will sample randomness from their hardcore
measures. Therefore, those primitives are secure by the definition of the hardcore measure.

Dealing with the Time Complexity of Sampling Hardcore Measures: Now, this proof
technique works whenever it is the final step in a larger proof of security. But what happens when
this is not the case? For instance, suppose we independently encrypt secret shares of a message m,
and then after claiming some fraction of the encryptions are secure, suppose we want to move to
an experiment where the secure shares are replaced with shares corresponding to the message 0.
A natural idea would be to replace the shares known to be secure (those where the randomness of
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the encryption was sampled from the hardcore measures) with simulated shares via a reduction to
some notion of indistinguishability between the real and simulated shares when the real shares are
hidden.

We note that the reduction in this case, upon receiving either the simulated or real shares,
would need to encrypt these challenge shares using the secure encryption instances. This means
the reduction needs to sample randomness from the hardcore measures of the encryption. This
can be problematic because there is no bound on the efficiency of sampling from these hardcore
measures. Therefore, there is no bound on the efficiency of the reduction. This would be fine if
the secret sharing satisfied a statistical notion of security. Unfortunately, this will not work if the
underlying secret sharing scheme achieves only computational security, such as is the case with our
SetHSS scheme. In general, the same issue can occur whenever computational assumptions need to
be used in the remainder of the proof of security, after applying an appropriate hardcore lemma.

In essence, the issue is that once one uses the fact that one is sampling from the hardcore
measures to prove that an instance is secure, then later reductions may also have to sample from the
hardcore measures. But this sampling may not be efficient, so the reduction may also be inefficient.
To address this problem, we build upon a technique introduced in [AJS18, AJL+19]. We first
observe that hardcore measures of sufficiently high density also have high min-entropy. Then, we
use a leakage simulation theorem from [Skó15] which allows one to simulate sampling from measures
with high min-entropy in a manner that is more efficient; by careful choice of parameters, we show
that this simulation can be made efficient enough to allow us to perform cryptographic reductions.
This allows one to continue performing reductions even after one has invoked the hardcore measures
(instead of sampling from the hardcore measure, we can instead run the simulator for the measure).
Furthermore, we can ensure that the simulator is independent of some of its inputs through the
appropriate use of commitments. We note that instead of using [Skó15] for leakage simulation,
[AJS18, AJL+19] uses a different leakage simulation lemma [CCL18] that deals with low output
length leakage instead of high min-entropy leakage and, therefore, requires the leakage to be first
transformed into an appropriate form. Our proof is thus simpler and more direct. Additionally, by
considering the output of the simulator as a single joint distribution, we can also get slightly better
and more fine-grained parameters, which allows us to get polynomial time simulators for all of the
appropriate parameter regimes we use in this paper. We then present the core of this technique
in a more abstract and modular way so that it can be applied to other situations and proofs. We
note that our abstracted theorem does not refer to hardcore measures at all, but instead refers to
the more natural problem of claiming that some fraction of n primitives is secure.

The Probabilistic Replacement Theorem: More specifically, suppose there are two random-
ized functions E and F that are weakly indistinguishable over their randomness. Then, our theorem
shows indistinguishability between the following two experiments: In one experiment, the adversary
gets n independent evaluations of E on n inputs. In the other experiment, we probabilistically re-
place some of the instances of E with F . Then, we give the adversary evaluations of these instances
of E and F using randomness generated by some bounded-time function h. Essentially, we show
that one can replace some of the instances of E with instances of F , while still maintaining overall
efficiency. Please refer to Section 7 for more details.

Relating this back to the notion of security, we could let F be a “secure” variant of some
primitive E. For instance, F could be an encryption of 0 and E an encryption of the message m. If
E is weakly secure in the sense that E is weakly indistinguishable from F , then if one has enough
independent instances of E, we show that at least some fraction of them will be secure (in the sense
that one can replace these instances of E with the secure variant F ). For more details, please refer

6



to the proof overview in Section 7.

Applying the Probabilistic Replacement Theorem: Having shown the probabilistic replace-
ment theorem (Section 7), it is now possible to prove the security of our FE amplifier described
above fairly easily. Roughly, we will use the probabilistic replacement theorem to replace FE en-
cryptions of SetHSS shares with simulated FE encryptions. Once this has been done, we can use
the security of the underlying SetHSS scheme to argue security of our FE amplifier.

Setting the Parameters: By appropriately setting the parameters n (number of input shares),
m (number of sets in the SetHSS scheme), and q (the probability of an element in [n] being included
in any set), we are able to show that our construction indeed amplifies security. We will have to
apply the construction twice. First, we are able to amplify from a constant ε < 1

6 secure FE scheme
to one that is 1/ poly(λ) secure. Then, we are able to amplify a 1/ poly(λ) scheme to one that is
fully secure. An astute reader may have noticed that at each invocation of our amplifier, we also
lose some correctness. However, in between applications of our amplifier, we can easily amplify
correctness by parallel repetition. This is because we only need one of our repetitions to be correct.
This approach does lose a factor of security proportional to the number of repetitions, but the
parameters can be set so that overall we gain in security while preserving correctness. Please refer
to Section 8 for more details.

2.3 Amplifying Security via Nesting

The above FE amplifier was already sufficient to amplify an ε-secure FE scheme with ε < 1
6 to

a fully secure one. However, we would like to be able to amplify an ε-secure FE scheme for any
constant ε ∈ (0, 1). Here, we show how to amplify an ε-secure FE scheme for any ε ∈ (0, 1) to
an ε′-secure FE scheme for any ε′ ∈ (0, 1). To do this, we first show how to amplify an ε-secure
FE scheme to a (roughly) ε2-secure one. By repeatedly applying this transformation a constant
number of times, we can amplify to any smaller constant. The construction itself is to simply nest
two independent copies of the underlying ε-secure FE scheme. Namely, first encrypt the message
under FE1 to compute ct1 and then encrypt ct1 under FE2 to obtain the final ciphertext ct, with
appropriate functional secret keys. Intuitively, since there are two layers of encryption, where
each layer is secure with probability (1 − ε), we would expect the double encryption to be secure
with probability (1 − ε2). However, proving this requires some care. Indeed, to the best of our
knowledge, such a security amplification result, even for nested public-key encryption, was not
previously known.

Proof Overview: As noted above, we expect our nested scheme to be secure if one of the
encryption layers is secure. Now, if we could prove that each layer is independently insecure with
probability at most ε, then we could show that the amplified FE∗ scheme is only insecure with
probability at most ε2. Unfortunately, the security of the two layers is not independent; in general
the hard core sets of randomness which lead to secure encryptions could depend on the message
being encrypted. Instead, we will achieve similar amplification by in some sense “simulating” the
security of the outer FE in a way that is independent of the security of the inner FE.

First, we quantify the security of the outer FE using hardcore measures. If we have an ε-secure
FE, then for any fixed output of the inner FE, the outer FE is secure with probability at least 1− ε.
Therefore, by Theorem 3.1, there exist hardcore measures (of density 1 − ε) of the randomness of
the outer FE such that the outer FE is strongly secure when its randomness is sampled from these
hardcore measures. So, with probability at least 1 − ε, we sample randomness from the hardcore
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measures of the outer FE and achieve security via these hardcore measures. But with probability
ε, we have no guarantee that the outer FE is secure, so we must rely on the security of the inner
FE.

Now, we want to show that conditioned on the outer FE being potentially insecure (i.e. when
we do not sample from these hardcore measures), then the inner FE is still only insecure with
probability close to ε. In other words, we want to show that the security of the inner and outer
FE schemes are close to independent. To do so, we need to perform a reduction to the ε-security
of the inner FE. At this point, we run into two issues. First, in order to perform our reduction to
the security of the inner FE, we will need to sample from the complement hardcore measures of the
outer FE. (Recall that we first conditioned on the outer FE being potentially insecure.) However,
this is problematic because we have no bound on the efficiency of computing or sampling from
these hardcore measures. Secondly, the hardcore measures of the outer FE depend implicitly on the
randomness used by the inner FE. Or, in other words, the security of the outer FE, as quantified
by these measures, is not independent of the security of the inner FE.

To resolve these issues, we need to find a way to give an efficient reduction to the security of
the inner FE, despite the inefficiencies and dependencies outlined above. Intuitively, we proceed
as follows: Our reduction takes as input the ciphertext produced by the inner FE. The reduction
then uses the fact that the complement of the hard core measure of the outer FE has density ε to
efficiently simulate randomness that is indistinguishable from hardcore randomness; this simulation
uses the leakage simulation theorem of [Skó15]. This allows our reduction to create the outer FE
ciphertext that the adversary expects. Please refer to Section 9 for more details.

2.4 Organization

In Section 3, we recall necessary preliminaries. In Section 4, we define functional encryption
notions with partial security. In Sections 5 and 6, we define and instantiate set homomorphic
secret sharing schemes and analyze their correctness and security when the underlying sets are
sampled in a probabilistic manner. In Section 7, we state and prove the Probabilistic Replacement
Theorem. In Section 8, we show our parallel repetition amplification theorem. In Section 9, we
show our nesting amplification theorem. In Section 10, we show that nesting amplifies the security
of public-key encryption. Finally, in Section 11, we combine our nesting and parallel repetition
amplification results.

3 Preliminaries

Notation Let λ ∈ N be the security parameter. Throughout, we define various size and advantage
parameters as functions of λ. We say that a function f(λ) is negligible, denoted f(λ) = negl(λ), if
f(λ) = λ−ω(1). We say that a function f(λ) is polynomial, denoted f(λ) = poly(λ), if f(λ) = p(λ)
for some fixed polynomial p. Throughout, when we write inequalities in terms of functions of λ,
we mean that these inequalities hold for sufficiently large λ. For n ∈ N, let [n] denote the set
{1, . . . , n}. For a set S, let x← S denote the process of sampling x from the uniform distribution
over S. For a distribution D, let x← D denote the process of sampling x from D.

Definition 3.1 ((s, ε)-Indistinguishability). We say that two ensembles X = {Xλ}λ∈N and Y =
{Yλ}λ∈N are (s, ε)-indistinguishable if for any adversary A of size s,∣∣∣∣ Pr

x←Xλ
[A(1λ, x)]− Pr

y←Yλ
[A(1λ, y)]

∣∣∣∣ ≤ ε
8



for sufficiently large λ ∈ N.

Notation We will say that ensembles satisfy (poly(λ) · s, ε)-indistinguishability if the ensembles
satisfy (p(λ) · s, ε)-indistinguishability for every polynomial p(λ).

We will make use of the following Chernoff bound in our analysis.

Definition 3.2 (Chernoff Bound). Let X1, X2, . . . , Xn be independent and identically distributed
Boolean random variables. Let X =

∑
i∈[n]Xi and let µ = E[X]. Then, for δ ≥ 1,

Pr[X ≥ (1 + δ)µ] ≤ e−
δµ
3 .

We define a measure.

Definition 3.3. A measure is a function M : {0, 1}k → [0, 1].

• The size of a measure is |M| =
∑

x∈{0,1}kM(x).

• The density of a measure is µ(M) = |M|2−k.

• The distribution defined by a measure (denoted by DM) is a distribution over {0, 1}k, where
for every x ∈ {0, 1}k, PrX←DM [X = x] =M(x)/|M|.

• A scaled version of a measure for a constant 0 < c < 1 is Mc = cM. Note that Mc induces
the same distribution as M.

• The complement of a measure is M = 1−M.

Definition 3.4 (Min-entropy). The min-entropy of a variable X is

H∞(X) = − log max
x

Pr[X = x]

Definition 3.5 (Worst-case conditional min-entropy). The worst-case conditional min-entropy of
a variable X conditioned on Z is

H∞(X|Z) = min
z

(− log max
x

Pr[X = x | Z = z])

3.1 Useful Lemmas

Theorem 3.1 (Imported Theorem [MT10]). Let E∗ : {0, 1}n → Y and F ∗ : {0, 1}m → Y be two
functions, and let ε, γ ∈ (0, 1) and s > 0 be given. If for all distinguishers A with size s we have∣∣∣∣ Pr

x←{0,1}n
[A(E∗(x)) = 1]− Pr

y←{0,1}m
[A(F ∗(y)) = 1]

∣∣∣∣ ≤ ε
Then there exist two measures M0 (on {0, 1}n) and M1 (on {0, 1}m) that depend on γ, s such that

1. µ(Mb) ≥ 1− ε for b ∈ {0, 1}

2. For all distinguishers A′ of size s′ = sγ2

128(m+n+1)∣∣∣∣ Pr
x←DM0

[A′(E∗(x)) = 1]− Pr
y←DM1

[A′(F ∗(y)) = 1]

∣∣∣∣ ≤ γ
9



Theorem 3.2 (Imported Theorem [Skó15]. See also [Skó16].). Let n,m ∈ N. For every distribution
(X,W ) on {0, 1}n×{0, 1}m and every s, ε, there exists a simulator h : {0, 1}n → {0, 1}m such that

1. h has size bounded by sizeh = O(s(n+m)22∆ε−5) where ∆ = m−H∞(W |X) is the min-entropy
deficiency.

2. (X,W ) and (X,h(X)) are (s, ε)-indistinguishable. That is, for all circuits C of size s, then∣∣∣∣ Pr
(x,w)←(X,W )

[C(x,w) = 1]− Pr
x←X,h

[C(x, h(x)) = 1]

∣∣∣∣ ≤ ε
4 Functional Encryption

We define the notion of a (secret key) functional encryption scheme.

Syntax of a Functional Encryption Scheme. A functional encryption (FE) scheme FE for a
class of circuits C = {Cλ}λ∈N consists of four polynomial time algorithms (Setup,Enc,KeyGen,Dec)
defined as follows. Let Xλ be the input space of the circuit class Cλ, and let Yλ be the output space
of Cλ. We refer to Xλ and Yλ as the input and output space of the scheme, respectively.

• Setup, msk ← FE.Setup(1λ): It takes as input the security parameter λ and outputs the
master secret key msk.

• Encryption, ct← FE.Enc(msk,m): It takes as input the master secret key msk and a message
m ∈ Xλ and outputs ct, an encryption of m.

• Key Generation, skC ← FE.KeyGen (msk, C): It takes as input the master secret key msk
and a circuit C ∈ Cλ and outputs a function key skC .

• Decryption, y ← FE.Dec (skC , ct): It takes as input a function secret key skC , a ciphertext
ct and outputs a value y ∈ Yλ.

We can similarly define the notion of a public key FE scheme, and our results in this work also hold
for public key FE. However, we choose to focus on secret key FE, as this is a weaker primitive.

We describe the properties associated with an FE scheme.

Correctness.

Definition 4.1 (Approximate Correctness). A functional encryption scheme FE = (Setup,KeyGen,
Enc,Dec) is said to be µ-correct if it satisfies the following property: for every C : Xλ → Yλ ∈
Cλ,m ∈ Xλ it holds that:

Pr


msk← FE.Setup(1λ)
ct← FE.Enc(msk,m)

skC ← FE.KeyGen(msk, C)
C(m)← FE.Dec(skC , ct)

 ≥ µ,
where the probability is taken over the coins of the algorithms.

We refer to FE schemes that satisfy the above definition of correctness with µ = 1− negl(λ) for
a negligible function negl(·) as correct.
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Efficiency: Sublinearity and Compactness.

Definition 4.2 (Sublinearity and Compactness). A functional encryption scheme FE for a circuit
class C containing circuits of size at most s that take inputs of length ` is said to be sublinear if there
exists some constant ε > 0 such that the size of the encryption circuit is bounded by s1−ε · poly(λ, `)
for some fixed polynomial poly. If the above holds for ε = 1, then the FE scheme is said to be
compact.

In this work, we will focus on FE schemes that are sublinear (and possibly compact).

Security. We recall indistinguishability-based super-selective security for FE. This security no-
tion is modeled as a game between a challenger Chal and an adversary A. The game begins with A
submitting message queries (xi)i∈[Γ], a challenge message query (x∗0, x

∗
1), and a function query C.

Chal samples a bit b and responds with ciphertexts corresponding to (xi)i∈[Γ] and x∗b along with a
function key skC corresponding to C. A wins the game if she can guess b with probability signif-
icantly more than 1/2 and if C(x∗0) = C(x∗1). That is to say, the function evaluation computable
by A on the challenge ciphertext gives the same value regardless of b. We can define our security
notion in terms of the size s = s(λ) of adversaries against which security holds and an advantage
ε = ε(λ) that such adversaries can achieve. We say such a scheme is (s, ε)−secure.

Definition 4.3 ((s, ε)-secure FE). A secret-key FE scheme FE for a class of circuits C = {Cλ}λ∈[N]

and message space X = {Xλ}λ∈[N] is (s, ε)-secure if for any adversary A of size s, the advantage of
A is

AdvFEA =
∣∣∣Pr[ExptFEA (1λ, 0) = 1]− Pr[ExptFEA (1λ, 1) = 1]

∣∣∣ ≤ ε,
where for each b ∈ {0, 1} and λ ∈ N, the experiment ExptFEA (1λ, b) is defined below:

1. Challenge queries: A submits message queries (xi)i∈[Γ], a challenge message query (x∗0, x
∗
1),

and a function query C to the challenger Chal, with xi ∈ Xλ for all i ∈ [Γ], x∗0, x
∗
1 ∈ Xλ, and

C ∈ Cλ such that C(x∗0) = C(x∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in
λ.

2. Chal computes msk ← FE.Setup(1λ) and then computes cti ← FE.Enc(msk, xi) for all i ∈
[Γ]. It then computes ct∗ ← FE.Enc(msk, x∗b) and skC ← FE.KeyGen(msk, C). It sends
((cti)i∈[Γ], ct

∗, skC) to A.

3. The output of the experiment is set to b′, where b′ is the output of A.

Adaptive Security and Collusions. The above security notion is referred to as super-selective
security in the literature. One can consider a stronger notion of security, called adaptive secu-
rity with unbounded collusions, where the adversary can make an unbounded (polynomial) num-
ber of function secret key queries and can interleave the challenge messages and the function
queries in any arbitrary order. In this paper, we only deal with super-selectively secure FE
schemes. However, it holds for any fully-secure sublinear FE scheme that these notions are equiv-
alent [KNT18, ABSV15b], and therefore, we only focus on super-selective security in this work, as
it is a simpler starting place.

11



4.1 Semi-Functional FE

In this work, to simplify some constructions and proofs, we will consider the notion of semi-
functional FE (sFE). Semi-functional FE is simply a functional encryption scheme with the following
auxiliary algorithms:

• Semi-functional Key Generation, sfKG(msk, C, θ): On input the master secret key msk,
circuit C ∈ Cλ, and a value θ, it computes the semi-functional key skC,θ.

• Semi-functional Encryption, sfEnc(msk, 1λ): On input the master secret key msk and the
security parameter 1λ, it computes a semi-functional ciphertext ctsf .

When a semi-functional key is used to decrypt a regular ciphertext, the hardcoded value θ is
ignored and decryption operates as with a regular key. However, when a semi-functional key is
used to decrypt a semi-functional ciphertext, the hardcoded value θ is output.

We define two security properties associated with the above auxiliary algorithms: semi-functional
key indistinguishability and semi-functional ciphertext indistinguishability. Intuitively, the semi-
functional key indistinguishability property states that an adversary cannot distinguish between a
regular function key and a semi-functional one with any hardcoded value θ. The semi-functional
ciphertext indistinguishability property informally states that an adversary cannot distinguish be-
tween a real encryption of a message m and a “fake” semi-functional encryption when given a
semi-functional key for the circuit C with θ = C(m).

We now formally define the semi-functional key indistinguishability property and the semi-
functional ciphertext indistinguishability property.

Definition 4.4 ((s, ν)-Semi-functional Key Indistinguishability). A secret-key semi-functional FE
scheme sFE for a class of circuits C = {Cλ}λ∈[N] and message space X = {Xλ}λ∈[N] satisfies (s, ν)-
semi-functional key indistinguishability if for any adversary A of size s, the advantage of A is

AdvsFEK
A =

∣∣∣Pr[ExptsFEK
A (1λ, 0) = 1]− Pr[ExptsFEK

A (1λ, 1) = 1]
∣∣∣ ≤ ν,

where for each b ∈ {0, 1} and λ ∈ N, the experiment ExptsFEK
A (1λ, b) is defined below:

1. Challenge queries: A submits message queries (xi)i∈[Γ], a function query C, and a value
θ to the challenger Chal, with xi ∈ Xλ for all i ∈ [Γ], C ∈ Cλ, and θ ∈ Yλ. Here, Γ is an
arbitrary (a priori unbounded) polynomial in λ.

2. Chal computes msk← FE.Setup(1λ) and then computes cti ← FE.Enc(msk, xi) for all i ∈ [Γ].
If b = 0, it computes sk∗C ← FE.KeyGen(msk, C). If b = 1, it instead computes sk∗C ←
sfKG(msk, C, θ). It sends ((cti)i∈[Γ], sk

∗
C) to A.

3. The output of the experiment is set to b′, where b′ is the output of A.

Definition 4.5 ((s, ε)-Semi-functional Ciphertext Indistinguishability). A secret-key semi-functional
FE scheme sFE for a class of circuits C = {Cλ}λ∈[N] and message space X = {Xλ}λ∈[N] satisfies
(s, ε)-semi-functional ciphertext indistinguishability if for any adversary A of size s, the advantage
of A is

AdvsFEct
A =

∣∣∣Pr[ExptsFEct
A (1λ, 0) = 1]− Pr[ExptsFEct

A (1λ, 1) = 1]
∣∣∣ ≤ ε,

where for each b ∈ {0, 1} and λ ∈ N, the experiment ExptsFEct
A (1λ, b) is defined below:
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1. Challenge queries: A submits message queries (xi)i∈[Γ], a challenge message x∗, and a
function query C to the challenger Chal, with xi ∈ Xλ for all i ∈ [Γ], x∗ ∈ Xλ, and C ∈ Cλ.
Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Chal sets θ = C(x∗). It computes msk← FE.Setup(1λ) and then computes cti ← FE.Enc(msk,
xi) for all i ∈ [Γ] and skC,θ ← sfKG(msk, C, θ). If b = 0, it computes ct∗ ← FE.Enc(msk, x∗).
If b = 1, it instead computes ct∗ ← sfEnc(msk, 1λ). It sends ((cti)i∈[Γ], ct

∗, skC,θ) to A.

3. The output of the experiment is set to b′, where b′ is the output of A.

We can combine the above two security notions into a single security notion for semi-functional
FE as follows.

Definition 4.6 (Semi-functional Security). A secret-key semi-functional FE scheme sFE for a
class of circuits C = {Cλ}λ∈[N] and message space X = {Xλ}λ∈[N] satisfies (s, ν, ε)-semi-functional
security if it satisfies both (s, ν)-semi-functional key indistinguishability (Definition 4.4) and (s, ε)-
semi-functional ciphertext indistinguishability (Definition 4.5).

4.2 From FE to Semi-Functional FE

It turns out that any (s, ε)−secure functional FE scheme for P/poly can be transformed into a
(s, ν, ε)−semi-functional FE assuming the existence of a symmetric key encryption scheme that
is (p(s, λ), ν) secure for a fixed polynomial p(s, λ). The transformation is described for the case
of single collusion below. Let FE be the underlying functional encryption scheme, let sFE denote
the semi-functional scheme, and let E be the secret key encryption scheme. Assume that E has
the property that the string of all zeros never forms a valid secret key. This can be ensured by
resampling the key.

• Setup(1λ):

1. Run sk← FE.Setup(1λ).

2. Run skE ← E.Setup(1λ).

3. Output msk = (sk, skE).

• Enc(msk,m):

1. Parse msk = (sk, skE).

2. Output ct← FE.Enc(sk, (m, 0`E)) where `E is the length of skE.

• KeyGen(msk, C):

1. Parse msk = (sk, skE).

2. Compute c← E.Enc(skE, 0
`C ) where `C is the output length of C.

3. Define Gc(x1, x2): If x2 = 0`, it outputs C(x1); otherwise, it outputs E.Dec(x2, c).

4. Output skC ← FE.KeyGen(sk, Gc).

• Dec(skC , ct): Output y = FE.Dec(skC , ct).

We now describe the semi-functional algorithms:

• sfEnc(msk, 1λ, 1`m):

13



1. Parse msk = (sk, skE).

2. Output ct = FE.Enc(sk, (0`m , skE))

• sfKG(msk, C, θ):

1. Parse msk = (sk, skE).

2. Compute c← E.Enc(skE, θ).

3. Define Gc(x1, x2): If x2 = 0`, it outputs C(x1); otherwise, it outputs E.Dec(x2, c).

4. Output skC,θ = FE.KeyGen(sk, Gc).

Correctness is straightforward to observe. Below, we argue that the sublinearlity property is
preserved.

Sublinearity/Compactness. Let size be the maximum size of the circuit C for which the keys
are issued. Now we upper bound the size of Gc. Observe that Gc simply checks if the input is
formatted with a string of 0`E at the end or not. If that is the case, then it just computes decryption
of c using the second half of the string. The size of this branch is bounded by size · poly(λ) for a
fixed polynomial. Otherwise, it computes the circuit on the first half of the input. The size of this
branch is size. There is an additional overhead of some polynomial in λ to check the formatting of
the pattern of the second half of the input string as the length of the secret key of E is bounded by
a fixed polynomial in λ. Thus the size of the total circuit is bounded by size ·poly(λ) for some fixed
polynomial poly. Sublinearity/compactness thus follows from the sublinearity/compactness of the
underlying scheme FE.

Now we argue the semi-functional security. These reductions are also immediate therefore we
sketch the idea below.

Semi-Functional Key Security. Semi-functional key security follows from the security of the
secret key encryption scheme. Namely, when the honest keys are generated c is an encryption of
0`C , whereas in the other case it is an encryption of θ. Note that in the security game skE is not
involved as the ciphertexts are honestly generated. The time needed by the reduction is the time
needed to run the adversary of size s, issue FE encryptions and keys, and embed c as a challenge to
the adversary. Thus the reduction can be simulated in size p(s, λ) for some fixed polynomial p(s, λ)
depending on the FE scheme. Thus if E is (p(s, λ), ν) secure then sFE also satisfies (s, ν)−semi-
functional key security.

Semi-Functional Ciphertext Security. Semi-functional ciphertext security follows from the
security of the underlying functional encryption scheme FE. Namely, the security game consists
of an FE key for the function Gc where c is an encryption of C(m) for some message m. In the
honest case ciphertext ct is an encryption of (m, 0`E) where as in the semi-functional case, it is an
encryption of (0, skE). Thus if FE is (s, ε) secure then sFE satisfies (s, ε)−semi-functional ciphertext
security property.

Thus we obtain the following theorem:

Theorem 4.1. There exists a fixed constant degree polynomial p(s, λ) with non-negative coeffi-
cients such that assuming a (p(s, λ), ν)−secure secret key encryption scheme, for any large enough
security parameter λ, a (s, ε)−secure FE scheme for P/poly can be transformed into a (s, ν, ε)−semi-
functionally secure FE scheme for P/poly. The transformation also preserves sublinearity/compactness.
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5 Set Homomorphic Secret Sharing Schemes

In [JMS20], as an intermediate step in their construction of an FE combiner, they define and
construct what they call a combiner-friendly homomorphic secret sharing scheme (CFHSS). We
recall this definition here. It is taken essentially verbatim from [JMS20]. Informally, a CFHSS
scheme consists of input encoding and function encoding algorithms. The input encoding algorithm
runs on an input x and outputs input shares si,j,k for i, j, k ∈ [n]. The function encoding algorithm
runs on a circuit C and outputs function shares Ci,j,k for i, j, k ∈ [n]. Then, the decoding algorithm
takes as input the evaluation of all shares Ci,j,k(si,j,k) and recovers C(x). Informally, the security
notion of a CFHSS scheme says that if the shares corresponding to some index i∗ remain hidden,
then the input is hidden to a computationally bounded adversary and only the evaluation C(x) is
revealed.

5.1 Definition

Definition 5.1. A combiner-friendly homomorphic secret sharing scheme, CFHSS = (InpEncode,
FuncEncode,Decode), for a class of circuits C = {Cλ}λ∈N with input space Xλ and output space Yλ
supporting n ∈ N candidates consists of the following polynomial time algorithms:

• Input Encoding, InpEncode(1λ, 1n, x): It takes as input the security parameter λ, the num-
ber of candidates n, and an input x ∈ Xλ and outputs a set of input shares {si,j,k}i,j,k∈[n].

• Function Encoding, FuncEncode(1λ, 1n, C): It is an algorithm that takes as input the se-
curity parameter λ, the number of candidates n, and a circuit C ∈ C and outputs a set of
function shares {Ci,j,k}i,j,k∈[n].

• Decoding, Decode({Ci,j,k(si,j,k)}i,j,k∈[n]): It takes as input a set of evaluations of function
shares on their respective input shares and outputs a value y ∈ Yλ ∪ {⊥}.

A combiner-friendly homomorphic secret sharing scheme, CFHSS, is required to satisfy the
following properties:

• Correctness: For every λ ∈ N, circuit C ∈ Cλ, and input x ∈ Xλ, it holds that:

Pr

 {si,j,k}i,j,k∈[n] ← InpEncode(1λ, 1n, x)

{Ci,j,k}i,j,k∈[n] ← FuncEncode(1λ, 1n, C)

C(x)← Decode({Ci,j,k(si,j,k)}i,j,k∈[n])

 ≥ 1− negl(λ),

where the probability is taken over the coins of the algorithms and negl(λ) is a negligible
function in λ.

• Security:

Definition 5.2 (IND-secure CFHSS). A combiner-friendly homomorphic secret sharing scheme
CFHSS for a class of circuits C = {Cλ}λ∈[N] and input space X = {Xλ}λ∈[N] is selectively secure
if for any PPT adversary A, there exists a negligible function µ(·) such that for all sufficiently
large λ ∈ N, the advantage of A is

AdvCFHSSA =
∣∣∣Pr[ExptCFHSSA (1λ, 1n, 0) = 1]− Pr[ExptCFHSSA (1λ, 1n, 1) = 1]

∣∣∣ ≤ µ(λ),

where for each b ∈ {0, 1} and λ ∈ N and n ∈ N, the experiment ExptCFHSSA (1λ, 1n, b) is defined
below:

15



ExptCFHSSA (1λ, 1n, b):

1. Secure share: A submits an index i∗ ∈ [n] that it will not learn the input shares
for.

2. Challenge input queries: A submits input queries,(
x`0, x

`
1

)
`∈[L]

with x`0, x
`
1 ∈ Xλ to the challenger Chal, where L = poly(λ) is chosen by A.

3. For all `, Chal computes {s`i,j,k}i,j,k∈[n] ← InpEncode(1λ, 1n, x`b). For all `, the chal-

lenger Chal then sends {s`i,j,k}i,j,k∈[n]\{i∗}, the input shares that do not correspond to
i∗, to the adversary A.

4. Function queries: The following is repeated an at most polynomial number of
times: A submits a function query C ∈ Cλ to Chal. The challenger Chal computes
function shares {Ci,j,k}i,j,k∈[n] ← FuncEncode(1λ, 1n, C) and sends them to A along

with all evaluations {Ci,j,k(s`i,j,k)}i,j,k∈[n] for all ` ∈ [L].

5. If there exists a function query C and challenge message queries (x`0, x
`
1) such that

C(x`0) 6= C(x`1), then the output of the experiment is set to ⊥. Otherwise, the output
of the experiment is set to b′, where b′ is the output of A.

Theorem 5.1 ([JMS20]). Assuming one-way functions, there exists a combiner-friendly homomor-
phic secret sharing scheme for P/ poly for n = O(poly(λ)) candidates.

Moreover, [JMS20] also show the following extension of the above theorem, when the underlying
OWF is (O(s), O(s−1))-secure for s = ω(poly(λ)).

Theorem 5.2 ([JMS20]). Assuming an (O(s), O(s−1))-secure one-way function, there exists an
(O(s), poly(λ) · O(s−1))-secure combiner-friendly homomorphic secret sharing scheme for P/ poly
for n = O(poly(λ)) candidates. Moreover, the size of InpEncode is independent of the size of the
circuit class and the size of any Ci,j,k is bounded by |C| · poly(λ, n) for some fixed polynomial.

In this work, we extend the notion of a combiner-friendly homomorphic secret sharing scheme [JMS20]
to a more general setting, which will be useful for amplification. The CFHSS scheme of [JMS20]
implicitly restricts the shares to correspond to all subsets T ⊆ [n] with |T | = 3. This is clear by
simply noting that we can think of the share si,j,k as corresponding to the set T = {i, j, k} (the
construction in [JMS20] does not care about the ordering of i, j, k, so there are only

(
n
3

)
shares in

their construction, not n3). For amplification, we will need to use a more general approach, where
we allow the sets to be arbitrary and given as input to the scheme.

Definition 5.3. A set homomorphic secret sharing scheme, SetHSS = (InpEncode,FuncEncode,
Decode), for n ∈ N candidates, m ∈ N sets {Ti}i∈[m], where each set Ti ⊆ [n], and a class of
circuits C = {Cλ}λ∈N with input space Xλ and output space Yλ consists of the following polynomial
time algorithms:

• Input Encoding, InpEncode(1λ, 1n, {Ti}i∈[m], x): It takes as input the security parameter λ,
the number of candidates n, a collection of m sets {Ti}i∈[m], where each set Ti ⊆ [n], and an
input x ∈ Xλ and outputs a set of input shares {si}i∈[m].
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• Function Encoding, FuncEncode(1λ, 1n, {Ti}i∈[m], C): It takes as input the security param-
eter λ, the number of candidates n, a collection of m sets {Ti}i∈[m], where each set Ti ⊆ [n],
and a circuit C ∈ C and outputs a set of function shares {Ci}i∈[m].

• Decoding, Decode({Ci(si)}i∈[m], {Ti}i∈[m]): It takes as input a set of evaluations of function
shares on their respective input shares and m sets and outputs a value y ∈ Yλ ∪ {⊥}.

A set homomorphic secret sharing scheme, SetHSS, for sets {Ti}i∈[m] has the following proper-
ties:

• Correctness: For every λ ∈ N, circuit C ∈ Cλ, and input x ∈ Xλ, it holds that:

Pr

 {si}i∈[m] ← InpEncode(1λ, 1n, {Ti}i∈[m], x)

{Ci}i∈[m] ← FuncEncode(1λ, 1n, {Ti}i∈[m], C)

C(x)← Decode({Ci(si)}i∈[m], {Ti}i∈[m])

 ≥ 1− negl(λ),

where the probability is taken over the coins of the algorithms and negl(λ) is a negligible
function in λ.

• Security:

Definition 5.4 (IND-secure SetHSS). A set homomorphic secret sharing scheme SetHSS
for a class of circuits C = {Cλ}λ∈[N] with input space X = {Xλ}λ∈[N] and sets {Ti}i∈[m] is
selectively secure if for any PPT adversary A, there exists a negligible function µ(·) such that
for all sufficiently large λ ∈ N, the advantage of A is

AdvSetHSSA =
∣∣∣Pr[ExptSetHSSA (1λ, 1n, 0) = 1]− Pr[ExptSetHSSA (1λ, 1n, 1) = 1]

∣∣∣ ≤ µ(λ),

where for each b ∈ {0, 1} and λ ∈ N and n ∈ N, the experiment ExptSetHSSA (1λ, 1n, b) is defined
below:

ExptSetHSSA (1λ, 1n, b)

1. Secure share: A submits an index i∗ ∈ [n] that it will not learn the input shares
for.

2. Challenge input queries: A submits input queries,(
x`0, x

`
1

)
`∈[L]

with x`0, x
`
1 ∈ Xλ to the challenger Chal, where L = poly(λ) is chosen by A.

3. For all `, Chal computes {s`i}i∈[m] ← InpEncode(1λ, 1n, {Ti}i∈[m], x
`
b). For all `, the

challenger Chal then sends {s`i}i∈[m],i∗ 6∈Ti, the input shares that do not correspond
to a set containing i∗, to the adversary A.

4. Function queries: The following is repeated an at most polynomial number of
times: A submits a function query C ∈ Cλ to Chal. The challenger Chal computes
function shares {Ci}i∈[m] ← FuncEncode(1λ, 1n, {Ti}i∈[m], C) and sends them to A
along with all evaluations {Ci(s`i)}i∈[m] for all ` ∈ [L].

5. If there exists a function query C and challenge message queries (x`0, x
`
1) such that
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C(x`0) 6= C(x`1), then the output of the experiment is set to ⊥. Otherwise, the output
of the experiment is set to b′, where b′ is the output of A.

We refer to a SetHSS scheme that satisfies the correctness and security properties as a correct
and secure SetHSS scheme, respectively.

5.2 SetHSS from CFHSS

Given the CFHSS scheme from [JMS20], we can construct a correct SetHSS scheme for sets T1, T2, . . . , Tm
provided that {Ti}i∈[m] covers all subsets of size 3 (formally defined in Def. 6.1). Looking ahead, our
SetHSS scheme will remain secure if the corruption pattern on the Ti’s is such that some element
j ∈ [n] is not in any corrupted set. This is exactly the unmarked element condition in Sec. 6.

Formally, we show the following.

Theorem 5.3. Assuming one-way functions, there exists a set homomorphic secret sharing scheme
for P/ poly for n = O(poly(λ)) candidates for sets T1, T2, . . . , Tm that cover all subsets of size 3.
Moreover, security holds regardless of the sets T1, T2, . . . , Tm.

We simultaneously also show the following for s = ω(poly(λ)).

Theorem 5.4. Assuming an (O(s), O(s−1))-secure one-way function, there exists an (O(s), poly(λ)·
O(s−1))-secure set homomorphic secret sharing scheme for P/ poly for n = O(poly(λ)) candi-
dates for sets T1, T2, . . . , Tm that cover all subsets of size 3. Security holds regardless of the sets
T1, T2, . . . , Tm. Moreover, the size of the circuit InpEncode(·) is independent of the size of the circuit
class and the size of any function encoding Ci has size bounded by |C| · poly(λ, n,m) for some fixed
polynomial.

5.2.1 Construction

Let CFHSS be the combiner-friendly homomorphic secret sharing scheme given by Thm. 5.1.

• Input Encoding, InpEncode(1λ, 1n, {Tα}α∈[m], x): Run CFHSS.InpEncode(1λ, 1n, x) to com-
pute (si,j,k)i,j,k∈[n]. For each α ∈ [m], let Vα be the set of all ordered tuples v = (i, j, k) with
i, j, k ∈ Tα. Let sα = (sv)v∈Vα .

• Function Encoding, FuncEncode(1λ, 1n, {Tα}α∈[m], C): Run CFHSS.FuncEncode(1λ, 1n, C)
to compute (Ci,j,k)i,j,k∈[n]. For each α ∈ [m], let Vα be the set of all ordered tuples v = (i, j, k)
with i, j, k ∈ Tα. Let Cα be the circuit that, for each v ∈ Vα, computes Cv on the sv portion
of the share sα and outputs the concatenation of all these circuit outputs.

• Decoding, Decode({Ci(si)}i∈[m], {Ti}i∈[m]): For each α ∈ [m], parse Cα(sα) as (Cv(sv))v∈Vα .
Reorder these to obtain (Ci,j,k(si,j,k))i,j,k∈[n] and run CFHSS.Decode((Ci,j,k(si,j,k))i,j,k∈[n]).

Correctness. Correctness follows from the correctness of CFHSS and the fact that {Tα}α∈[m]

cover all subsets of size 3. In particular, observe that Decode is given {Cα(sα)}α∈[m]. Cα(sα) is
simply the concatenation of Ci,j,k(si,j,k) for every tuple of 3 elements (i, j, k) in Tα. Since {Tα}α∈[m]

contains every possible tuple of 3 elements (i, j, k) ∈ [n], it is possible to recover (Ci,j,k(si,j,k))i,j,k∈[n]

and then correctness follows by the correctness of CFHSS.Decode.
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Efficiency. Observe that |InpEncode(·)| is independent of the size of the circuit class since this
property holds for CFHSS.InpEncode. Moreover, since |Ci,j,k| ≤ |C| · poly(λ, n) for any function
encoding Ci,j,k output by CFHSS.FuncEncode, it follows that the size of any function encoding
Ci ≤ |C| · poly(λ, n,m) for a fixed polynomial independent of the size of the circuit class.

Security. Security follows in a straightforward manner from the security of CFHSS. Suppose there
exists an adversary A that can break the security of SetHSS. Then, consider the adversary A′ that
breaks the security of CFHSS. A′ plays the role of the challenger for A and receives an index i∗ and

challenge input queries
(
x`0, x

`
1

)
`∈[L]

from A. It then forwards these to its challenger and receives

{s`i,j,k}i,j,k∈[n]\{i∗} from its challenger. Using these as the output of CFHSS.InpEncode, it runs the
rest of the SetHSS.InpEncode algorithm and sends the input shares to A. Whenever A then sends a
function query, A′ sends the same function query to its challenger and receives {Ci,j,k}i,j,k∈[n]. Using
these as the output of CFHSS.FuncEncode, it runs the rest of the SetHSS.FuncEncode algorithm and
sends the resulting function encoding to A. A′ outputs the result of A as its guess. Observe that A′
perfectly simulates the challenger for A, and so whenever A wins, A′ wins. Thus, if A could break
the security of SetHSS, we would be able to break the security of CFHSS, a contradiction.

6 Covering Sets

In this section, we will define some properties of covering sets that will be useful in our FE con-
struction. Informally, covering sets are a collection of sets (Xi) such that some other collection
of sets (Yj) are covered by the Xi’s. By this, we mean that every Yj is a subset of some Xi. As
discussed previously, our overall plan for constructing an amplified FE is to use a set homomorphic
secret sharing scheme, which will allow us to secret share the message into n shares and then en-
crypt m sets, each which contains some of the n shares. Thus, we can think of the Xi’s as subsets
of [n]. However, we only know how to construct such set homomorphic secret sharing schemes if
the sets cover all subsets of size 3. Furthermore, these set homomorphic secret sharing schemes
have a specific security property defined in Section 5. In this section, we analyze the probability
that randomly sampled sets will cover all size t subsets and the probability that the security prop-
erty is satisfied when the sets are randomly corrupted. These probabilities will be instrumental in
analyzing the correctness and security properties of our amplified FE construction in Section 8.1.

Definition 6.1 (Set t-Covering). We say that a collection of sets T1, T2, . . . , Tm over [n] covers all
subsets of size t if for every T ′ ⊆ [n] with |T ′| = t, there exists some i ∈ [m] such that T ′ ⊆ Ti.

Definition 6.2 (Unmarked Element). Let f : [m]→ {0, 1} be a marking function, where we say an
index i ∈ [n] is “marked” if f(i) = 1 and “unmarked” if f(i) = 0. A collection of sets T1, T2, . . . , Tm
over [n] has an unmarked element with respect to f if there exists an index i ∈ [n] such that for all
sets Tj with i ∈ Tj, f(j) = 0.

Lemma 6.1. Consider sampling m sets T1, T2, . . . , Tm, where each set is chosen by indepen-
dently including each element in [n] with probability q. Then, with probability ≥ 1 − nt(1 − qt)m,
T1, T2, . . . , Tm is a t− covering.

Proof. Let S1, . . . , S(nt)
be all subsets of [n] of size t. For any i ∈ [

(
n
t

)
] and j ∈ [m], then

Pr[Si 6⊆ Tj ] = (1− qt).
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Therefore,
Pr[∀j ∈ [m], Si 6⊆ Tj ] = (1− qt)m.

By the union bound,

Pr

[
∃i ∈

[(
n

t

)]
, ∀j ∈ [m], Si 6⊆ Tj

]
≤ nt(1− qt)m,

giving the desired result.

Lemma 6.2. Consider sampling m sets T1, T2, . . . , Tm, where each set is chosen by independently
including each element in [n] with probability q. Define the marking function f : [m] → {0, 1} by
setting, independently at random for each i ∈ [m], f(i) = 1 with probability p. Then, for any δ ≥ 1,

with probability at least (1− e−
δpm
3 )(1− (1− (1− q)(1+δ)pm)n), the sets have an unmarked element

with respect to f .

Proof. Let S ⊆ [m]. Define BS to be the event that ∀u ∈ S, f(u) = 1, and ∀v /∈ S, f(v) = 0.
Since any distinct i, j ∈ [n] are independently included in each set, observe that for any S ⊆ [m],
the event that i is unmarked given BS is independent of the event that j is unmarked given BS .
Therefore, since i is included in each marked set (a set Tu with f(u) = 1) with probability 1 − q,
then

Pr [i unmarked | BS ] = (1− q)|S|

Pr[∀i ∈ [n], i marked | BS ] = (1− (1− q)|S|)n

Pr[∃i ∈ [n], i unmarked | BS ] = 1− (1− (1− q)|S|)n.

Then,

Pr [∃i ∈ [n], i unmarked] =
∑

Sj⊆[m]

Pr[BSj ](1− (1− (1− q)|Sj |)n)

=

n∑
k=0

∑
Sj ,|Sj |=k

Pr
[
BSj

]
(1− (1− (1− q)k)n)

=

n∑
k=0

Pr[k sets are marked](1− (1− (1− q)k)n)

≥ Pr[at most k sets are marked](1− (1− (1− q)k)n).

for every k ∈ [n]. Let Xi be the event that set Ti is marked (in other words, f(i) = 1). Let
X =

∑
i∈[m]Xi. Note that E[X] = pm. Then, by the Chernoff bound (Def. 3.2) for any δ ≥ 1,

Pr[X ≥ (1 + δ)pm] ≤ e−
δpm
3 .

Therefore,

Pr[∃i ∈ [n], i unmarked] ≥ (1− e−
δpm
3 )(1− (1− (1− q)(1+δ)pm)n).

7 Probabilistic Replacement Theorem

Please refer to the technical overview (Section 2.2) for the high level overview and motivation of
this theorem as well as an introduction to hardcore measures.
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Our Theorem: Suppose there are two randomized functions E and F that are weakly indis-
tinguishable over their randomness and the randomness of the distinguisher. Then, our theorem
below shows indistinguishability between the following two experiments: In one experiment, the
adversary gets n independent evaluations of E on n inputs. In the other experiment, we probabilis-
tically replace some of the instances of E with F . Then, we give the adversary evaluations of these
instances of E and F using randomness generated by some bounded time function h. Essentially,
we show that one can replace some of the instances of E with instances of F while still maintaining
overall efficiency.

We also include some other details. First, we need to determine which inputs to evaluate
E and F on. As such, we define Gen to be any randomized circuit that produces these inputs,
and evaluate E and F on the output of Gen. Second, we also allow for the adversary to receive
additionally auxiliary input, which can also be output by Gen. Lastly, we allow some control over
which inputs of E and F the bounded time function h will depend upon. We can achieve this by
modifying our first experiment to also output a commitment Z of the inputs we wish to remain
hidden. Then, the simulator h produced in the second experiment will only depend on some of the
hidden values, namely the values needed to compute the instances of E and F that are actually
output. (In contrast, h could have been dependent upon on all of the potential inputs of both E
and F in every instance.)

Finally, we note that our introduction of a commitment into the theorem is not a significant
problem when using this theorem to prove the security of some game that did not originally contain
commitments. Rather than proving directly that an adversary cannot break a security game, one
can instead prove a stronger notion of security in which the adversary is unable to break the security
game even when additionally given a commitment of some secret information. Since, an adversary
can only have a smaller advantage in differentiating these experiments when this commitment is not
given (an adversary that can break security without the commitment can break security with the
commitment by ignoring the commitment), regular security trivially follows. In fact, we use this
exact technique in our FE amplification. Note that if the adversary is not strong enough to break
the commitment, then giving them a commitment of the secret information will not significantly
impact security.

Remark 7.1. We wrote our theorem in a very general form in order to facilitate potential reuse
in other research. As such, the security parameters in the theorem statement are quite complex.
However, we have also included three corollaries that use much simpler and more natural param-
eters. We refer the reader to these corollaries rather than the actual theorem when fine-grained
tuning of the parameters is not necessary.

Theorem 7.1 (Probabilistic Replacement Theorem). Let λ be a parameter. Let E : S × X ×
{0, 1}` →W and F : T ×Y × {0, 1}` →W be deterministic O(poly(λ))-time computable functions,
with ` = O(poly(λ)). Let n = O(poly(λ)). Then, if

• Com is any commitment with (sizeHIDE, advHIDE)-computational hiding and (statBIND)-statistical
binding,

• Gen is any randomized circuit of size O(poly(λ)) with range (S × X × T × Y)n × AUX such
that for all ((si, xi, ti, yi)i∈[n], aux) output by Gen(1λ, 1n) for all i ∈ [n] and for all sizeEF
algorithms A,∣∣∣∣ Pr

ri←{0,1}`
[A(E(si, xi, ri)) = 1]− Pr

ri←{0,1}`
[A(F (ti, yi, ri)) = 1]

∣∣∣∣ ≤ advEF ,
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there exists a randomized function h of size sizeh such that for all algorithms A′ of size size∗,∣∣Pr[A′(EXP0) = 1]− Pr[A′(EXP1) = 1]
∣∣ ≤ adv∗,

where we define

EXP0:

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).

3. Sample ri from {0, 1}` for i ∈ [n].

4. Compute wi = E(si, xi, ri) for i ∈ [n].

5. Output (Z, (wi)i∈[n], aux).

EXP1:

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com(0`Z ) where `Z = |(si, ti)i∈[n]|.

3. Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. Compute (ri)i∈[n] ← h(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) where A0 = {i | αi = 0}
and A1 = {i | αi = 1}.

5. For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri); otherwise, compute wi =
E(si, xi, ri).

6. Output (Z, (wi)i∈[n], aux).

and for any parameters sizeSIM > 0 and advSIM, advHCM ∈ (0, 1) and for advmin = min(advEF , 1 −
advEF ),

• sizeh = O(poly(λ) · sizeSIM22n log(adv−1
min)adv−5

SIM).

• size∗ is the minimum of the following:

–
sizeEF adv

2
HCM

128(2`+1) − poly(λ)

– sizeSIM − poly(λ)

– sizeHIDE − sizeh − poly(λ)

• adv∗ ≤ n · advHCM + statBIND + advSIM + advHIDE.

Theorem 7.1 immediately gives rise to two corollaries: one where we assume that E and F are
weakly indistinguishable against polynomial sized adversaries, and one where they are weakly in-
distinguishable against subexponential sized adversaries. The proofs of these corollaries can be
found after the proof of the main theorem at the end of this section. Recall the following notation:
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Notation We say that ensembles satisfy (poly(λ) · s, ε)-indistinguishability if the ensembles satisfy
(p(λ) · s, ε)-indistinguishability for every polynomial p(λ).

Corollary 7.1 (Probabilistic Replacement Theorem Against Poly-Time Adversaries). Let λ be
a parameter. Let E : S × X × {0, 1}` → W and F : T × Y × {0, 1}` → W be deterministic
O(poly(λ))-time computable functions, with ` = O(poly(λ)). Let n = O(poly(λ)). Then, if

• Gen is any randomized circuit of size O(poly(λ)) with range (S × X × T × Y)n × AUX such
that for all ((si, xi, ti, yi)i∈[n], aux) output by Gen(1λ, 1n) for all i ∈ [n] and for all poly-sized
algorithms A,∣∣∣∣ Pr

ri←{0,1}`
[A(E(si, xi, ri)) = 1]− Pr

ri←{0,1}`
[A(F (ti, yi, ri)) = 1]

∣∣∣∣ ≤ advEF ,

• Com is any commitment with (poly(λ)·22n log(adv−1
min), negl(λ))-computational hiding and (negl(λ))-

statistical binding where advmin = min(advEF , 1− advEF ),

then for any polynomials v(λ) and q(λ), there exists a randomized function h of size O(poly(λ) ·
22n log(adv−1

min)) such that for all algorithms A′ of size v(λ),∣∣Pr[A′(EXP0) = 1]− Pr[A′(EXP1) = 1]
∣∣ < 1

q(λ)
,

where EXP0 and EXP1 are defined as in Thm. 7.1.

Corollary 7.2 (Probabilistic Replacement Theorem Against Subexponential Time Adversaries).
Let λ be a parameter. Let E : S ×X × {0, 1}` →W and F : T ×Y × {0, 1}` →W be deterministic
O(poly(λ))-time computable functions, with ` = O(poly(λ)). Let n ≤ λt for some constant t > 0.
Then, if

• Gen is any randomized circuit of size O(poly(λ)) with range (S × X × T × Y)n × AUX such
that for all ((si, xi, ti, yi)i∈[n], aux) output by Gen(1λ, 1n) for all i ∈ [n] and for all size 2λ

c

algorithms A for some constant c > 0,∣∣∣∣ Pr
ri←{0,1}`

[A(E(si, xi, ri)) = 1]− Pr
ri←{0,1}`

[A(F (ti, yi, ri)) = 1]

∣∣∣∣ ≤ advEF ,

where 1
p(λ) ≤ advEF ≤ 1− 1

p(λ) for some polynomial p(λ),

• Com is any commitment with (2λ
c′
, 2−λ

c′
)-computational hiding and (2−λ

c′
)-statistical binding

for a constant c′ > max{c, t},

there exists a randomized function h of size O(2λ
c ·22n log(p(λ))) such that for all size 2λ

c′′
algorithms

A′, ∣∣Pr[A′(EXP0) = 1]− Pr[A′(EXP1) = 1]
∣∣ ≤ 2−λ

c′′

for some constant c′′ > 0, where EXP0 and EXP1 are defined as in Thm. 7.1.

Furthermore, using a more fine-grained approach, it is possible to prove a variant of the prob-
abilistic replacement theorem that allows us to lower the size of h at the cost of increasing the
distinguishing advantage of the adversary. We will need to use this fine-grained approach when
proving security against polynomial time adversaries. We state the resulting corollary here and
provide a proof after the proof of the main theorem at the end of this section. We highlight the
changes from Cor. 7.1 in red.
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Corollary 7.3 (Probabilistic Replacement Theorem Against Poly-Time Adversaries Fine-Grained
Version). Let λ be a parameter. Let E : S × X × {0, 1}` → W and F : T × Y × {0, 1}` → W be
deterministic O(poly(λ))-time computable functions, with ` = O(poly(λ)). Let n = O(poly(λ)). Let
a ∈ N with a ≤ n. Then, if

• Gen is any randomized circuit of size O(poly(λ)) with range (S × X × T × Y)n × AUX such
that for all ((si, xi, ti, yi)i∈[n], aux) output by Gen(1λ, 1n) for all i ∈ [n] and for all poly-sized
algorithms A,∣∣∣∣ Pr

ri←{0,1}`
[A(E(si, xi, ri)) = 1]− Pr

ri←{0,1}`
[A(F (ti, yi, ri)) = 1]

∣∣∣∣ ≤ advEF ,

• Com is any commitment with (poly(λ)·22·[n log((1−advmin)−1)+a log(adv−1
min−1)], negl(λ))-computational

hiding and (negl(λ))-statistical binding where advmin = min(advEF , 1− advEF ),

then for any polynomials v(λ) and q(λ), there exists a randomized function h of size O(poly(λ) ·
22·[n log((1−advmin)−1)+a log(adv−1

min−1)]) such that for all algorithms A′ of size v(λ),∣∣Pr[A′(EXP0) = 1]− Pr[A′(EXP1) = 1]
∣∣ < 1

q(λ)
+(
en · advmin

a
)a

where EXP0 and EXP1 are defined as in Thm. 7.1.

Remark 7.2. Theorem 7.1 and Corollaries 7.1, 7.2, and 7.3 hold even when some or all of the input
domains S,X , T ,Y of E and F are empty sets. In this case, we can simply remove all references
to these domain(s) and to variables chosen from these domain(s) in the theorem statements. The
proof of such a modified theorem is simply the original proof but with these domain(s) and variables
removed. For example, if we have E : X × {0, 1}` →W, then the theorem statements are still true
even when all references to S and si are removed. In particular, in this case, the commitment Z in
EXP0 would simply be a commitment of (ti)i∈[n]. In the special case when both S and T are the
empty set, then we do not need a commitment at all. This corresponds to the case when we do not
require any of the inputs to E and F to be hidden from the simulator h. In this case, the theorem
statements also hold when we additionally remove all references to Z. For instance, the output of
EXP0 and EXP1 would simply be ((wi)i∈[n], aux). The proof of such a statement is the same proof,
but with all the references to Z additionally removed as well. In particular, Machine as defined in
Hybrid3 would no longer need to take Z as an input nor break the commitment Z, and Hybrid5

can be removed.

Proof Overview:

Replacing E with F (Hybrids 0-2): Starting with EXP0, our first goal is to swap out some
of the n evaluations of E with evaluations of F . Intuitively, we expect that since E and F are
weakly indistinguishable, then we should be able to replace at least some of the E’s with F ’s.
We prove this using hardcore lemma techniques. First, we use [MT10] to show that for any fixed
inputs si, xi, ti, yi, there exist hardcore measures for E and F such that distinguishing E and
F is hard when we evaluate them on si, xi, ti, yi with randomness drawn from these hardcore
measures. Then, for each instance of E, we sample E’s randomness from its hardcore measure (with
respect to F , si, xi, ti, yi) with probability proportional to the density of this measure and sample
randomness from the complement of this measure with probability proportional to the density of
the complement. Note that this is equivalent to sampling uniform randomness for E. Then, all of
the instances of E that sampled randomness from their hardcore measures can be swapped out for
instances of F since E and F are strongly indistinguishable when their randomness is taken from
these hardcore measures.
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Moving back to a bounded time hybrid (Hybrids 3-4): We have now moved to a hybrid
where we have swapped some of the instances of E for instances of F as desired. Unfortunately,
this hybrid is inefficient because we must sample from the hardcore measures. To move back to
a more efficient hybrid, we need to replace this hardcore measure with a samplable distribution.
To do so, we will use a theorem from [Skó15] that allows us to simulate any distribution with
high min-entropy in bounded time. Then, we get our simulator by proving a lower bound on the
min-entropy of our hardcore measures.

Commitment scheme (Hybrids 3,5): We have added the commitment scheme so that our
bounded time simulator h is independent of some of the inputs to E and F (apart from what can
be extrapolated from the other inputs). More specifically, our bounded time simulator will not
depend on si for indices i where we have replaced E with F and will not depend on ti for indices
i where we do not replace E with F . This is useful when we want to prove that the output of
EXP1 is independent of these inputs. Now, recall that we are simulating a sampler for the hardcore
sets. Since these hardcore sets depend on (si, ti)i∈[n], the actual sampler must know these values
in order to function correctly. However, if we give the sampler these values directly as input, then
the simulator will also get them as input. Thus, we give these values to the sampler indirectly
in the form of a secure commitment. Since only the output length of the sampler matters, and
not the efficiency, the sampler can brute force break the commitment and retrieve all the values
(si, ti)i∈[n] that it needs. Therefore, although the simulator also receives this commitment, as long
as we ensure that the simulator is too weak to break the commitment, then we can safely replace
the simulator’s commitment of (si, ti)i∈[n] with a commitment of 0. Therefore, the simulator will
not need to receive all of (si, ti)i∈[n] as input and can be independent of some of these values.

25



Hybrid0: This hybrid corresponds to EXP0.

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).

3. Sample ri from {0, 1}` for i ∈ [n].

4. Compute wi = E(si, xi, ri) for i ∈ [n].

5. Output (Z, (wi)i∈[n], aux).
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Recall the following theorem. We define measures as in Definition 3.3 and use DM to denote the
distribution induced by measure M.

Theorem 7.2 (Imported Theorem [MT10]). Let E∗ : {0, 1}n → Y and F ∗ : {0, 1}m → Y be two
functions, and let ε, γ ∈ (0, 1) and s > 0 be given. If for all distinguishers A with size s we have∣∣∣∣ Pr

x←{0,1}n
[A(E∗(x)) = 1]− Pr

y←{0,1}m
[A(F ∗(y)) = 1]

∣∣∣∣ ≤ ε
Then there exist two measures M0 (on {0, 1}n) and M1 (on {0, 1}m) that depend on γ, s such that

1. µ(Mb) ≥ 1− ε for b ∈ {0, 1}

2. For all distinguishers A′ of size s′ = sγ2

128(m+n+1)∣∣∣∣ Pr
x←DM0

[A′(E∗(x)) = 1]− Pr
y←DM1

[A′(F ∗(y)) = 1]

∣∣∣∣ ≤ γ
Now, we use this theorem to define our hardcore measures for E and F with respect to fixed

inputs si, xi, ti, yi. These measures will allow us to explicitly define when an instance of E can be
securely replaced with F .

Lemma 7.1. Let E : S ×X ×{0, 1}` →W and F : T ×Y ×{0, 1}` →W be two functions, and let
advEF , advHCM ∈ (0, 1) and sizeEF > 0 be given. Let si ∈ S, xi ∈ U , ti ∈ T , yi ∈ V be fixed inputs
such that for all size sizeEF algorithms A,∣∣∣∣ Pr

ri←{0,1}`
[A(E(si, xi, ri)) = 1]− Pr

ri←{0,1}`
[A(F (ti, yi, ri)) = 1]

∣∣∣∣ ≤ advEF .

Define Ei : {0, 1}` → Y by Ei(ri) = E(si, xi, ri). Define Fi : {0, 1}` → Y by Fi(ri) = F (ti, yi, ri).
Then, there exist two measures MEi and MFi (on {0, 1}`) such that

1. µ(MEi) = (1− advEF ) and µ(MFi) = (1− advEF )

2. For all distinguishers A′ of size sizeHCM =
sizeEF adv

2
HCM

128(2`+1) ,∣∣∣∣∣ Pr
ri←DMEi

[A′(Ei(ri)) = 1]− Pr
ri←DMFi

[A′(Fi(ri)) = 1]

∣∣∣∣∣ ≤ advHCM,

Proof. By Theorem 7.2, there exist two measures M′Ei and M′Fi (on {0, 1}`) such that

1. µ(M′Ei) ≥ 1− advEF and µ(M′Fi) ≥ 1− advEF

2. For all distinguishers A′ of size sizeHCM =
sizeEF adv

2
HCM

128(2`+1) ,∣∣∣∣∣∣ Pr
ri←DM′

Ei

[A′(Ei(ri)) = 1]− Pr
ri←DM′

Fi

[A′(Fi(ri)) = 1]

∣∣∣∣∣∣ ≤ advHCM,
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Now, we will simply scale these two measures so that they have the appropriate density. Define

MEi =

(
1−advEF
µ(M′Ei )

)
M′Ei and MFi =

(
1−advEF
µ(M′Fi )

)
M′Fi . Observe that this scaling is valid since

0 < (1−advEF
µ(M′Ei )

), (1−advEF
µ(M′Fi )

) ≤ 1. Then, MEi and MFi have density exactly (1− advEF ). Since MEi

andMFi are simply the scaled measures ofM′Ei andM′Fi , then DMEi
= DM′Ei and DMFi

= DM′Fi ,
so the claim holds.

Remark 7.3. In Lemma 7.1, MEi and MFi are the scaled hardcore measures of the randomness
used by E and F for fixed inputs si, xi, ti, yi. As such, MEi and MFi may depend on si, xi, ti, yi.

Hybrid1: This hybrid is identical to the previous hybrid. However, to compute each random
string ri used by E on inputs si, xi, we instead sample ri from the (scaled) hardcore measure
MEi (corresponding to E,F, si, xi, ti, yi and as described in Lemma 7.1 above) with probability
proportional to the density of MEi and sample from the complement measure MEi = 1 −MEi

with probability proportional to the density of the complement. Note that this method of sampling
is equivalent to sampling ri uniformly at random from its domain. A vector α ∈ {0, 1}n is used
to indicate whether each random string ri should be drawn from MEi or MEi . This hybrid is
inefficient since MEi and MEi are not necessarily efficiently computable or samplable.

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).

3. [Change] Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. [Change] For every i ∈ [n], if αi = 1, sample ri ← DMEi
; otherwise, sample ri ← DMEi

.

Note that MEi may depend on si, xi, ti, yi.

5. Compute wi = E(si, xi, ri) for i ∈ [n].

6. Output (Z, (wi)i∈[n], aux).

Lemma 7.2. For any adversary A, |Pr[A(Hybrid1) = 1]− Pr[A(Hybrid0) = 1]| = 0.

Proof. These hybrids are identical. Observe that the measure MEi for every i ∈ [n] has density
exactly (1 − advEF ). Thus, we can think of uniform randomness as sampling from MEi with
probability (1− advEF ) and from MEi with probability advEF .
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Hybrid2: This hybrid is inefficient. Here, for every i ∈ [n] where αi = 1, we switch from computing
E with randomness drawn from hardcore measure MEi to computing F with randomness drawn
from hardcore measure MFi (corresponding to E,F, si, xi, ti, yi and as described in Lemma 7.1).
The properties of the hardcore measures ensure that this hybrid is indistinguishable from the
previous hybrid.

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).

3. Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. [Change] For every i ∈ [n], if αi = 1, sample ri ← DMFi
; otherwise, sample ri ← DMEi

.

Note that MEi and MFi may depend on si, xi, ti, yi.

5. [Change] For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri); otherwise, compute wi =
E(si, xi, ri).

6. Output (Z, (wi)i∈[n], aux).

Lemma 7.3. If E and F are (sizeEF , advEF )-indistinguishable, then there exists a fixed polynomial

q2(λ), such that for any adversary A of size sizeHCM ≤ (
sizeEF adv

2
HCM

128(2`+1) − q2(λ)),

|Pr[A(Hybrid2) = 1]− Pr[A(Hybrid1) = 1]| ≤ n · advHCM.

Proof. This lemma follows from a direct application of Lemma 7.1. We proceed with a proof
by contradiction. Suppose that there exists A of size sizeHCM such that |Pr[A(Hybrid2) =
1]−Pr[A(Hybrid1) = 1]| > n·advHCM. Let Hybrid1,α and Hybrid2,α represent the corresponding
hybrids where we fix the string α normally sampled in step 3 of the hybrids. Then, by the pigeonhole
principle, since

∑
α∈{0,1}n Pr[α] = 1 and ∀α, 0 < Pr[α] < 1 and

∑
α∈{0,1}n Pr[α]|Pr[A(Hybrid2,α) =

1]− Pr[A(Hybrid1,α) = 1]| ≥ |Pr[A(Hybrid2) = 1]− Pr[A(Hybrid1) = 1]| > n · advHCM,

∃α∗ ∈ {0, 1}n such that |Pr[A(Hybrid2,α∗) = 1]− Pr[A(Hybrid1,α∗) = 1]| > n · advHCM

Note that this α∗ 6= 0n since Hybrid2,0n and Hybrid1,0n are identical, so any adversary would
have a distinguishing advantage of 0.

Fix any such α∗. Now, we will construct a series of intermediate hybrids. Define Hybrid1,α∗,0 =
Hybrid1,α∗ . For each i ∈ [n], define Hybrid1,α∗,i to be identical to the previous hybrid Hybrid1,α∗,i−1

except that if α∗i = 1, we compute wi = F (ti, yi, ri) instead of wi = E(si, xi, ri) in step 5. (If
α∗i = 0, this intermediate hybrid is the same as the previous hybrid.) Observe that Hybrid1,α∗,n =
Hybrid2,α∗ . Since |Pr[A(Hybrid2,α∗) = 1]− Pr[A(Hybrid1,α∗) = 1]| > n · advHCM,

∃j ∈ [n] such that Pr[A(Hybrid1,α∗,j) = 1]− Pr[A(Hybrid1,α∗,j−1) = 1]| > advHCM.

Note that for this value of j, α∗j = 1 since otherwise the intermediate hybrids are identical.
Fix any such j. Now, consider the nonuniform adversary A′ that is given as nonuniform advice,

α∗, j along with randomness rGen for Gen, rCom for Com, and (ri)i 6=j for computing E and F for
which A has the largest advantage in distinguishing hybrids Hybrid1,α∗,j and Hybrid1,α∗,j−1 (i.e.

A has advantage at least advHCM). Let ((si, xi, ti, yi)i∈[n], aux) be the output of Gen(1λ, 1n; rGen).
With (si, xi, ti, yi)i∈[n] fixed, A′ receives as input from its challenger either yj = E(sj , xj , rj) where
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rj ← DMEj
or yj = F (tj , xj , r

′
j) where r′j ← DMFj

. Then, A′ computes ((si, xi, ti, yi)i∈[n], aux) =

Gen(1λ, 1n; rGen), Z = Com((si, ti)i∈[n]; rCom), and the values wi for i 6= j (computed as either
E(si, xi, ri) or as F (ti, yi, ri) according to hybrids Hybrid1,α∗,i−1 and Hybrid1,α∗,i). A′ then gives
(Z, (wi)i∈[n], aux) to A and outputs whatever A outputs. A′ exactly simulates Hybrid1,α∗,j−1

when it is given wj = E(sj , xj , rj) and Hybrid1,α∗,j when it is given wj = F (tj , xj , r
′
j) (and

when A′ is using the randomness rGen for Gen, rCom for Com, and (ri)i 6=j for which A has the
strongest distinguishing advantage). Therefore, A′ has advantage at least advHCM in distinguishing
E(sj , xj , rj) and F (tj , xj , r

′
j). Observe that A′ does not need to sample from the hardcore measures,

since for i ∈ [n], A′ is either given the randomness needed to compute wi as non-uniform advice
or receives wi directly as input. Therefore, since Gen,Com, E, F are O(poly(λ))-time computable
functions and n = O(poly(λ)), then A′ has size sizeHCM + q(λ) for some polynomial q(λ). Define

q2(λ) = q(λ). Then, size(A′) = sizeHCM + q2(λ) ≤ sizeEF adv
2
HCM

128(2`+1) , contradicting Lemma 7.1.
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Hybrid3: This hybrid is inefficient. In this hybrid, we introduce a machine Machine which computes
the hardcore measures and samples the required random values from these distributions. However,
instead of explicitly giving Machine all of the values (si, ti)i∈[n] it needs to compute these measures,
we have the machine break a commitment of Z = Com((si, ti)i∈[n]) to get the missing values.
Machine will also ensure that the measures it samples from have the correct minimum densities
by replacing the computed hardcore measures with measures of maximum density if the computed
measures are not dense enough.

Define Machine to be the following randomized algorithm. Let A0 = {i | αi = 0} and A1 = {i |
αi = 1}. Note that though Machine also takes (si)i∈A0 , (ti)i∈A1 , and aux as input, it does not use
them. This formulation is necessary for the reduction in the next hybrid.

Machine(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux)

1. Break Z to compute (si, ti)i∈[n].

2. For every i ∈ [n], computeMFi andMEi . If µ(MFi) < (1−advEF ) or µ(MEi) < advEF ,
then set both measures to be the maximum density measureMmax over the same domain.
We define Mmax(x) = 1 for all x in the domain. Note that µ(Mmax) = 1.

3. For every i ∈ [n], if αi = 1, sample ri ← DMFi
; otherwise, sample ri ← DMEi

. Note that

MEi and MFi may depend on si, xi, ti, yi.

4. Output (ri)i∈[n]

Here is the hybrid:

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).

3. Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. [Change] Generate (ri)i∈[n] ← Machine(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) where A0 =
{i | αi = 0} and A1 = {i | αi = 1}.

5. For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri) for i ∈ [n]; otherwise, compute
wi = E(si, xi, ri).

6. Output (Z, (wi)i∈[n], aux).

Lemma 7.4. If Com has statBIND statistical binding, then for any adversary A,

|Pr[A(Hybrid3) = 1]− Pr[A(Hybrid2) = 1]| ≤ statBIND.

This indistinguishability is statistical.

Proof. If Com has statBIND statistical binding, then with probability at least 1− statBIND over the
coins of the setup algorithm of the commitment scheme, the hybrids are identical. Note that if
Machine correctly computes (si, ti)i∈[n] from Z, then MFi and MEi will both have the required
minimum densities by Lemma 7.1, so Machine will not replace them with Mmax.
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Recall the following leakage simulation theorem:

Theorem 7.3 (Imported Theorem [Skó15]). Let n,m ∈ N. For every distribution (X,W ) on
{0, 1}n × {0, 1}m and every s, ε, there exists a simulator h : {0, 1}n → {0, 1}m such that

1. h has size bounded by sizeh = O(s(n+m)22∆ε−5) where ∆ = m−H∞(W |X) is the min-entropy
deficiency.

2. (X,W ) and (X,h(X)) are (s, ε)-indistinguishable. That is, for all circuits C of size s, then∣∣∣∣ Pr
(x,w)←(X,W )

[C(x,w) = 1]− Pr
x←X,h

[C(x, h(x)) = 1]

∣∣∣∣ ≤ ε
Corollary 7.4. Define Φ to be the distribution (α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) generated
by running steps 1-3 of Hybrid4 below. Define (Φ,Ψ) to be the distribution of (φ, ψ) generated by
sampling φ ← Φ and then setting ψ = Machine(φ). Then, there exists a simulator h such that for
advmin = min(advEF , 1− advEF ) then

1. h has size bounded by sizeh = O(poly(λ) · sizeSIM22n log(adv−1
min)adv−5

SIM).

2. For every adversary A′ of size sizeSIM, then∣∣∣∣ Pr
φ←Φ

[A′(φ,Machine(φ)) = 1]− Pr
φ←Φ,h

[A′(φ, h(φ)) = 1]

∣∣∣∣ ≤ advSIM

Proof. This follows directly from Theorem 7.3 provided that we prove certain lower bounds on
H∞(Ψ | Φ). Note that |Machine(φ)| = n` since Machine outputs n random strings ri each of length
`. Thus, to prove this corollary, it is enough to prove the following:

Claim 7.1. H∞(Ψ|Φ) ≥ n`− n log(adv−1
min).

We will now prove the above claim. Fix any φ← Φ. Recall that advmin = min(advEF , 1− advEF ).
Thus, ∀i, µ(MFi) ≥ 1 − advEF ≥ advmin and µ(MEi) ≥ advEF ≥ advmin. Therefore, since
the output of Machine(φ) is n strings, each of which is randomly selected from either MFi or
MEi , then the density of the output of Machine(φ) is at least advnmin. So for any fixed φ, then
maxψ(Pr(Machine(φ) = ψ)) ≤ 1

2n`·advnmin
. Thus,

H∞(Ψ|Φ) = min
φ

(− log max
ψ

Pr[Ψ = ψ | Φ = φ])

≥ − log

(
1

2n` · advnmin

)
= n`− n log(adv−1

min)

Since both |φ| and |ψ| are of size O(poly(λ)), this proves the claim.

Hybrid4: In this hybrid, we simulate Machine using the simulator h from Corollary 7.4 above.
Define (Φ,Ψ), and h as in Corollary 7.4.

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. Compute Z ← Com((si, ti)i∈[n]).
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3. Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. [Change] Generate (ri)i∈[n] ← h(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) where A0 = {i |
αi = 0} and A1 = {i | αi = 1}.

5. For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri) for i ∈ [n]; otherwise, compute
wi = E(si, xi, ri).

6. Output (Z, (wi)i∈[n], aux).

Lemma 7.5. There exists a fixed polynomial q4(λ) such that for any adversary A of size (sizeSIM−
q4(λ)),

|Pr[A(Hybrid4) = 1]− Pr[A(Hybrid3) = 1]| ≤ advSIM.

Proof. This proof is a direct application of Corollary 7.4. Assume that we have an adversary A of
size (sizeSIM − q4(λ)) that can distinguish between the two hybrids with advantage at least advSIM.
Here is our reduction:

1. Receive (φ, (ri)i∈[n]) where φ = (α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) generated by running
steps 1-3 of Hybrid4 and (ri)i∈[n] is generated by either Machine(φ) or h(φ).

2. For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri) for i ∈ [n]; otherwise, compute
wi = E(si, xi, ri).

3. Send (Z, (wi)i∈[n], aux) to A and output whatever A outputs.

The reduction exactly simulates Hybrid3 when (ri)i∈[n] is generated by Machine(φ) and exactly
simulates Hybrid4 when (ri)i∈[n] is generated by h(φ). Thus, the reduction has advantage at least
advSIM in distinguishing (φ,Machine(φ)) and (φ, h(φ)). Observe that since n, |φ| = O(poly(λ)) and
E,F are O(poly(λ))-time computable functions, the size of the reduction is (sizeSIM− q4(λ) + q(λ))
for some fixed polynomial q(λ). Define q4(λ) = q(λ). Then, the size of the reduction is sizeSIM,
contradicting Corollary 7.4.
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Hybrid5: In this hybrid, we change the commitment Z to a commitment of 0.

1. Compute ((si, xi, ti, yi)i∈[n], aux)← Gen(1λ, 1n).

2. [Change] Compute Z ← Com(0`Z ) where `Z = |(si, ti)i∈[n]|

3. Sample a string α ∈ {0, 1}n such that for each i ∈ [n], we set αi = 1 with probability
(1− advEF ) and set αi = 0 with probability advEF .

4. Compute (ri)i∈[n] ← h(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux) where A0 = {i | αi = 0} and
A1 = {i | αi = 1}.

5. For every i ∈ [n], if αi = 1, compute wi = F (ti, yi, ri) for i ∈ [n]; otherwise, compute
wi = E(si, xi, ri).

6. Output (Z, (wi)i∈[n], aux).

Lemma 7.6. If Com is (sizeHIDE, advHIDE)-hiding and sizeh is the size of the function h, then there
exists a polynomial q5(λ) such that for any adversary A of size (sizeHIDE − sizeh − q5(λ)),

|Pr[A(Hybrid5) = 1]− Pr[A(Hybrid4) = 1]| ≤ advHIDE.

Proof. Suppose that there exist an adversary A of size sizeHIDE− sizeh− q5(λ) that can distinguish
between the two hybrids with advantage at least advHIDE. Let Hybrid4,α and Hybrid5,α represent
the corresponding hybrids where we fix the string α normally sampled in step 3 of the hybrids. Then,
there exists an α∗ ∈ {0, 1}n such that |Pr[A(Hybrid5,α∗) = 1]−Pr[A(Hybrid4,α∗) = 1]| > advHIDE.
Now consider the nonuniform adversary A′ that is given as nonuniform advice α∗ and the random-
ness rGen for Gen for which A has the largest advantage in distinguishing hybrids Hybrid4,α∗ and

Hybrid4,α∗ (i.e A has advantage at least advHIDE.). Let ((si, xi, ti, yi)i∈[n], aux) = Gen(1λ, 1n; rGen).
With (si, ti)i∈[n] fixed, A′ receives as input from its challenger either Z ← Com((si, ti)i∈[n]) or

Z ← Com(0`Z ). Then, A′ computes ((si, xi, ti, yi)i∈[n], aux) = Gen(1λ, 1n; rGen) and uses this Z to
generate (wi)i∈[n] according to Hybrid4,α∗ and Hybrid5,α∗ . A′ then send (Z, (wi)i∈[n], aux) to A
and outputs whatever A outputs. Note that A′ exactly simulates Hybrid4,α∗ when it receives a

commitment of (si, ti)i∈[n] and simulates Hybrid5,α∗ when it receives a commitment of 0`Z (and
when using randomness rGen for Gen for which A has the best advantage). Therefore, A′ has ad-
vantage at least advHIDE. Since Gen, E, F are O(poly(λ)) computable functions and n = O(poly(λ)),
then the size of A′ is sizeh + size(A) + q(λ) for some polynomial q(λ). Define q5(λ) = q(λ). Then,
the size of A′ = sizeHIDE which contradicts the (sizeHIDE, advHIDE)-hiding of Com.
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Putting Everything Together:
Combining all of the intermediate lemmas, we get that for advmin = min(advEF , 1− advEF ), there
exists some sizeh such that

• sizeh = O(poly(λ) · sizeSIM22n log(adv−1
min)adv−5

SIM).

and for all adversaries A of size less than the minimum of the following:

• sizeEF adv
2
HCM

128(2`+1) − poly(λ)

• sizeSIM − poly(λ)

• sizeHIDE − sizeh − poly(λ)

then
|Pr[A(Hybrid8) = 1]− Pr[A(Hybrid0) = 1]| ≤ adv∗,

where
adv∗ ≤ n · advHCM + statBIND + advSIM + advHIDE.

Thus, we obtain Theorem 7.1.

Parameter Setting (Proofs of Corollary 7.1 and Corollary 7.2):
By appropriately setting parameters, we obtain the results of Corollary 7.1 and Corollary 7.2.

Corollary 7.1:
First, we will first obtain Corollary 7.1. Let g(λ, advmin) = 22n log(adv−1

min). We are given that
E and F are (poly(λ), advEF ) indistinguishable (as defined in Corollary 7.1) and that Com is
(poly(λ) · g(λ, advmin), negl(λ))-computationally hiding and (negl(λ))-statistically binding. Thus,
sizeEF can be set to be any polynomial poly(λ) and sizeHIDE can be set to poly(λ) · g(λ, advmin) for
any polynomial poly(λ). We will now show that the advantage of any polynomial-sized adversary
in distinguishing EXP0 and EXP1 can be made less than the inverse of any polynomial. More
specifically, we will show that size∗ can be made to be any arbitrarily large polynomial v(λ) and
adv∗ can be made < 1

q(λ) for any polynomial q(λ).

• Set advHCM = advSIM = 1
q′(λ) for a polynomial q′(λ) which will be specified later.

• Set sizeEF to be a large enough polynomial so that

sizeEF adv
2
HCM

128(2`+ 1)
− poly(λ) > v(λ).

• Similarly, set sizeSIM to be a polynomial such that sizeSIM − poly(λ) > v(λ).

• Note then that sizeh = O(poly(λ) · sizeSIM · g(λ, advmin)adv−5
SIM) = O(poly(λ) · g(λ, advmin))

• Set
sizeHIDE = v′(λ) · g(λ, advmin),

where v′(λ) is a sufficiently large polynomial so that

sizeHIDE − sizeh − poly(λ) > v(λ).
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• Note that advHIDE = statBIND = negl(λ).

Then, it follows that for any adversary of size v(λ), for an appropriately chosen q′(λ), then

adv∗ ≤ (n+ 1)
1

q′(λ)
+ negl(λ) <

1

q(λ)

Note that v(λ) and q(λ) can be any arbitrary polynomials. Note also that for any polynomials

v(λ) and q(λ), then sizeh = O(poly(λ) · g(λ, advmin)) = O(poly(λ) · 22n log(adv−1
min)). This gives Corol-

lary 7.1.

Corollary 7.2:
Now, we will obtain Corollary 7.2. Suppose sizeEF = 2λ

c
for some constant c > 0. Let n ≤ λt

for some constant t > 0. Note that since 1
p(λ) ≤ advEF ≤ 1 − 1

p(λ) for some polynomial p(λ), then

advmin = min(advEF , 1− advEF ) ≥ 1
p(λ) which implies that adv−1

min ≤ p(λ).

• Set advSIM = advHCM = 2−λ
c/2

.

• Set sizeSIM = 2λ
c/2

.

• Set sizeHIDE = 2λ
c′

for a constant c′ > max{c, t}.

• Set advHIDE = statBIND = 2−λ
c′

.

Then,

• sizeEF adv
2
HCM

128(2`+1) − poly(λ) = 2λ
c
2−2λc/2

128(2`+1) − poly(λ) = 2λ
c
2−2λc/2

poly(λ) − poly(λ)

• sizeSIM − poly(λ) = 2λ
c/2 − poly(λ)

• Note then that sizeh = O(poly(λ)·sizeSIM22n log(adv−1
min)adv−5

SIM) = O(poly(λ)·2λc/2+2n log(adv−1
min)+5λc/2) =

O(2λ
c · 22n log(p(λ))).

• sizeHIDE−sizeh−poly(λ) = 2λ
c′−O(2λ

c+2n log(p(λ))−poly(λ) ≥ 2λ
c′−O(2λ

c+2λt log(p(λ)))−poly(λ)

and
adv∗ ≤ (n+ 1) · 2−λc/2 + 2 · 2−λc

′

Thus, assuming Com is a (2λ
c′
, 2λ

c′
)-computationally hiding (2−λ

c′
)-statistically binding commit-

ment for a constant c′ > max{c, t}, there exists some c′′ > 0 such that for all size size∗ ≤ 2λ
c′′

adversaries, then |Pr[A(Hybrid8) = 1] − Pr[A(Hybrid0) = 1]| ≤ adv∗ ≤ 2−λ
c′′

. Note also that
sizeh = O(2λ

c · 22n log(p(λ))). This gives Corollary 7.2.

Corollary 7.3:
In order to obtain this corollary, we make a minor modification in the proof of the probabilistic
replacement theorem in order to reduce the size of h at the cost of increasing the adversary’s
advantage. Once this is done, we can obtain Corollary 7.3 the same way we obtained Corollary 7.1,
using the modified proof.
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Let a ∈ N with a ≤ n. To modify the proof, we replace Hybrid3 with Hybrid3,a which
is identical to Hybrid3 except that we replace Machine with a new machine Machinea defined
below. Machinea is the same as Machine except that if α contains too many 0’s (or 1’s), then we
will output values from the maximum density measure instead of from the appropriate hardcore
measures. This is to ensure that we don’t output too many values from low density measures. We
give a description of Machinea and highlight the change from Machine in red. We will also replace
the original simulator h with the simulator from Corollary 7.5 below in all hybrids that use this
simulator.

Definition 7.1 (bad-α-event). Let advmin = min(advEF , 1− advEF ). Let bad-α-event be the event
that either advmin = advEF and α contains ≥ a 0’s, or advmin = 1 − advEF and α contains ≥ a
1’s.

Machinea(α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux)

1. Break Z to compute (si, ti)i∈[n].

2. For every i ∈ [n], computeMFi andMEi . If µ(MFi) < (1−advEF ) or µ(MEi) < advEF ,
then set both measures to be the maximum density measureMmax over the same domain.
We define Mmax(x) = 1 for all x in the domain. Note that µ(Mmax) = 1.

3. [Change] If bad-α-event has occurred, then for all i ∈ [n], set MFi and MEi to be the
maximum density measure Mmax over the same domain.

4. For every i ∈ [n], if αi = 1, sample ri ← DMFi
; otherwise, sample ri ← DMEi

. Note that

MEi and MFi may depend on si, xi, ti, yi.

5. Output (ri)i∈[n]

Then, we just need to show indistinguishability lemmas between Hybrid2 and Hybrid3,a and
between Hybrid3,a and Hybrid4.

Lemma 7.7. If Com has statBIND statistical binding, then for any adversary A,

|Pr[A(Hybrid3,a) = 1]− Pr[A(Hybrid2) = 1]| ≤ statBIND + (
en · advmin

a
)a.

This indistinguishability is statistical.

Proof. If bad-α-event does not occur and the commitment decommits to the committed value, then
the output distributions of the hybrids are identical. Since Com has statBIND statistical binding,
then with probability at least 1− statBIND over the coins of the setup algorithm of the commitment
scheme, the commitment decommits to the committed value. We then bound the probability that
bad-α-event occurs. Let k be the number of 0’s in α (if advmin = advEF ) or the number of 1′s in α
(if advmin = 1− advEF ). Then, Pr[k ≥ a] ≤

(
n
a

)
(advmin)a ≤ ( ena )a(advmin)a = ( en·advmina )a. By the

union bound, we get the lemma.

Next, we prove the following corollary which follows from Theorem 7.3.

Corollary 7.5. Let a ∈ N with a ≤ n. Define Φ to be the distribution (α,Z, (si)i∈A0 , (ti)i∈A1 , (xi, yi)i∈[n], aux)
generated by running steps 1-3 of Hybrid4. Define (Φ,Ψa) to be the distribution of (φ, ψa) gener-
ated by sampling φ← Φ and then setting ψa = Machinea(φ). Then, there exists a simulator h such
that for advmin = min(advEF , 1− advEF ) then
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1. h has size bounded by sizeh = O(poly(λ) · sizeSIM22·[n log((1−advmin)−1)+a log(adv−1
min−1)]adv−5

SIM)

2. For every adversary A′ of size sizeSIM, then∣∣∣∣ Pr
φ←Φ

[A′(φ,Machinea(φ)) = 1]− Pr
φ←Φ,h

[A′(φ, h(φ)) = 1]

∣∣∣∣ ≤ advSIM.

Proof. This follows directly from Theorem 7.3 provided that we prove certain lower bounds on
H∞(Ψa | Φ). Note that |Machinea(φ)| = n` since Machinea outputs n random strings ri, each of
length `. Thus, to prove this corollary, it is enough to prove the following:

Claim 7.2. H∞(Ψa|Φ) ≥ n`− (n log((1− advmin)−1) + a log(adv−1
min − 1)).

Fix any φ ← Φ and note that ∀i, µ(MFi) ≥ 1 − advEF and µ(MEi) ≥ advEF . If the bad-α-
event occurs, Machinea outputs uniformly random strings, and, therefore, the output of Machinea
has density 1. If the bad-α-event does not occur, then the density of Machinea(φ) is at least
(advmin)a(1− advmin)n−a. Thus,

H∞(Ψa|Φ) = min
φ

(− log max
ψa

Pr[Ψa = ψa | Φ = φ])

≥ − log

(
1

2n` · (advmin)a(1− advmin)n−a

)
= n`−

(
a log

(
1

advmin

)
+ (n− a) log

(
1

1− advmin

))
= n`−

(
n log

(
1

1− advmin

)
+ a log

(
1

advmin
− 1

))
.

Since both |φ| and |ψa| are of size O(poly(λ)), this proves the corollary.

Then, we get

Lemma 7.8. There exists a fixed polynomial q4,a(λ) such that for any adversary A of size (sizeSIM−
q4,a(λ)),

|Pr[A(Hybrid4) = 1]− Pr[A(Hybrid3,a) = 1]| ≤ advSIM.

Proof. The proof of this lemma is identical to that Lemma 7.5 except that we use Corollary 7.5
above.

The rest of the proof proceeds as in Corollary 7.1. We note that the adversary’s advantage increases
by ( en·advmina )a. However, we get a more fine-grained sizeh, which also affects the required sizeHIDE.

8 Amplification via Secret Sharing and Parallel Repetition

In this section, we prove our main amplification results. As discussed previously, this is done by
building an FE scheme using our set homomorphic secret sharing scheme SetHSS. In our construc-
tion, we encrypt each share in our set homomorphic secret sharing scheme under an instantiation
of a weakly secure FE scheme. (To simplify the proof, we will actually use a weakly secure semi-
functional FE scheme, which can be built from a weakly secure FE scheme assuming OWFs, see
Thm. 4.1). For key generation, we first generate function encodings corresponding to each share us-
ing SetHSS.FuncEncode and then generate function keys for each of these function encodings using
the appropriate weakly secure FE instantiation. Recall from Section 5 that SetHSS is parameterized
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by n “elements” and m sets (Ti)i∈[m] that are subsets of [n]. We will let n and m be parameters
of our FE construction. To generate the sets (Ti)i∈[m] used by SetHSS, we will sample each set
by including each element in [n] independently with probability q, where q is a parameter of our
construction. Recall that in Section 6, we proved various properties of such sets when sampled in
this manner. These lemmas will come in handy when analyzing the correctness and security of our
FE construction. Once we have analyzed correctness and security as functions of the parameters
n,m, and q, we will set these parameters to obtain our results. We will apply our construction
twice. The first application will amplify a weakly secure FE where an adversary has advantage
ε = c for some small constant c to one where an adversary has advantage ε = 1/ poly(λ). On the
second application, we amplify an FE scheme with ε = 1/ poly(λ) to one with ε = negl(λ) (or 2−λ

c

for some constant c > 0 when dealing with subexponential adversaries).

Recall the following notation:

Notation We say that ensembles satisfy (poly(λ) · s, ε)-indistinguishability if the ensembles satisfy
(p(λ) · s, ε)-indistinguishability for every polynomial p(λ).

Our main results in this section are the following.

Theorem 8.1. Assuming a (poly(λ), ε)-secure FE scheme for P/poly for some constant ε < 1/6,
there exists a (poly(λ), negl(λ))-secure FE scheme for P/poly. Moreover, this transformation pre-
serves sublinearity/compactness.

Theorem 8.2. Assuming a (2O(λc), ε)-secure FE scheme for P/poly for some constant ε < 1/6

and some constant c > 0, there exists a (2O(λc
′
), 2−O(λc

′
))-secure FE scheme for P/poly for some

constant 0 < c′ < c. Moreover, this transformation preserves sublinearity/compactness.

8.1 Construction

Our FE construction makes use of the following primitives.

• Let sFE = (sFE.Setup, sFE.Enc, sFE.KeyGen, sFE.Dec, sFE.SFEnc, sFE.SFKeyGen) be an (s, ν, ε)-
secure semi-functional encryption scheme, where 1

p(λ) ≤ ε < 1− 1
p(λ) for some polynomial p(λ).

Such a scheme is implied by an (s, ε)-secure FE scheme assuming an (s, ν)-secure one-way
function (see Thm. 4.1) and this transformation preserves sublinearity/compactness.

• Let SetGen(1n, 1m, q) be an algorithm that outputs (Ti)i∈[m], where for each Ti ⊆ [n], we
include each element of [n] in Ti independently with probability q.

• Let SetHSS = (SetHSS.InpEncode,SetHSS.FuncEncode,SetHSS.Decode) be a set homomorphic
secret sharing scheme.

• Let Com be a statistically binding, computationally hiding commitment scheme. (Com does
not show up in the construction and is only used in the security proof.)

Our FE scheme is defined, with respect to parameters n,m ∈ N where n,m = O(poly(λ)) and
a probability q ∈ [0, 1], as follows:

• FE.Setup(1λ) : Setup proceeds as follows:

1. Compute (Ti)i∈[m] ← SetGen(1n, 1m, q)
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2. For each i ∈ [m], generate mski ← sFE.Setup(1λ).

3. Output MSK = ((mski)i∈[m], (Ti)i∈[m]).

• FE.Enc(MSK,msg) : Encryption proceeds as follows:

1. Parse MSK as ((mski)i∈[m], (Ti)i∈[m]).

2. Compute (si)i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg).

3. For i ∈ [m], compute cti ← sFE.Enc(mski, si).

4. Output CT = (cti)i∈[m].

• FE.KeyGen(MSK, C) : Key generation proceeds as follows:

1. Parse MSK as ((mski)i∈[m], (Ti)i∈[m]).

2. Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

3. For i ∈ [m], compute skCi ← sFE.KeyGen(mski, Ci).

4. Output skC = (skCi)i∈[m].

• FE.Dec(skC ,CT) : Decryption proceeds as follows:

1. Parse skC as (skCi)i∈[m] and CT as (cti)i∈[m].

2. For i ∈ [m], compute yi = sFE.Dec(skCi , cti).

3. Output SetHSS.Decode((yi)i∈[m]).

Correctness. Correctness holds provided that sFE is correct and that SetHSS is a correct set
homomorphic secret sharing scheme with respect to the sets (Ti)i∈[m] sampled by the setup algo-
rithm. To see this, observe that sFE.Dec(skCi , cti) = Ci(si) since cti is an encryption of si. Thus,
the output of decryption is SetHSS.Decode((Ci(si))i∈[m]) = C(msg) by correctness of SetHSS.

If we instantiate SetHSS with the scheme constructed in Section 5, we see that SetHSS is correct
provided that (Ti)i∈[m] cover all subsets of [n] of size 3 (Thm. 5.3). For parameters n,m ∈ N and
probability q ∈ [0, 1], the probability of (Ti)i∈[m] covering all subsets of size 3 when sampled in this
manner was calculated in Lemma 6.1 to be

≥ 1− n3(1− q3)m.

By a union bound and the correctness of sFE, the probability that one of the m copies of sFE is
incorrect is ≤ m · negl(λ). Therefore, the constructed scheme is correct with probability

≥ 1− n3(1− q3)m −m · negl(λ).

Sublinearity/Compactness. Let β ∈ (0, 1] denote the sublinearity/compactness parameter of
sFE. Sublinearity/compactness follows from observing that the size of the encryption circuit is
bounded by poly(λ, n,m) + |SetHSS.InpEncode| + m · |Ci|1−β · poly(λ, |si|) for fixed polynomials
independent of the size of the circuit class. Since each |Ci| ≤ |C| · poly(λ, n,m) and n,m = poly(λ),
and |si| and |SetHSS.InpEncode| are both poly(λ, n,m), it follows that the size of the encryption
circuit is ≤ |C|1−β · poly(λ) for some fixed polynomial independent of C.
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8.2 Security

We define the security of FE according to Definition 4.3, where FE is (s, ε)-secure if for all adver-
saries of size s, then the two specified security experiments are distinguishable with probability at
most ε. However, for our security proof, we will actually prove a slightly stronger notion of security
that trivially implies that the normal security also holds. In particular, we will prove that for all
adversaries of size s, the two experiments are distinguishable with probability at most ε even when
the adversary is additionally given a commitment of some secret information. Since, an adversary
can only have a smaller advantage in differentiating these experiments when this commitment is
not given (an adversary that can break security without the commitment can break security with
the commitment by ignoring the commitment), regular security trivially follows.

Hybrid0: This hybrid corresponds to the real world experiment, with the addition that the ad-
versary also receives a commitment Z ← Com((s∗i )i∈[m]) where (s∗i )i∈[m] are the input encodings of
the challenge ciphertext msg∗b .

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Setup:

(a) Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

(b) For i ∈ [m], generate mski ← sFE.Setup(1λ).

(c) Set MSK = ((mski)i∈[m], (Ti)i∈[m]).

4. Encryption:
Encrypt msg∗b :

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b).

(b) For i ∈ [m], compute (ct∗i )i∈[m] ← sFE.Enc(mski, si).

(c) Set CT∗ = (ct∗i )i∈[m].

Similarly, for γ ∈ [Γ], encrypt msgγ :

(a) Compute (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ)

(b) For i ∈ [m], compute (ctγi )i∈[m] ← sFE.Enc(mski, s
γ
i ).

(c) Set CTγ = (ctγi )i∈[m].

5. Key Generation:

(a) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

(b) For i ∈ [m], compute skCi ← sFE.KeyGen(mski, Ci).

(c) Set skC = (skCi)i∈[m])

6. Commitment of Challenge Message Input Encodings: Compute Z ← Com((s∗i )i∈[m]).

7. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.
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Hybrid1: This hybrid is the same as the previous hybrid except that we have rearranged the steps
for increased clarity in later hybrids.

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. Commitment of Challenge Message Input Encodings: Compute Z ← Com((s∗i )i∈[m]).

6. For i ∈ [m], do the following:

(a) sFE Setup: Generate mski ← sFE.Setup(1λ).

(b) sFE Encryption Using Input Encodings:

i. Compute ct∗i ← sFE.Enc(mski, s
∗
i ).

ii. Similarly, compute ctγi ← sFE.Enc(mski, s
γ
i ) for γ ∈ [Γ].

(c) sFE KeyGen: Compute skCi ← sFE.KeyGen(mski, Ci).

7. Ciphertexts and Keys:

(a) Set CT∗ = (ct∗i )i∈[m] as the ciphertext for msg∗b . Set CTγ = (ctγi )i∈[m] as the ciphertext
for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

8. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

Lemma 8.1. For any adversary A, |Pr[A(Hybrid1) = 1]− Pr[A(Hybrid0) = 1]| = 0.

Proof. These hybrids are identical.
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Hybrid2: In this hybrid, we generate the function keys using semi-functional key generation instead
of normal key generation.

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. [Change] Compute Programmed Values for Semi-functional Keys: For i ∈ [m],
compute θ∗i = Ci(s

∗
i ).

6. Commitment of Challenge Message Input Encodings: Compute Z ← Com((s∗i )i∈[m]).

7. For i ∈ [m], do the following:

(a) sFE Setup: Generate mski ← sFE.Setup(1λ).

(b) sFE Encryption Using Input Encoding:

i. Compute ct∗i ← sFE.Enc(mski, s
∗
i ).

ii. Similarly, compute ctγi ← sFE.Enc(mski, s
γ
i ) for γ ∈ [Γ].

(c) [Change] sFE SFKeyGen: Compute skCi ← sFE.SFKeyGen(mski, Ci, θ
∗
i ).

8. Ciphertexts and Keys:

(a) Set CT∗ = (ct∗i )i∈[m] as the ciphertext for msg∗b . Set CTγ = (ctγi )i∈[m] as the ciphertext
for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

9. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

Lemma 8.2. If sFE satisfies (s, ν)-indistinguishability of semi-functional keys, then there exists a
fixed polynomial p2(λ) such that for any adversary A of size (s− p2(λ)),

|Pr[A(Hybrid2) = 1]− Pr[A(Hybrid1) = 1]| ≤ m · ν.

Proof. Suppose there exists an adversary A of size (s − p2(λ)) such that |Pr[A(Hybrid2) = 1] −
Pr[A(Hybrid1) = 1]| > m · ν. Now, consider intermediate hybrids Hybrid1,0, . . . ,Hybrid1,m,
where in Hybrid1,i, keys are generated semi-functionally for indices i ≤ m and normally for
indices i > m. Observe that Hybrid1,0 = Hybrid1 and Hybrid1,m = Hybrid2. Therefore, there
exists an index j ∈ [m] such that

|Pr[A(Hybrid1,j) = 1]− Pr[A(Hybrid1,j−1) = 1]| > ν

Consider the adversary A′ that is given as nonuniform advice, j along with the queries and all
of the randomness needed for Hybrid2, except for the randomness used in step 7 on index j, for
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which A has the greatest advantage in distinguishing hybrids Hybrid1,j and Hybrid1,j−1 (i.e. A
has advantage at least ν). Let (s∗j , (s

γ
j )γ∈[Γ], Cj , θj) be the values for index j generated by running

steps 1-6 of Hybrid2 with the fixed randomness of the nonuniform advice given to A′. With
these values fixed, A′ is given as input (ct∗j , (ct

γ
j )γ∈[Γ], skCj ), generated according to either the

normal key generation experiment (i.e. step 6 of Hybrid1) or the semi-functional key generation
experiment (i.e. step 7 of Hybrid2) on inputs (s∗j , (s

γ
j )γ∈[Γ], Cj , θj). A′ then computes Z and

(ct∗i , (ct
γ
i )γ∈[Γ], skCi) for all indices i 6= j according to hybrids Hybrid1,j and Hybrid1,j−1 and

the nonuniform advice. A′ gives (Z,CT∗, (CTγ)γ∈[Γ], skC) to A and outputs whatever A outputs.
Observe that when A′ is given a normal function key, it simulates Hybrid1,j−1 for A, and when it
is given a semi-functional key, it simulates Hybrid1,j for A (and when A′ is using the randomness
and index j for which A has the greatest distinguishing advantage). Therefore A′ has advantage
at least ν in distinguishing the semi-functional and normal ciphertexts. Furthermore, the size of
A′ is s − p2(λ) + p(λ) for some polynomial p(λ). Define p2(λ) = p(λ). Then, the size of A′ is s,
contradicting the (s, ν)-indistinguishability of semi-functional keys.
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Hybrid3: In this hybrid, we make the randomness used by sFE explicit. Instead of considering the
functions of sFE as randomized functions, we now consider them as deterministic functions that
take a random string as input.1

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. Compute Programmed Values for Semi-functional Keys: For i ∈ [m], compute θ∗i =
Ci(s

∗
i ).

6. Commitment of Challenge Message Input Encodings: Compute Z ← Com((s∗i )i∈[m]).

7. [Change] Generate Randomness: For i ∈ [m], sample Ri = (r1,i, r2,i, (r
γ
3,i)γ∈[Γ], r4,i)

uniformly at random from {0, 1}`S+`E+`E ·|Γ|+`K where `S , `E , and `K are the sizes of the
randomness used by sFE.Setup, sFE.Enc, and sFE.SFKeyGen respectively.

8. For i ∈ [m], do the following:

(a) [Change] sFE Setup: Generate mski = sFE.Setup(1λ; r1,i).

(b) [Change] sFE Encryption Using Input Encoding:

i. Compute ct∗i = sFE.Enc(mski, s
∗
i ; r2,i).

ii. Similarly, compute ctγi = sFE.Enc(mski, s
γ
i ; rγ3,i) for γ ∈ [Γ], .

(c) [Change] sFE SFKeyGen: Compute skCi ← sFE.SFKeyGen(mski, Ci, θ
∗
i ; r4,i).

9. Ciphertexts and Keys:

(a) Set CT∗ = (ct∗i )i∈[m] as the ciphertext for msg∗b . Set CTγ = (ctγi )i∈[m] as the ciphertext
for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

10. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

Lemma 8.3. For any adversary A,

|Pr[A(Hybrid3) = 1]− Pr[A(Hybrid2) = 1]| = 0.

Proof. These hybrids are identical.

1We overload notation here and use sFE.Enc, sFE.Enc, sFE.SFEnc, sFE.KeyGen, and sFE.SFKeyGen to refer to both
the randomized functions and the corresponding deterministic functions where the randomness is given as an addi-
tional input.
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Hybrid4: In this hybrid, we utilize the Probabilistic Replacement Theorem (Theorem (7.1) and
the (s, ε)-semi functional ciphertext indistinguishability of sFE to swap some of the instances of
normal encryption with semi-functional encryption. But first, we define several functions in order
to draw a more explicit parallel between this hybrid and the experiments specified in the Proba-
bilistic Replacement Theorem.

Consider the following:

• Define GenV for any fixed value V = ((msgγ)γ∈[Γ],msg∗0,msg∗1, C) output by A in step 1 of
Hybrid3 above.

GenV (1λ, 1m) :

1. Output (s∗i , θ
∗
i , (s

γ
i )γ∈[Γ], Ci)i∈[m] computed by running steps 2-5 of Hybrid3 on

query V .

• Define E, which runs step 8 of Hybrid3 and generates encryption ct∗ as a normal encryption
of s∗.

E(s∗, θ∗, (sγ)γ∈[Γ], C,R = (r1, r2, (r
γ
3 )γ∈[Γ], r4)):

1. sFE Setup: Compute msk = sFE.Setup(1λ; r1).

2. sFE Encryption:

(a) Compute ct∗ = sFE.Enc(msk, s∗; r2).

(b) Compute ctγ = sFE.Enc(msk, sγ , rγ3 ) for γ ∈ [Γ], .

3. sFE KeyGen: Compute skC = sFE.SFKeyGen(msk, C, θ∗; r4).

4. Output (skC , (ct
γ)γ∈[Γ], ct

∗)

• Define F , which is the same as step 8 of Hybrid3 except that it generates encryption ct∗

using semi-functional encryption.

F (θ∗, (sγ)γ∈[Γ], C,R = (r1, r2, (r
γ
3 )γ∈[Γ], r4)):

1. sFE Setup: Generate msk = sFE.Setup(1λ; r1).

2. sFE Encryption:

(a) Generate ct∗ = sFE.SFEnc(msk, 1λ; r2).

(b) Compute ctγ = sFE.Enc(msk, sγ ; rγ3 ) for γ ∈ [Γ],

3. sFE KeyGen: Compute skC = sFE.SFKeyGen(msk, C, θ∗; r4).

4. Output (skC , (ct
γ)γ∈[Γ], ct

∗)

• Observe that Gen, E, and F run in time O(poly(λ)) assuming that their inputs are of size
O(poly(λ)).

• Let `R be the length of the randomness R used in E and F . That is, `R = `S+`E+`E ·|Γ|+`K
where `S , `E , and `K are the sizes of the randomness used by sFE.Setup, sFE.Enc, and
sFE.SFKeyGen respectively. Note that `R = O(poly(λ)). We will assume without loss of
generality that `R ≥ 4λ since we can trivially pad the length of R by any polynomial in λ. If
E and F run in time O(poly(λ)), then after this change, they will still run in time O(poly(λ)).
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• We commit to Z ← Com((s∗i )i∈[m]).

Now, since sFE satisfies (s, ε)-semi functional ciphertext indistinguishability, then for any V output
by A in step 1 of Hybrid3 or Hybrid4, GenV outputs (s∗i , θ

∗
i , (s

γ
i )γ∈[Γ], Ci)i∈[m] such that for all

i ∈ [m], then Ci(s
∗
i ) = θ∗i and for all size s adversaries A,∣∣∣ Pr

Ri←{0,1}`R
[A(E(s∗i , θi, (s

γ
i )γ∈[Γ], Ci, Ri) = 1]− Pr

Ri←{0,1}`R
[A(F (θi, (s

γ
i )γ∈[Γ], Ci, Ri) = 1]

∣∣∣ ≤ ε.
Let us fix a V = ((msgγ)γ∈[Γ],msg∗0,msg∗1, C) output by A in step 1 of Hybrid3. Then, Hybrid3 is
exactly EXP0 of the Probabilistic Replacement Theorem. Therefore, we will invoke this theorem to
get the next hybrid. Observe that for a fixed V , Hybrid4 below is exactly EXP1 of the Probabilis-
tic Replacement Theorem. In the hybrid below, we define g to be the simulator that this theorem
produces for the randomness of E and F in EXP1.

Here is the hybrid:

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. Compute Programmed Values for Semi-functional Keys: For i ∈ [m], compute θ∗i =
Ci(s

∗
i ).

6. [Change] Commitment of Zero: Compute Z ← Com(0`Z ) where `Z = |(s∗i )i∈[m]|.

7. [Change] Sample α: Sample a string α ∈ {0, 1}m such that for each i ∈ [m], we set αi = 1
with probability (1− ε) and set αi = 0 with probability ε.

8. [Change] Use Simulator to Generate Randomness:
Compute (Ri)i∈[m] ← h(α,Z, (s∗i )i∈A0 , (θ

∗
i , (s

γ
i )γ∈[Γ], Ci)i∈[m]) where A0 = {i | αi = 0} and

Ri = (r1,i, r2,i, (r
γ
3,i)γ∈[Γ], r4,i)

9. For i ∈ [m], do the following:

(a) sFE Setup: Generate mski = sFE.Setup(1λ; r1,i).

(b) sFE Encryption Using Input Encoding:

i. [Change] If αi = 1, compute ct∗i = sFE.SFEnc(mski, 1
λ; r2,i).

Otherwise, compute ct∗i = sFE.Enc(mski, s
∗
i ; r2,i).

ii. For γ ∈ [Γ], compute ctγi = sFE.Enc(mski, s
γ
i ; rγ3,i).

(c) sFE KeyGen: Compute skCi = sFE.SFKeyGen(mski, Ci, θ
∗
i ; r4,i).

10. Ciphertexts and Keys:
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(a) Set CT∗ = (ct∗i )i∈[m] as the ciphertext for msg∗b . Set CTγ = (ctγi )i∈[m] as the ciphertext
for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

11. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

We will show three different indistinguishability lemmas that follow from the three different corollar-
ies of our Probabilistic Replacement Theorem. Two are for when sFE is secure against all polynomial
sized adversaries, and one is for when sFE is secure against subexponential sized adversaries.

Lemma 8.4. Suppose sFE satisfies (poly(λ), ε)-semi-functional ciphertext indistinguishability for
some parameter ε. Let εmin = min(ε, 1− ε). Then, for all commitment schemes Com with (poly(λ) ·
22m log(ε−1

min), negl(λ))-computational hiding and negl(λ)-statistical binding, then for any polynomials

v(λ) and q(λ), there exists a randomized function h of size O(poly(λ) · 22m log(ε−1
min)) such that for

all algorithms A of size v(λ),

|Pr[A(Hybrid4) = 1]− Pr[A(Hybrid3) = 1]| < 1

q(λ)
.

Proof. Let v(λ) and q(λ) be polynomials. Suppose that there exists an algorithm A of size v(λ) such
that |Pr[A(Hybrid4) = 1] − Pr[A(Hybrid3) = 1]| > 1

q(λ) . Let V = ((msgγ)γ∈[Γ],msg∗0,msg∗1, C)
be the value output by A in step 1 of Hybrid3 or Hybrid4 for which A has the best advantage
in distinguishing the two hybrids. Then, for this fixed V , and the functions GenV , E, F described
above, Hybrid3 is exactly EXP0 of the Probabilistic Replacement Theorem and Hybrid4 is ex-
actly EXP1 of the Probabilistic Replacement Theorem. So, A has advantage greater than 1

q(λ) in
distinguishing EXP0 and EXP1 of the Probabilistic Theorem, which contradicts Cor. 7.1.

Lemma 8.5. Suppose sFE satisfies (poly(λ), ε)-semi-functional ciphertext indistinguishability for
some parameter ε. Let εmin = min(ε, 1 − ε). Let a ∈ N with a ≤ m. Then, for all commit-

ment schemes Com with (poly(λ) · 22·[m log((1−εmin)−1)+a log(ε−1
min−1)], negl(λ))-computational hiding

and negl(λ)-statistical binding, then for any polynomials v(λ) and q(λ), there exists a randomized

function h of size O(poly(λ) · 22·[m log((1−εmin)−1)+a log(ε−1
min−1)]) such that for all algorithms A of size

v(λ),

|Pr[A(Hybrid4) = 1]− Pr[A(Hybrid3) = 1]| < 1

q(λ)
+ (

em · εmin
a

)a.

Proof. The proof of this lemma is identical to the proof of Lemma 8.4 except that we now apply
Cor. 7.3 at the end.

Lemma 8.6. Suppose sFE satisfies (2λ
c
, ε)-semi-functional ciphertext indistinguishability for some

constant c > 0 and where 1
p(λ) ≤ ε < 1− 1

p(λ) for some polynomial p(λ). Suppose m ≤ λt for some

constant t > 0. Then, for all commitment schemes Com with (2λ
c′
, 2−λ

c′
)-computational hiding and

2−λ
c′

-statistical binding for a constant c′ > max{c, t}, there exists a randomized function h of size

O(2λ
c · 22m log(λp(λ))) such that for all size 2λ

c′′
algorithms A,

Pr[A(Hybrid4) = 1]− Pr[A(Hybrid3) = 1]| ≤ 2−λ
c′′

for some constant c′′ > 0.

Proof. The proof of this lemma is identical to the proof of Lemma 8.4 except that we now apply
Cor. 7.2 at the end.
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Hybrid5: We abort if the security requirement for our SetHSS scheme is not satisfied by α.

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗b)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. Compute Programmed Values for Semi-functional Keys: For i ∈ [m], compute θ∗i =
Ci(s

∗
i ).

6. Commitment of Zero: Compute Z∗ ← Com(0`Z ) where `Z = |(s∗i )i∈[m]|.

7. Sample α: Sample a string α ∈ {0, 1}m such that for each i ∈ [m], we set αi = 1 with
probability 1− ε and set αi = 0 with probability ε.

8. [Change] Abort if α Doesn’t Satisfy the Security Requirement: Let α ∈ {0, 1}m
induce a marking function f : [m] → {0, 1} by setting f(i) = 1 iff αi = 0. Abort if (Ti)i∈[m]

does not have an unmarked element with respect to f (Def. 6.2)

9. Use Simulator to Generate Randomness:
Compute (Ri)i∈[m] ← h(α,Z, (s∗i )i∈A0 , (θ

∗
i , (s

γ
i )γ∈[Γ], Ci)i∈[m]) where A0 = {i | αi = 0} and

Ri = (r1,i, r2,i, (r
γ
3,i)γ∈[Γ], r4,i).

10. For i ∈ [m], do the following:

(a) sFE Setup: Generate mski = sFE.Setup(1λ; r1,i).

(b) sFE Encryption Using Input Encoding:

i. If αi = 1, compute ct∗i = sFE.SFEnc(mski, 1
λ; r2,i).

Otherwise, compute ct∗i = sFE.Enc(mski, s
∗
i ; r2,i).

ii. For γ ∈ [Γ], compute ctγi = sFE.Enc(mski, s
γ
i ; rγ3,i).

(c) [Change] sFE KeyGen: Compute skCi = sFE.SFKeyGen(mski, Ci, θ
∗
i , r4,i).

11. Ciphertexts and Keys:

(a) Set CT∗ = (ct∗i )i∈[m] as the ciphertext for msg∗b . Set CTγ = (ctγi )i∈[m] as the ciphertext
for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

12. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

Lemma 8.7. Suppose SetGen(1n, 1m, q) runs by sampling m sets T1, T2, . . . , Tm, where each set is
chosen by independently including each element in [n] with probability q. Then, for any δ ≥ 1, for
any adversary A,

|Pr[A(Hybrid5) = 1]− Pr[A(Hybrid4) = 1]| ≤ 1− (1− e−
δεm
3 )(1− (1− (1− q)(1+δ)εm)n).
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Proof. The hybrids are identical if the abort condition in step 8 of Hybrid5 is not satisfied. This
probability was calculated in Lemma 6.2. Taking the complement gives us a bound on any adver-
sary’s advantage.
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Hybrid6: In this hybrid, instead of encrypting msg∗b , we now encrypt msg∗0.

1. Queries: A gets as input 1λ and outputs (msgγ)γ∈[Γ],msg∗0,msg∗1 ∈ Xλ and C ∈ Cλ where
C(msg∗0) = C(msg∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in λ.

2. Sample b: Sample a bit b ∈ {0, 1}.

3. Generate Sets: Compute (Ti)i∈[m] ← SetGen(1n, 1m, q).

4. Input and Circuit Encodings:

(a) [Change] Compute (s∗i )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msg∗0)

and (sγi )i∈[m] ← SetHSS.InpEncode(1λ, 1n, (Ti)i∈[m],msgγ) for γ ∈ [Γ].

(b) Compute (Ci)i∈[m] ← SetHSS.FuncEncode(1λ, 1n, (Ti)i∈[m], C).

5. Compute Programmed Values for Semi-functional Keys: For i ∈ [m], compute θ∗i =
Ci(s

∗
i ).

6. Commitment of Zero: Compute Z∗ ← Com(0`Z ) where `Z = |(s∗i )i∈[m]|.

7. Sample α: Sample a string α ∈ {0, 1}m such that for each i ∈ [m], we set αi = 1 with
probability 1− ε and set αi = 0 with probability ε.

8. Abort if α Doesn’t Satisfy the Security Requirement: Let α ∈ {0, 1}m induce a
marking function f : [m] → {0, 1} by setting f(i) = 1 iff αi = 0. Abort if (Ti)i∈[m] does not
have an unmarked element with respect to f (Def. 6.2)

9. Use Simulator to Generate Randomness:
Compute (Ri)i∈[m] ← h(α,Z, (s∗i )i∈A0 , (θi, (s

γ
i )γ∈[Γ], Ci)i∈[m]) where A0 = {i | αi = 0} and

Ri = (r1,i, r2,i, (r
γ
3,i)γ∈[Γ], r4,i).

10. For i ∈ [m], do the following:

(a) sFE Setup: Generate mski = sFE.Setup(1λ; r1,i).

(b) sFE Encryption Using Input Encoding:

i. If αi = 1, compute ct∗i = sFE.SFEnc(mski, 1
λ; r2,i).

Otherwise, compute ct∗i = sFE.Enc(mski, s
∗
i ; r2,i).

ii. For γ ∈ [Γ], compute ctγi = sFE.Enc(mski, s
γ
i ; rγ3,i).

(c) [Change] sFE KeyGen: Compute skCi = sFE.SFKeyGen(mski, Ci; θ
∗
i , r4,i).

11. Ciphertexts and Keys:

(a) [Change] Set CT∗ = (ct∗i )i∈[m] as the challenge ciphertext. Set CTγ = (ctγi )i∈[m] as the
ciphertext for msgγ for γ ∈ [Γ].

(b) Set skC = (skCi)i∈[m] as the functional key for circuit C.

12. Adversary’s Guess: Give A the following: (Z,CT∗, (CTγ)γ∈[Γ], skC). A guesses b′ ∈ {0, 1}.

We will show two lemmas for indistinguishability: one for the polynomial sized adversary case
and one for the subexponential sized adversary case. Observe that due to the results of Lemmas 8.4,
8.5, and 8.6, the size of h in the hybrids differs based on whether we are proving indistinguishability
against polynomial sized or subexponential sized adversaries. The lemma statements are written
accordingly.
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Lemma 8.8. Suppose SetHSS is a set-homomorphic secret sharing scheme for m candidates that
is secure against size O(poly(λ) · sizeh) adversaries where sizeh is the size of the simulator h. Then,
for any polynomial sized adversary A, |Pr[A(Hybrid6) = 1]− Pr[A(Hybrid5) = 1]| ≤ negl(λ).

Proof. Nonuniformly fix the queries in step 1, bit b in step 2, and the sets generated in step 3
to maximize A’s advantage. Also, nonuniformly fix the α sampled in step 7 to maximize A’s
advantage subject to the condition that α doesn’t cause the hybrid to abort in step 8 (if the
hybrids abort, then A has advantage 0). Fix an unmarked element j ∈ [n] given by the choices
of (Ti)i∈[m] and α ∈ {0, 1}m. Consider the adversary A′ that is given as input the challenge
((s∗i )i:j 6∈Ti , (Ci)i∈[m], (θ

∗
i = Ci(s

∗
i ))i∈[m]). It generates (sγi )i∈[m] according to step 4 of the hybrids

and then runs steps 6 and 8 of the hybrids. It then uses its challenge along with (sγi )i∈[m] to run
step 9 of the hybrids. Observe that since j is an unmarked element, A′ will never need to use a
share s∗i that it does not know in order to generate a ciphertext ct∗i . A′ finally runs step 10 of the
hybrids. A′ gives its results to A and outputs whatever A outputs. Since A′’s advantage will be
A’s advantage and |A′| = |A|+O(sizeh)+poly(λ), the lemma follows by the security of SetHSS.

Lemma 8.9. Let m ≤ λt for some constant t > 0. Let c > 0 be some constant. Suppose SetHSS

is a set-homomorphic secret sharing scheme for m candidates that is (2λ
c′
, 2−λ

c′
) − secure for

some constant c′ > max{c, t}. Then, for any adversary A of size 2λ
c
, |Pr[A(Hybrid6) = 1] −

Pr[A(Hybrid5) = 1]| ≤ 2−λ
c
.

Proof. The proof is identical to the proof of Lemma 8.8 except that we now rely on subexponential

security of SetHSS. Since the size of A′ is |A| + O(2λ
c · 22m log(λp(λ))) + poly(λ) < 2λ

c′
, the result

follows by subexponential security of SetHSS.

Observe that the output of Hybrid6 is information-theoretically independent of b. Therefore, the
advantage of any adversary in guessing the bit b in this hybrid is 0.

8.3 Instantiating the Parameters

Here, we instantiate the various parameters of our construction from Section 8.1 and calculate the
correctness and security properties of the resulting FE scheme. Recall the following notation:

Notation We say that ensembles satisfy (poly(λ) · s, ε)-indistinguishability if the ensembles satisfy
(p(λ) · s, ε)-indistinguishability for every polynomial p(λ).

8.3.1 Amplification Against Polynomial Sized Adversaries

From constant to 1/ poly(λ) security: Suppose sFE is (poly(λ), negl(λ), ε)-secure for a constant
ε < 1

6 . Set the following parameters:

• n = λ2c+1.

• m = log λ
ε .

• q = 1− 2−c.

• δ = 1.
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where c > 0 is some constant.

Let τ = − log(1− (1− 2−c)3). Then, it follows that the correctness of the resulting scheme is

≥ 1− n3(1− q3)m −m · negl(λ)

= 1− λ6c+3
(
1− (1− 2−c)3

)log λ/ε − negl(λ)

= 1− λ6c+3 · 2−τ log λ/ε − negl(λ)

= 1− λ6c+3 · λ−τ/ε − negl(λ).

We require that 6c+ 3− τ/ε < 0, so that the above becomes ≥ 1− 1/ poly(λ). This holds when

ε <
τ

6c+ 3
.

Since, the limit of the above expression as c → ∞ is 1
6 , for any ε < 1

6 , we can find a sufficiently
large c so that our required inequality holds.

For security, let v(λ) and w(λ) be polynomials. Observe that εmin = min(ε, 1− ε) is a constant.
Then, by the sequence of hybrids shown in Sec. 8.2 with Lemmas 8.4 and 8.8, assuming Com is
(poly(λ) · 22m log(ε−1

min), negl(λ)) = (poly(λ) · 2O(log(λ)), negl(λ)) = (poly(λ), negl(λ))-computationally
hiding and negl(λ) statistically binding, then for any adversary of size v(λ), then there exists a

value sizeh = O(poly(λ) · 22m log(ε−1
min)) = O(poly(λ)) such that assuming SetHSS is secure against

size O(poly(λ) · sizeh) = O(poly(λ)) adversaries, the advantage is less than

m · negl(λ) +
1

w(λ)
+ 1− (1− e−δεm/3)(1− (1− (1− q)(1+δ)εm)n) + negl(λ)

= negl(λ) +
1

w(λ)
+ 1− (1− e− log(λ)/3)(1− (1− (2−c)2 log(λ))λ

2c+1
)

= negl(λ) +
1

w(λ)
+ 1− (1− 1

λ1/(3 ln(2))
)(1− (1− 1

λ2c
)λ

2c+1
)

≤ negl(λ) +
1

w(λ)
+ 1− (1− 1

λ1/(3 ln(2))
)(1− 2

eλ
)

≤ 1

w(λ)
+

1

λ0.4
.

First note that if SetHSS is secure against all polynomial-sized adversaries, then v(λ) and w(λ)
can be any arbitrary polynomials. In particular, setting w(λ) = 1

λ0.4
, this means that the advantage

of any polynomial-sized adversary is bounded by 2
λ0.4

.
Observe that the resulting correctness is no longer ≥ 1−negl(λ). Rather, it is now ≥ 1−λα for

some constant α > 0. However, we can easily amplify correctness while maintaining a 1/ poly(λ)
level of security by simply considering a new scheme that consists of log(λ) independent copies of
the original scheme. Note that as long as one of the copies is correct, the resulting scheme is correct.
This follows since whether the scheme is correct or not is known as soon as the Ti’s are sampled
(by simply seeing if they cover all size 3 subsets). Thus, any copy of our scheme can be thought of
as either correct or always outputting ⊥. Thus, correctness is now ≥ 1− (λ−α)log λ = 1− negl(λ).
Moreover, we lose at most a multiplicative log λ factor in security, so the adversary’s advantage is
bounded by 2 log(λ)/(λ0.4).

Remark 8.1. We believe that by using a tighter Chernoff bound and more sufficiently small
constants when setting the parameters n,m, q, and δ that we can make our amplification work
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for any ε < 1/3. However, since there is an inherent limitation to this approach, we will need a
transformation that amplifies the security from any constant to a sufficiently small constant (which
we show in Section 9). Thus, we do not worry about this optimization.

From 1/ poly(λ) to negl(λ) security: Suppose sFE is (poly(λ), negl(λ), ε)-secure for ε < 1/λc for
some constant c > 0. Set the following parameters:

• n = λ.

• m = log4+7α λ.

• q = 1
log1+2α λ

.

• δ = log1+α λ
2εm ≥ 1.

where α > 0 is some constant.

Then, it follows that the correctness of the resulting scheme is

≥ 1− n3(1− q3)m −m · negl(λ)

= 1− λ3(1− 1/ log3+6α λ)log4+7α λ − negl(λ)

≥ 1− λ3(2/elog1+α λ)− negl(λ)

≥ 1− negl(λ).

For security, we will make use of the following calculation. Let a ∈ N be any constant with
a ≤ m. Since m = log4+7α(λ), then for large enough λ, a can be any arbitrarily large constant
integer. Since ε < 1/λc, then εmin = min(ε, 1 − ε) = ε. We also note that since ε > negl(λ), then
ε > 1/λc

′
for some constant c′ > c. Then,

2[m log((1− εmin)−1) + a log(ε−1
min − 1)]

= 2m log((1− ε)−1) + 2a log(ε−1 − 1)

≤ 2m log((1− ε)−1) + 2a log(λc
′ − 1)]

= 2m log((1− ε)−1) +O(log(λ))

≤ 2 log4+7α(λ) · (− log((1− 1/λc)) +O(log(λ))

≤ 2 log4+7α(λ) ·
(

1

ln(2) · (λc − 1)

)
+O(log(λ))

≤ O(log(λ)),

which follows from the fact that (− log(1−1/λc)) ≤ 1
ln(2)·(λc−1) . To see this, set z = 1/λc and observe

that − log(1−z) = 1
ln 2

∫ z
0

dy
1−y ≤

z
ln(2)·(1−z) . Then, we observe that by the sequence of hybrids shown

in Sec. 8.2 with Lemmas 8.5 and 8.8, if we let v(λ) and w(λ) be arbitrary polynomials, then for

any adversary of size v(λ), assuming Com is (poly(λ) · 22·[m log((1−εmin)−1)+a log(ε−1
min−1)], negl(λ)) =

(poly(λ) · 2O(log(λ)), negl(λ)) = (poly(λ), negl(λ))-computationally hiding and negl(λ) statistically

binding and SetHSS is secure against size O(poly(λ)·22·[m log((1−εmin)−1)+a log(ε−1
min−1)])) = O(poly(λ))
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adversaries, the advantage is less than

m · negl(λ) +
1

w(λ)
+ (em · ε/a)a + 1− (1− e−δεm/3)(1− (1− (1− q)(1+δ)εm)n) + negl(λ)

≤ negl(λ) +
1

w(λ)
+ (e log4+7α(λ)/λc)a + 1− (1− e− log1+α λ/6)(1− (1− (1− 1/ log1+2α λ)log1+α λ)λ)

≤ negl(λ) +
1

w(λ)
+ (e log4+7α(λ)/λc)a + 1− (1− negl(λ))(1− (1− (1/e)1/ logα λ)λ)

≤ negl(λ) +
1

w(λ)
+ (e log4+7α(λ)/λc)a + 1− (1− negl(λ))(1− (1/e)λ/e

1/ logα λ
)

≤ negl(λ) +
1

w(λ)
+ (e log4+7α(λ)/λc)a + 1− (1− negl(λ))(1− negl(λ))

≤ negl(λ) +
1

w(λ)
+ (e log4+7α(λ)/λc)a.

Now, for any polynomial p(λ), there exists a constant a such that (e log4+7α(λ)/λc)a < 1/p(λ).
Thus, since a can be any constant and w(λ) can be any polynomial, it follows that this advantage
can be made smaller than 1/p(λ) for any polynomial p(λ). Therefore, we get that the advantage is
negligible. Since the size of the adversary v(λ) can also be an arbitrary polynomial, it follows that
security holds against all polynomial-sized adversaries.

Putting everything together: From these results, we obtain Theorem 8.2 as follows. Assume
our weakly-secure FE scheme is (poly(λ), ε)-secure for ε < 1/6. We apply the FE to sFE transfor-
mation (Thm. 4.1) to obtain a (poly(λ), negl, ε)-secure sFE scheme. We then instantiate our FE
construction with the constant to 1/ poly(λ) parameters. We then apply correctness amplification
to obtain a new FE construction that is 1 − negl(λ) correct and 1/ poly(λ)-secure. We transform
this construction to a semi-functional FE construction sFE′ (Thm. 4.1) and then instantiate our
construction a final time with the 1/ poly(λ) to negl(λ) security parameters using sFE′. The under-
lying schemes Com and SetHSS can be instantiated assuming a (poly(λ), negl(λ))-secure one-way
function. Such a one-way function can be instantiated from a (poly(λ), ε)-secure FE scheme using
the fact that a weakly-secure FE scheme implies a weakly-secure OWF and that OWF security can
be amplified [Imp95]. This gives Theorem 8.1.

8.3.2 Amplification Against Subexponential Sized Adversaries

From constant to 1/ poly(λ) security: Suppose sFE is (2O(λc), 2−O(λc), ε)-secure for ε < 1/6 for
some constant c > 0. By the same setting of parameters as in the above section (and the same

correctness amplification), it follows that we can obtain a (2O(λc
′′

), log(λ)/λ0.4)-secure FE scheme

for some c′′ > 0, assuming a (2O(λc
′
), 2−O(λc

′
))-secure one-way function for some c′ > c.

From 1/ poly(λ) to 2−O(λφ
′
) security: Suppose sFE is (2O(λc), 2−O(λc), ε)-secure for ε < 1/λβ for

constants c, β > 0. Set the parameters as follows:

• n = λ.

• m = λ4α.

• q = 1/λα.
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• δ = λα

2εm ≥ 1 when α < β/3.

• p(λ) = λcp such that ε > 1/λcp (such a cp exists since ε > negl(λ)),

where 0 < α < β/3 is some constant.

Then, it follows that the correctness of the resulting scheme is

≥ 1− n3(1− q3)m −m · negl(λ)

= 1− λ3(1− 1/λ3α)λ
4α − negl(λ)

≥ 1− 2λ3 · (1/e)λα

≥ 1− negl(λ).

For security, we observe that by the sequence of hybrids shown in Sec. 8.2 that for any 2O(λc
′′

)-

sized adversary for some constant c′′ < c, assuming Com is (2O(λc
′
), 2−O(λc

′
))-computationally hiding

and 2−O(λc
′
) statistically binding and SetHSS is 2−O(λc

′
)-secure against size 2O(λc

′
) adversaries for

some cosntant c′ > c, the advantage is bounded by

m · 2−O(λc) + 2−O(λc
′′

) + 1− (1− e−δεm/3)(1− (1− (1− q)(1+δ)εm)n) + 2−O(λc)

≤ 2−O(λc
′′

) + 1− (1− e−λα/6)(1− (1− (1− 1/λα)λ
α
)λ)

≤ 2−O(λc
′′

) + 1− (1− e−λα/6)(1− (1− (1/e))λ)

≤ 2−O(λc
′′

) + 2−O(λφ)

≤ 2−O(λφ
′
),

for some constant φ > 0 and constant φ′ = min{c′′, φ}. Thus, the resulting FE scheme is

(2O(λφ
′
), 2−O(λφ

′
))-secure.

Putting everything together: From these results, we obtain Theorem 8.2 as follows. Assume

our weakly-secure FE scheme is (2O(λc
′
), ε)-secure for ε < 1/6. We apply the FE to sFE transfor-

mation (Thm. 4.1) to obtain a (2O(λc
′
), 2−O(λc

′
), ε)-secure sFE scheme. Observe that since c′ > c, it

follows that the sFE scheme must also be a (2O(λc), 2−O(λc), ε)-secure sFE scheme. We then instan-
tiate our FE construction with the constant to 1/ poly(λ) parameters. We then apply correctness
amplification to obtain a new FE construction that is 1 − negl(λ) correct and 1/ poly(λ)-secure.
We transform this construction to a semi-functional FE construction sFE′ (Thm. 4.1) and then

instantiate our construction a final time with the 1/ poly(λ) to 2−O(λφ
′
) security parameters using

sFE′. The underlying schemes Com and SetHSS can be instantiated assuming a (2O(λc
′
), 2−O(λc

′
))-

secure one-way function. Such a one-way function can be instantiated from a (2O(λc
′
), ε)-secure

FE scheme using the fact that a weakly-secure FE scheme implies a weakly-secure OWF and that
OWF security can be amplified [Imp95]. This gives Theorem 8.2.

9 Amplification via Nesting

In this section, we amplify a secret key FE scheme that is secure with some constant probability
(1 − ε) to another secret key FE scheme that is secure with some larger constant probability (in
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the neighborhood of (1− ε2)). In this way, we can create an ε′ secure FE scheme for any arbitrarily
small constant ε′ from any constantly secure FE scheme by repeating this transformation a constant
number of times. We show that this amplification preserves compactness and note that although
we consider the secret key variant, our proofs extend to the case of public key FE.

Recall the following notation:

Notation We say that ensembles satisfy (poly(λ) · s, ε)-indistinguishability if the ensembles satisfy
(p(λ) · s, ε)-indistinguishability for every polynomial p(λ).

Our main results in this section are the following:

Theorem 9.1. If there exists a (poly(λ), ε)-secure functional encryption scheme for P/poly for
some constant ε ∈ (0, 1), then there exists a (poly(λ), ε′)-secure functional encryption scheme for
P/poly for any constant ε′ ∈ (0, 1). Moreover, the transformation preserves compactness.

Theorem 9.2. If there exists a (2λ
c
, ε)-secure functional encryption scheme for P/poly for some

constant ε ∈ (0, 1) and some constant c > 0, then there exists a (2λ
c′
, ε′)-secure functional en-

cryption scheme for P/poly for any constant ε′ ∈ (0, 1) and any constant c′ < c. Moreover, the
transformation preserves compactness.

9.1 Construction

Let FE = (FE.Setup,FE.Enc,FE.KeyGen,FE.Dec) be a secret key functional encryption scheme for
P/poly that satisfies (s, ε)−security (as described in Definition 4.3) for some constant ε ∈ (0, 1).

We now construct an amplified functional encryption scheme FE∗ as described below. Essen-
tially, FE∗ works by nesting the original functional encryption FE. Intuitively, the idea is that as
long as one layer of FE is secure, then the nested FE∗ is secure. Therefore, we can get amplification
since our nested FE∗ is broken only when all layers of FE are broken. We formalize this notion in
the security proof.

We will use a two-layer nesting where we have an “inner” and “outer” FE. To encrypt a message,
we first encrypt using the “inner” FE and then encrypt the result using the “outer” FE. To create
a function key for C, we first create a normal function key for C using the “inner” FE. Then, our
final function key for C is the function key for the “outer” FE of the function that decrypts the
input with the “inner” function key.

FE∗ (Amplified Functional Encryption)

• Setup(1λ):

1. Generate msk1 ← FE.Setup(1λ) and msk2 ← FE.Setup(1λ).

2. Output MSK = (msk1,msk2).

• Enc(MSK,m):

1. Parse MSK as (msk1,msk2).

2. Compute ct1 ← FE.Enc(msk1,m).

3. Compute ct2 ← FE.Enc(msk2, ct1).

4. Output CT = ct2.
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• KeyGen(MSK, C):

1. Parse MSK as (msk1,msk2).

2. Compute skC,1 ← FE.KeyGen(msk1, C).

3. Compute skC,2 ← FE.KeyGen(msk2, G) where G(x) = FE.Dec(skC,1, x).

4. Output skC = skC,2.

• Dec(skC ,CT):

1. Output y = FE.Dec(skC ,CT).

Correctness: If the underlying FE is correct, then so is the scheme FE∗. This is because for any
function C, message m, honestly generated ciphertext CT ← FE.Enc(msk2,FE.Enc(msk1,m)) and
key skC ← FE.KeyGen(msk2, G) whereG(x) = FE.Dec(FE.KeyGen(msk1, C), x), then FE.Dec(skC ,CT) =
G(FE.Enc(msk1,m)) = FE.Dec(FE.KeyGen(msk1, C),FE.Enc(msk1,m)) = C(m). Thus, correctness
holds with probability 1.

Preserving Compactness: It follows immediately that if FE satisfies compactness, then so does
FE∗. If the running time needed to compute an FE ciphertext is independent of the function size,
then so is the running time needed to compute an FE∗ encryption of a message.

9.2 Security

We will prove the following two lemmas.

Lemma 9.1. For any constant ε ∈ (0, 1) if

• FE is a (poly(λ), ε)-secure functional encryption scheme for P/poly,

• Com is any commitment with (poly(λ), negl(λ))-computational hiding and negl(λ)-statistical
binding,

then FE∗ is a (poly(λ), ε2 + negl(λ))-secure functional encryption scheme.

Lemma 9.2. For any constant ε ∈ (0, 1), any constant c′ > 0, and any constant c > c′, if

• FE is a (2λ
c
, ε)-secure functional encryption scheme for P/poly,

• Com is any commitment with (2λ
c
, negl(λ))-computational hiding and negl(λ)-statistical bind-

ing,

then FE∗ is a (2λ
c′
, ε2 + negl(λ))-secure functional encryption scheme.

Since weakly-secure FE implies a weakly-secure OWF (which can then be amplified to a fully
secure OWF via [Imp95]), Theorems 9.1 and 9.2 immediately follow from Lemmas 9.1 and 9.2 by
instantiating Com using this OWF and repeating the transformation a constant number of times.

Proof Overview: Our amplified FE∗ is basically a two-nested FE scheme. Since each layer is
a separate FE scheme, we expect our amplified FE∗ to be secure as long as at least one of the
layers is secure. Now, if we could prove that each layer is independently insecure with probability
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at most ε, then we could show that the amplified FE∗ scheme is only insecure with probability at
most ε2. Unfortunately, the security of the two layers is not independent; in general the hard core
sets of randomness which lead to secure encryptions could depend on the message being encrypted.
Instead, we will achieve similar amplification by in some sense “simulating” the security of the outer
FE in a way that is independent of the security of the inner FE. To do so, we will use techniques
similar to those used in our Probabilistic Replacement Theorem (Theorem 7.1). In particular, an
explanation of hardcore measures proofs can be found in the technical overview in Section 2.2.

First, we quantify the security of the outer FE using hardcore measures. By the (s, ε)-security
of FE, for any fixed output of the inner FE, the outer FE is secure with probability at least 1 − ε.
Therefore, by Theorem 3.1, there exist hardcore measures (of density 1 − ε) of the randomness of
the outer FE such that the outer FE is strongly secure when its randomness is sampled from these
hardcore measures. So, with probability at least 1 − ε, we sample randomness from the hardcore
measures of the outer FE and achieve security via these hardcore measures. But with probability
ε, we have no guarantee that the outer FE is secure, so we must rely on the security of the inner
FE.

Now, we want to show that conditioned on the outer FE being potentially insecure (i.e. when
we do not sample from these hardcore measures), then the inner FE is still only insecure with
probability close to ε. In other words, we want to show that the security of the inner and outer FE
schemes are close to independent. To do so, we need to perform a reduction to the (s, ε)-security
of the inner FE. At this point, we run into two issues. First, in order to perform our reduction to
the security of the inner FE, we will need to sample from the complement hardcore measures of the
outer FE. (Recall that we first conditioned on the outer FE being potentially insecure.) However,
this is problematic because we have no bound on the efficiency of computing or sampling from
these hardcore measures. Secondly, the hardcore measures of the outer FE depend implicitly on the
randomness used by the inner FE. Or, in other words, the security of the outer FE, as quantified
by these measures, is not independent of the security of the inner FE.

To resolve these issues, we need to find a way to give an efficient reduction to the security of
the inner FE, despite the inefficiencies and dependencies outlined above. Intuitively, we proceed
as follows: Our reduction takes as input the ciphertext produced by the inner FE. The reduction
then uses the fact that the complement of the hard core measure of the outer FE has density ε to
efficiently simulate randomness that is indistinguishable from hardcore randomness; this simula-
tion uses the leakage simulation theorem [Skó15].This allows our reduction to create the outer FE
ciphertext that the adversary expects.

Proof:

Security Game:
Recall the definition of (s, ε)-secure FE from Definition 4.3:

Definition 9.1 ((s, ε)-secure FE). A secret-key FE scheme FE for a class of circuits C = {Cλ}λ∈[N]

and message space X = {Xλ}λ∈[N] is (s, ε)-secure if for any adversary A of size s, the advantage of
A is

AdvFEA =
∣∣∣Pr[ExptFEA (1λ, 0) = 1]− Pr[ExptFEA (1λ, 1) = 1]

∣∣∣ ≤ ε,
where for each b ∈ {0, 1} and λ ∈ N, the experiment ExptFEA (1λ, b) is defined below:

1. Challenge queries: A submits message queries (xi)i∈[Γ], a challenge message query (x∗0, x
∗
1),

and a function query C to the challenger Chal, with xi ∈ Xλ for all i ∈ [Γ], x∗0, x
∗
1 ∈ Xλ, and
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C ∈ Cλ such that C(x∗0) = C(x∗1). Here, Γ is an arbitrary (a priori unbounded) polynomial in
λ.

2. Chal computes msk ← FE.Setup(1λ) and then computes cti ← FE.Enc(msk, xi) for all i ∈
[Γ]. It then computes ct∗ ← FE.Enc(msk, x∗b) and skC ← FE.KeyGen(msk, C). It sends
((cti)i∈[Γ], ct

∗, skC) to A.

3. The output of the experiment is set to b′, where b′ is the output of A.

Now, we define security for our amplified FE∗ in terms of the following definitions:

• Challenge Queries (aux): Define aux = (m∗0,m
∗
1, (m

γ)γ∈[Γ], C) to be a set of challenge

queries output by some adversary A in step 1 of ExptFE
∗

A (1λ, b). In particular, (m∗0,m
∗
1)

are the challenge message queries, (mγ)γ∈[Γ] are the message queries, and C is the function
query. For the rest of this proof, whenever we refer to aux, we will assume that it is of the
appropriate form and satisfies the constraint that C(m∗0) = C(m∗1). We will also assume that
all adversaries are of large enough size to output any particular aux since |aux| = O(poly(λ))
is fixed based on the FE scheme and λ.

• Inner Encryption: For a fixed aux, define InnerFEaux which takes as input b and random-
ness Rin, and outputs the ciphertexts and key of the “inner” functional encryption using
randomness Rin for challenge aux of experiment ExptFE

∗

A (1λ, b).

InnerFEaux(b, Rin = (r1, r2, (r
γ
3 )γ∈[Γ], r4)):

1. Setup: Generate msk1 ← FE.Setup(1λ; r1).

2. Encryption:

(a) Compute ct∗1 ← FE.Enc(msk1,m
∗
b ; r2).

(b) Compute ctγ1 ← FE.Enc(msk1,mi; r
γ
3 ) for γ ∈ [Γ].

3. KeyGen: Compute skC,1 ← FE.KeyGen(msk1, C; r4).

4. Output: Output X = (ct∗1, (ct
γ
1)γ∈[Γ], skC,1).

• Outer Encryption: Similarly, for a fixed aux define OuterFEaux which takes as input ran-
domness Rout and the results X of an “inner” encryption and outputs the ciphertexts and
keys of the “outer” encryption using randomness Rout.

OuterFEaux(X = (ct∗1, (ct
γ
1)γ∈[Γ], skC,1), Rout = (r1, r2, (r

γ
3 )γ∈[Γ], r4))

1. Setup: Generate msk2 ← FE.Setup(1λ; r1).

2. Encryption:

(a) Compute ct∗ = ct∗2 ← FE.Enc(msk2, ct
∗
1; r2).

(b) Compute ctγ = ctγ2 ← FE.Enc(msk2, ct
γ
1 ; rγ3 ) for γ ∈ [Γ].

3. KeyGen: Compute skC = skC,2 ← FE.KeyGen(msk2, G; r4)
where G(x) = FE.Dec(skf,1, x)

4. Output: Output Y = (ct∗, (ctγ)γ∈[Γ], skC).

• Length of Randomness: Let `in be the length of Rin and `out be the length of Rout. Note
that `in and `out have size O(poly(λ)) since FE is composed of O(poly(λ))-time computable
functions.

60



Therefore, for our amplified FE∗ scheme, we can write ExptFE
∗

A (1λ, b) in the following way:

1. A submits aux = (m∗0,m
∗
1, {mi}i∈[Γ], C).

2. Sample Rin ← {0, 1}`in and Rout ← {0, 1}`out

3. Output Y = OuterFEaux(InnerFEaux(b, Rin), Rout)

Thus, FE∗ is (s′, ε′)-secure if for all aux and all adversaries A of size s′, then∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ < ε′ (1)

Security of the Outer Encryption:
We will now show that for any fixed value output by the inner FE, then the outer FE is secure with
probability 1−ε. This holds by the (s, ε)-security of FE. We quantify this using hardcore measures.
First, recall the following theorem:

Theorem 9.3 (Imported Theorem [MT10]). Let E∗ : {0, 1}n → Y and F ∗ : {0, 1}m → Y be two
functions, and let ε, γ ∈ (0, 1) and s > 0 be given. If for all distinguishers A with size s we have∣∣∣∣ Pr

x←{0,1}n
[A(E∗(x)) = 1]− Pr

y←{0,1}m
[A(F ∗(y)) = 1]

∣∣∣∣ ≤ ε
Then there exist two measures M0 (on {0, 1}n) and M1 (on {0, 1}m) that depend on γ, s such that

1. µ(Mb) ≥ 1− ε for b ∈ {0, 1}

2. For all distinguishers A′ of size s′ = sγ2

128(m+n+1)∣∣∣∣ Pr
x←DM0

[A′(E∗(x)) = 1]− Pr
y←DM1

[A′(F ∗(y)) = 1]

∣∣∣∣ ≤ γ
We now use this theorem to construct hardcore measures for the outer FE on fixed values of the
inner FE.

Corollary 9.1. Let ε, advHCM ∈ (0, 1) and s > 0 be given. Fix aux and Rin. For b ∈ {0, 1}, define
Eb(Rout) = OuterFEaux(InnerFEaux(b, Rin), Rout). Then, if FE is (s, ε)-secure, then there exist two
measures M0,aux,Rin (on {0, 1}`in) and M1,aux,Rin (on {0, 1}`out) that depend on aux, Rin such that

1. µ(Mb,aux,Rin) = 1− ε for b ∈ {0, 1}.

2. For all distinguishers A′ of size sizeHCM =
s·adv2HCM

128(`in+`out+1)∣∣∣∣∣ Pr
Rout←D0,aux,Rin

[
A′
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←D1,aux,Rin

[
A′
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ < advHCM

where for b ∈ {0, 1}, Db,aux,Rin is the induced distribution of measure Mb,aux,Rin.
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Proof. This follows directly from Theorem 9.3. For any fixed aux and Rin, the (s, ε)-security of FE
implies that for all adversaries A of size s, then∣∣∣∣∣ Pr

Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ < ε.

Therefore, the theorem gives us two measures M′b,aux,Rin such that µ(M′b,aux,Rin) ≥ 1 − ε and for

all distinguishers A′ of size sizeHCM =
s·size2HCM
128(2`+1)∣∣∣∣∣ Pr

Rout←D′0,aux,Rin

[
A′
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←D′1,aux,Rin

[
A′
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ < advHCM

where for b ∈ {0, 1}, D′b,aux,Rin is the induced distribution of measureM′b,aux,Rin . Then, we can scale

these measures and set Mb,aux,Rin = 1−ε
µ(M′b,aux,Rin )

M′b,aux,Rin . Then Mb,aux,Rin has density exactly

1− ε. Since Mb,aux,Rin induces the same distribution as M′b,aux,Rin , the result holds.

Thus, for any fixed value output by the inner FE, with probability proportional to the density
of the hardcore measures, the outer FE will be secure. More specifically, for b ∈ {0, 1}, we define
Db,aux,Rin be to the induced distribution of measure Mb,aux,Rin . Then, by the triangle inequality,
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for all aux and for all adversaries A of size sizeHCM =
s·adv2HCM

128(`in+`out+1) , then∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣

=

∣∣∣∣∣2−`in ∑
Rin∈{0,1}`in

(
Pr

Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
])∣∣∣∣∣

≤

∣∣∣∣∣2−`in ∑
Rin∈{0,1}`in

(1− ε) ·
(

Pr
Rout←D0,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←D1,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
])∣∣∣∣∣

+

∣∣∣∣∣2−`in ∑
Rin∈{0,1}`in

ε ·
(

Pr
Rout←D0,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rout←D1,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
])∣∣∣∣∣

≤(1− ε) · advHCM

+ ε ·

∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←D0,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←D1,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ (2)

Therefore with probability 1−ε, we sample from the hardcore measures of the outer FE and achieve
security via the hardcore measures.

Security of the Inner Encryption:
Now, with probability ε, we do not sample from the hardcore measures of the outer FE. Thus,
when this occurs, we cannot rely on the outer FE for security; instead, we must rely on the security
of the inner FE. We will focus on bounding the following term, which refers to the security of the
inner FE conditioned on the outer FE being potentially insecure.∣∣∣∣∣ Pr

Rin←{0,1}`in ,Rout←D0,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←D1,aux,Rin

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ (3)

For b ∈ {0, 1} and for any aux, define
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EXPb,aux:

1. Sample Rin ← {0, 1}`in

2. Compute X = InnerFEaux(b, Rin).

3. Sample Rout ← Db,aux,Rin

4. Output Y = OuterFEaux(X,Rout)

Then, the above term (Equation 3) can be written as∣∣∣∣∣Pr
[
A(EXP0,aux) = 1

]
− Pr

[
A(EXP1,aux) = 1

]∣∣∣∣∣ (4)

At this point, we want to prove that this quantity is small by performing a reduction to the
(s, ε)-security of the inner FE. However, consider how this reduction would work. The reduction
would get X as input from its challenger where X is computed as either InnerFEaux(0, Rin) or
InnerFEaux(1, Rin). Then, the reduction would have to sample Rout from the correct complement
hardcore measure Db,aux,Rin and compute OuterFEaux(X,Rout). Here, we have two problems. First,
in order to know which measure to sample from, the reduction needs to know b and Rin. This is
because the security of the outer FE (as quantified by the complement hardcore measures) may
be dependent on the security of the inner FE. Secondly, we have no bound on the efficiency of
computing or sampling from these complement measures. So, our reduction may not be efficient.
To solve these problems, we use techniques similar to those used in our Probabilistic Replacement
Theorem (Theorem 7.1). In particular, we show that there is a bounded time function h that can
simulate sampling from these complement hardcore measures and that is independent of b and Rin.
Then, we can perform our reduction. Our proof proceeds via a series of hybrids.

Hybrid0,b,aux: This hybrid corresponds to EXPb,aux.

1. Sample Rin ← {0, 1}`in

2. Compute X = InnerFEaux(b, Rin).

3. Sample Rout ← Db,aux,Rin

4. Output Y = OuterFEaux(X,Rout)
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First, we introduce Machaux which samples from the complement hardcore measure Db,aux,Rin .
Now, since the output of Machaux has high-min entropy, we can use the leakage simulation theo-
rem from [Skó15] to efficiently simulate Machaux. However, note that since the hardcore measures
depend on (b, Rin), then Machaux must know these values in order to function correctly. But, if we
give Machaux these values directly as input, then the simulator will also get them as input. This
is an issue since we want the simulator to be independent of (b, Rin). To solve this problem, we
instead give (b, Rin) to Machaux only indirectly in the form of a secure commitment. Our sampler
Machaux will then brute force break the commitment and retrieve the values that it needs. Since
the efficiency of the simulator only depends on the min-entropy of the output of Machaux, then
Machaux will still be efficiently simulatable. Then, although the simulator also receives this com-
mitment, as long as we ensure that the simulator is too weak to break the commitment, then we
can safely replace the simulator’s commitment of (b, Rin) with a commitment of 0. Therefore, the
final simulator will be independent of (b, Rin).

Hybrid1,b,aux: In this hybrid, we use a machine Machaux to compute Db,aux,Rin and and output a
sample Rout from this distribution. However, Machaux does not directly receive (b, Rin) as input,
but must instead brute force break a commitment of Z = Com(b, Rin) to get (b, Rin). Machaux
also ensures that the measure it samples from has the correct minimum density by replacing the
computed complement hardcore measure with the maximum density measure if this computed
measure is not dense enough. Note that Machaux also takes X as additional input, but does not
use this value. This input is necessary for a reduction in a later hybrid.

Machaux(Z,X)

1. Break open Z by brute force to recover (b, Rin).

2. Compute Mb,aux,Rin . If µ(Mb,aux,Rin) < ε, then set this measure to be the maximum
density measure Mmax over the same domain. We define Mmax(x) = 1 for all x in the
domain. Note that µ(Mmax) = 1.

3. Sample Rout ← Db,aux,Rin and output Rout.

Here is the hybrid.

1. Sample Rin ← {0, 1}`in

2. Compute X = InnerFEaux(b, Rin).

3. [Change]: Compute Z ← Com(b, Rin).

4. [Change]: Compute Rout ← Machaux(Z,X).

5. Output Y = OuterFEaux(X,Rout)

Lemma 9.3. For any bit b ∈ {0, 1}, if Com is a (statBIND)-statistically binding commitment, then
for any adversary A,

|Pr[A(Hybrid1,b,aux) = 1]− Pr[A(Hybrid0,b,aux) = 1]| ≤ statBIND.

This indistinguishability is statistical.
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Proof. If Com is (statBIND)-statistically binding, then with probability at least 1− statBIND over the
coins of the setup algorithm of the commitment scheme, the hybrids are identical. Note that if
Machaux correctly computes (b, Rin) from Z, thenMb,aux,Rin has the required minimum density by
Corollary 9.1, so Machaux will not replace it with Mmax.
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Now, we will simulate Machaux. Recall the following leakage simulation theorem:

Theorem 9.4 (Imported Theorem [Skó15]). Let n,m ∈ N. For every distribution (X,W ) on
{0, 1}n × {0, 1}m and every s, ε, there exists a simulator h : {0, 1}n → {0, 1}m such that

1. h has size bounded by sizeh = O(s(n+m)22∆ε−5) where ∆ = m−H∞(W |X) is the min-entropy
deficiency.

2. (X,W ) and (X,h(X)) are (s, ε)-indistinguishable. That is, for all circuits C of size s, then∣∣∣∣ Pr
(x,w)←(X,W )

[C(x,w) = 1]− Pr
x←X,h

[C(x, h(x)) = 1]

∣∣∣∣ ≤ ε
Corollary 9.2. Define Φ to be the distribution (Z,X) generated by running steps 1-3 of Hybrid2,b,aux

below. Define (Φ,Ψ) to be the distribution of (φ, ψ) generated by sampling φ← Φ and then setting
ψ = Machaux(φ). Let sizeSIM, advSIM > 0. Then, there exists a simulator h such that

1. haux has size bounded by sizeh = O(poly(λ) · sizeSIM · adv−5
SIM).

2. For every adversary A′ of size sizeSIM, then∣∣∣∣ Pr
φ←Φ

[A′(φ,Machaux(φ)) = 1]− Pr
φ←Φ,h

[A′(φ, h(φ)) = 1]

∣∣∣∣ ≤ advSIM

Proof. This follows directly from Theorem 9.4 provided that we prove certain lower bounds on the
min-entropy of the output of Machaux(φ). Note that |Machaux(φ)| = `out since Machaux outputs a
random string Rout of length `out. First, we will prove the following claim:

Claim 9.1. H∞(Ψ|Φ) ≥ `out − log(1
ε ).

Fix any φ ← Φ. Note that µ(Mb,aux,Rin) ≥ ε by definition of Machaux. Therefore, the density of
the output of Machaux(φ) is also ε. So for any fixed φ, then maxψ(Pr(Machaux(φ) = ψ)) ≤ 1

2`out ·ε .
Thus,

H∞(Ψ|Φ) = min
φ

(− log max
ψ

Pr[Ψ = ψ | Φ = φ])

≥ − log

(
1

2`out · ε

)
= `out − log(

1

ε
)

Therefore, since both |φ| and |ψ| are of size O(poly(λ)), we get our corollary where haux has size
bounded by sizeh = O(poly(λ) · sizeSIM · 22 log(1/ε) · adv−5

SIM) = O(poly(λ) · sizeSIM · adv−5
SIM) since ε is a

constant.

Hybrid2,b,aux: In this hybrid, we simulate Machaux using the simulator haux from Corollary 9.2
above. Define (Φ,Ψ), and haux as in Corollary 9.2.

1. Sample Rin ← {0, 1}`in

2. Compute X = InnerFEaux(b, Rin).

3. Compute Z ← Com(b, Rin).
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4. [Change]: Compute Rout ← haux(Z,X).

5. Output Y = OuterFEaux(X,Rout)

Lemma 9.4. For any bit b ∈ {0, 1}, there exists a fixed polynomial p2(λ) such that for any adversary
A of size (sizeSIM − p2(λ)),

|Pr[A(Hybrid2,b,aux) = 1]− Pr[A(Hybrid1,b,aux) = 1]| ≤ advSIM.

Proof. This proof is a direct application of Corollary 9.2. Assume that we have an adversary
A of size (sizeSIM − p2(λ)) that can distinguish between the two hybrids with advantage at least
advSIM. Then, consider an adversary A′ that receives (φ,Rout) as input from its challenger where
φ = (Z,X) is generated by running steps 1-3 of Hybrid2,b,aux and Rout is generated by either
Machaux(φ) or haux(φ). Then, A′ computes Y = OuterFEaux(X,Rout). A′ sends Y to A and
outputs whatever A outputs. Thus, A′ exactly simulates Hybrid1,b,aux when Rout is generated
by Machaux(φ) and exactly simulates Hybrid2,b,aux when Rout is generated by haux(φ). Therefore,
A′ has advantage advSIM in distinguishing (φ,Machaux(φ)) and (φ, haux(φ)). Observe that since
OuterFEaux is a poly(λ)-time computable function and Z,Rout, X are of size poly(λ), then the size
of A′ is (sizeSIM − p2(λ) + p(λ)) for some fixed polynomial p(λ). Define p2(λ) = p(λ). Then, the
size of A′ is sizeSIM, contradicting Corollary 9.2.
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Hybrid3,b,aux: In this hybrid, we change the commitment Z to a commitment of 0.

1. Sample Rin ← {0, 1}`in

2. Compute X = InnerFEaux(b, Rin).

3. [Change]: Compute Z ← Com(0`in+1).

4. Compute Rout ← haux(Z,X).

5. Output Y = OuterFEaux(X,Rout)

Lemma 9.5. For any b ∈ {0, 1}, if Com is (sizeHIDE, advHIDE)-hiding and sizeh is the size of the
function haux, then there exists a polynomial p3(λ) such that for any adversary A of size (sizeHIDE−
sizeh − p3(λ)),

|Pr[A(Hybrid3,b,aux) = 1]− Pr[A(Hybrid2,b,aux) = 1]| ≤ advHIDE.

Proof. Suppose that there exist an adversary A of size sizeHIDE− sizeh− p3(λ) that can distinguish
between the two hybrids with advantage at least advHIDE. Now consider the nonuniform adversary
A′ that is given as nonuniform advice the randomness Rin for which A has the largest advantage
in distinguishing hybrids Hybrid2,b,aux and Hybrid2,b,aux (i.e A has advantage at least advHIDE.).

WithRin fixed, A′ receives as input from its challenger either Z ← Com(b, Rin) or Z ← Com(0`in+1).
Then, A′ computes X = InnerFEaux(b, Rin), uses this Z to compute Rout ← haux(Z,X), and com-
putes Y = OuterFEaux(X,Rout). A′ gives Y to A and outputs whatever A outputs. Note that A′ ex-
actly simulates Hybrid2,b,aux when it receives a commitment of (b, Rin) and simulates Hybrid3,b,aux

when it receives a commitment of 0`in+1 (and when using randomness Rin for which A has the best
advantage). Therefore, A′ has advantage at least advHIDE in distinguishing a commitment of (b, Rin)
from a commitment of 0`in+1. Since OuterFEaux is a poly(λ)-time computable function, then the
size of A′ is sizeh + size(A) + p(λ) for some polynomial p(λ). Define p3(λ) = p(λ). Then, the size
of A′ = sizeHIDE which contradicts the (sizeHIDE, advHIDE)-hiding of Com.

Finally, we will argue that Hybrid3,0,aux and Hybrid3,1,aux are ε-close by the security of the
inner FE. Since the simulator h now only depends on X and not on (b, Rin), then we can carry out
our reduction.

Lemma 9.6. If FE is (s, ε)-secure for some constant ε ∈ (0, 1) and sizeh is the size of function haux,
then there exists a fixed polynomial p4(λ) such that for all adversaries A of size (s− sizeh − p4(λ))
and for all aux,

|Pr[A(Hybrid3,0,aux) = 1]− Pr[A(Hybrid3,1,aux) = 1]| ≤ ε

Proof. If FE is (s, ε)-secure for some constant ε ∈ (0, 1), then for any aux and any adversary A′ of
size s, by the definition of FE security, then∣∣∣∣∣ Pr

Rin←{0,1}`in

[
A′
(
InnerFEaux(0, Rin)

)
= 1
]
− Pr
Rin←{0,1}`in

[
A′
(
InnerFEaux(1, Rin)

)
= 1
]∣∣∣∣∣ < ε

Now, suppose that there exist an adversary A of size (s − sizeh − p4(λ)) that can distinguish
between the two hybrids with advantage at least ε. Consider an adversary A′ that receives X as
input from its challenger where X is computed as either InnerFEaux(0, Rin) for a random Rin or
as InnerFEaux(1, R

′
in) for a random R′in. Then, A′ computes Z ← Com(0`in+1), computes Rout ←
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haux(Z,X), and computes Y = OuterFEaux(X,Rout). A′ gives Y to A and outputs whatever A
outputs. Note that A′ exactly simulates Hybrid3,0,aux when it receives InnerFEaux(0, Rin) and
simulates Hybrid3,1,aux when it receives InnerFEaux(1, R

′
in). Therefore, A′ has advantage at least ε

in distinguishing between InnerFEaux(0, Rin) and InnerFEaux(1, R
′
in). Since Com and OuterFEaux are

poly(λ)-time computable functions, then the size of A′ is size(A) + sizeh + p(λ) = s− p4(λ) + p(λ)
for some polynomial p(λ). Define p4(λ) = p(λ). Then, the size of A′ = s which contradicts the
(s, ε)-security of FE.

From EXP0,aux to EXP1,aux:
Assume FE is (s, ε)-secure for some constant ε ∈ (0, 1) and Com is a (sizeHIDE, advHIDE)-computationally
hiding and statBIND-statistically binding commitment. Then, by combining all of the intermediate
lemmas, we get that for

sizeh = O(poly(λ) · sizeSIM · adv−5
SIM)

and for all adversaries A of size less than the minimum of the following:

• (sizeSIM − poly(λ))

• (sizeHIDE − sizeh − poly(λ))

• (s− sizeh − poly(λ))

then for any aux, ∣∣∣Pr[A(EXP0,aux) = 1]− Pr[A(EXP1,aux) = 1]
∣∣∣ ≤ adv∗

where
adv∗ ≤ 2(statBIND + advSIM + advHIDE) + ε
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Putting it Together:
Now, if FE is (s, ε)-secure for some constant ε ∈ (0, 1) and Com is a (sizeHIDE, advHIDE)-computationally
hiding and statBIND-statistically binding commitment, then by plugging our result from above into
the inequality in Equation 2, we get that for

sizeh = O(poly(λ) · sizeSIM · adv−5
SIM)

and all adversaries A of size less than the minimum of the following:

• s·adv2HCM
128(`in+`out+1)

• (sizeSIM − poly(λ))

• (sizeHIDE − sizeh − poly(λ))

• (s− sizeh − poly(λ))

then for any aux,∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ ≤ ε′

where
ε′ ≤ (1− ε) · advHCM + ε(2(statBIND + advSIM + advHIDE) + ε).

Proof of Lemma 9.1
We will now obtain Lemma 9.1. Let FE be a (poly(λ), ε)-secure functional encryption scheme for
some constant ε ∈ (0, 1) and let Com be a (poly(λ), negl(λ))-computationally hiding and negl(λ)-
statistically binding commitment. Then, we will show that FE∗ is (p(λ), ε2 + 1

q(λ) + negl(λ))-secure

for any arbitrarily large polynomials p(λ) and q(λ). Now,

• We are given that advHIDE = statBIND = negl(λ).

• Set advHCM = 1
2q(λ) .

• Set advSIM = 1
4ε·q(λ)

• Set sizeSIM to be a large enough polynomial so that

sizeSIM − poly(λ) > p(λ).

• Let s be a large enough polynomial so that

s · adv2
HCM

128(`in + `out + 1)
− poly(λ) > p(λ).

and
s− sizeh − poly(λ) = s−O(poly(λ) · sizeSIM · adv−5

SIM)− poly(λ) > p(λ).
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• Set sizeHIDE to be a sufficiently large polynomial so that

sizeHIDE − sizeh − poly(λ) = sizeHIDE −O(poly(λ) · sizeSIM · adv−5
SIM)− poly(λ) > p(λ).

Then, for all p(λ)-sized adversaries A′ and for any aux,∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ ≤ ε′

where

ε′ ≤ (1− ε) · advHCM + ε(2(statBIND + advSIM + advHIDE) + ε)

= (1− ε) 1

2q(λ)
+ ε2 + 2ε(negl(λ) +

1

4ε · q(λ)
+ negl(λ))

≤ ε2 +
1

q(λ)
+ negl(λ)

By Equation 1, this is equivalent to showing that FE∗ is (p(λ), ε2 + 1
q(λ) + negl(λ))-secure. Since

p(λ) was an arbitrary polynomial, this result holds for all poly-sized adversaries. Moreover, since
the result holds for any polynomial q(λ), it follows that the advantage is less than ε2 + 1

q(λ) +negl(λ)

for any polynomial q(λ) and, thus, is less than ε2 + negl(λ). This gives us Lemma 9.1.

Proof of Lemma 9.2
We will now obtain Lemma 9.2. Let ε ∈ (0, 1) be a constant, let c′ > 0 be a constant, and let c > c′

be a constant. Let FE be (2λ
c
, ε)-secure, and let Com be a (2λ

c
, negl(λ))-computationally hiding and

negl(λ)-statistically binding commitment. Then, we will show that FE∗ is (2λ
c′
, ε2 + 1

q(λ) +negl(λ))-
secure.

• We are given that s = sizeHIDE = 2λ
c
.

• We are given that advHIDE = statBIND = negl(λ).

Now,

• Set advHCM = 1
2q(λ) .

• Set advSIM = 1
4ε·q(λ)

• Set sizeSIM = 2λ
c′+( c−c

′
2 )

Then,

• sizeSIM − poly(λ) = 2λ
c′+( c−c

′
2 )

− poly(λ) > 2λ
c′

.

• s·adv2HCM
128(`in+`out+1) − poly(λ) = 2λ

c

(2q(λ))2·128(`in+`out+1)
− poly(λ) = 2λ

c

poly(λ) − poly(λ) > 2λ
c′

.
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• s− sizeh − poly(λ) = 2λ
c −O(poly(λ) · 2λ

c′+( c−c
′

2 )

· (4ε · q(λ))5)− poly(λ) > 2λ
c′
.

• sizeHIDE − sizeh − poly(λ) = 2λ
c −O(poly(λ) · 2λ

c′+( c−c
′

2 )

· (4ε · q(λ))5)− poly(λ) > 2λ
c′
.

Then, for all 2λ
c′

-sized adversaries A′, and for any aux,∣∣∣∣∣ Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterFEaux(InnerFEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ ≤ ε′

where

ε′ ≤ (1− ε) · advHCM + ε(2(statBIND + advSIM + advHIDE) + ε)

= (1− ε) 1

2q(λ)
+ ε2 + 2ε(negl(λ) +

1

4ε · q(λ)
+ negl(λ))

≤ ε2 +
1

q(λ)
+ negl(λ)

By Equation 1, this is equivalent to showing that FE∗ is (2λ
c′
, ε2 + 1

q(λ) + negl(λ))-secure. Since the

result holds for any polynomial q(λ), it follows that the advantage is less than ε2 + 1
q(λ) + negl(λ)

for any polynomial q(λ) and, thus, is less than ε2 + negl(λ). This gives us Lemma 9.2.

10 Amplification of Nested Public-Key Encryption

Our amplification techniques for nested functional encryption can also be easily extended to prove
amplification for nested public-key encryption. We assume familiarity with public-key encryption
(PKE). Our main results in this section are the following:

Theorem 10.1. If there exists a (poly(λ), ε)- indistinguishability of encryption secure public-key
encryption scheme PKE for message space {0, 1}λ and for some constant ε ∈ (0, 1), then there exists
a (poly(λ), ε′)-indistinguishability of encryption secure public-key encryption scheme PKE∗ for any
constant ε′ ∈ (0, 1), where PKE∗ is obtained by nesting PKE a constant number of times.

Theorem 10.2. If there exists a (2λ
c
, ε)- indistinguishability of encryption secure public-key en-

cryption scheme PKE for message space {0, 1}λ and for some constants ε ∈ (0, 1) and c > 0, then

there exists a (2λ
c′
, ε′)-indistinguishability of encryption secure public-key encryption scheme PKE∗

for any constants ε′ ∈ (0, 1) and c′ < c, where PKE∗ is obtained by nesting PKE a constant number
of times.

10.1 Construction

Let PKE = (PKE.Setup,PKE.Enc,PKE.Dec) be a public-key encryption scheme that satisfies (s, ε)-
indistinguishability of encryption security for some constant ε ∈ (0, 1).

We now construct an amplified public-key encryption scheme PKE∗ as described below which
simply nests the original PKE scheme.
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PKE∗ (Amplified Public-Key Encryption)

• Setup(1λ):

1. Generate (sk1, pk1),← PKE.Setup(1λ) and (sk1, pk2)← PKE.Setup(1λ).

2. Output SK = (sk1, sk2) and PK = (pk1, pk2).

• Enc(PK,m):

1. Parse PK as (pk1, pk2).

2. Compute ct1 ← PKE.Enc(pk1,m).

3. Compute ct2 ← PKE.Enc(pk2, ct1).

4. Output CT = ct2.

• Dec(SK,CT):

1. Parse SK as (sk1, sk2).

2. Output y = PKE.Dec(sk1,PKE.Dec(sk2,CT)).

Correctness: Correctness is straightforward to observe. If the underlying PKE is correct, then
so is the scheme PKE∗ since we are simply nesting the encryption.

10.2 Security

We prove the following two lemmas:

Lemma 10.1. For any constant ε ∈ (0, 1) if

• PKE is a (poly(λ), ε)-indistinguishability of encryption secure public-key encryption scheme
for message space {0, 1}λ,

• Com is any commitment with (poly(λ), negl(λ))-computational hiding and negl(λ)-statistical
binding,

then PKE∗ is a (poly(λ), ε2 +negl(λ))-indistinguishability of encryption secure public-key encryption
scheme.

Lemma 10.2. For any constant ε ∈ (0, 1), any constant c′ > 0, and any constant c > c′, if

• PKE is a (2λ
c
, ε)-indistinguishability of encryption secure public-key encryption scheme for

message space {0, 1}λ,

• Com is any commitment with (2λ
c
, negl(λ))-computational hiding and negl(λ)-statistical bind-

ing,

then PKE∗ is a (2λ
c′
, ε2 + negl(λ))-indistinguishability of encryption secure public-key encryption

scheme.

Since weakly-secure PKE implies a weakly-secure OWF (which can then be amplified to a fully
secure OWF via [Imp95]), Theorems 10.1 and 10.2 immediately follow from Lemmas 10.1 and 10.2
by instantiating Com using this OWF and repeating the transformation a constant number of times.
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Proof: The proofs of these two lemmas are basically the same as the proofs in the previous sec-
tion except with the inner and outer functional encryption schemes replaced by inner and outer
public-key encryption schemes. We describe more detail below:

Security Game:
We use the original definition of (s, ε)-indistinguishability of encryption secure PKE (see, for in-
stance, [Gol04]). Note that we focus our attention to this definition because a fully secure public key
encryption satisfying this notion implies IND-CPA-adaptively secure public key encryption (refer to
Chapter 5 in [Gol04] for both the definition and this claim).

Definition 10.1 ((s, ε)-indistinguishability of encryption secure PKE). A public-key encryption
scheme PKE for message space {0, 1}λ is (s, ε)-indistinguishability of encryption secure if for any
adversary A of size s, the advantage of A is

AdvPKEA =
∣∣∣Pr[ExptPKEA (1λ, 0) = 1]− Pr[ExptPKEA (1λ, 1) = 1]

∣∣∣ ≤ ε,
where for each b ∈ {0, 1} and λ ∈ N, the experiment ExptPKEA (1λ, b) is defined below:

1. Challenge queries: A submits challenge message queries (x∗0, x
∗
1) to the challenger Chal

with x∗0, x
∗
1 ∈ {0, 1}λ.

2. Chal computes (sk, pk)← PKE.Setup(1λ) and then computes ct∗ ← PKE.Enc(pk, x∗b). It sends
(ct∗, pk) to A.

3. The output of the experiment is set to b′, where b′ is the output of A.

Now, we define security for our amplified PKE∗ in terms of the following definitions:

• Challenge Queries (aux): Define aux = (m∗0,m
∗
1) to be a set of challenge message queries

output by some adversary A in step 1 of ExptPKE
∗

A (1λ, b).

• Inner Encryption: For a fixed aux, define InnerPKEaux which takes as input b and ran-
domness Rin, and outputs the ciphertext and public key of the “inner” public-key encryption
using randomness Rin for challenge aux of experiment ExptPKE

∗

A (1λ, b).

InnerPKEaux(b, Rin = (r1, r2)):

1. Setup: Generate (sk1, pk1)← PKE.Setup(1λ; r1).

2. Encryption: Compute ct∗1 ← PKE.Enc(pk1,m
∗
b ; r2).

3. Output: Output X = (ct∗1, pk1).

• Outer Encryption: Similarly, for a fixed aux define OuterPKEaux which takes as input
randomness Rout and the results X of an “inner” encryption and outputs the ciphertext and
public key of the “outer” encryption using randomness Rout.

OuterFEaux(X = (ct∗1, pk1), Rout = (r1, r2))

1. Setup: Generate (sk2, pk2)← PKE.Setup(1λ; r1).

2. Encryption: Compute ct∗ = ct∗2 ← PKE.Enc(pk2, ct
∗
1; r2).

3. Public Key: Set PK = (pk1, pk2)
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4. Output: Output Y = (ct∗,PK).

• Length of Randomness: Let `in be the length of Rin and `out be the length of Rout. Note
that `in and `out have size O(poly(λ)) since PKE is composed of O(poly(λ))-time computable
functions.

Therefore, for our amplified PKE∗ scheme, we can write ExptPKE
∗

A (1λ, b) in the following way:

1. A submits aux = (m∗0,m
∗
1).

2. Sample Rin ← {0, 1}`in and Rout ← {0, 1}`out

3. Output Y = OuterPKEaux(InnerPKEaux(b, Rin), Rout)

Thus, PKE∗ is (s′, ε′)-indistinguishability of encryption secure if for all aux and all adversaries A of
size s′, then∣∣∣∣∣ Pr

Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterPKEaux(InnerPKEaux(0, Rin), Rout)

)
= 1
]
−

Pr
Rin←{0,1}`in ,Rout←{0,1}`out

[
A
(
OuterPKEaux(InnerPKEaux(1, Rin), Rout)

)
= 1
]∣∣∣∣∣ < ε′

Then, the rest of the proof is identical to the previous section except with InnerFEaux replaced by
InnerPKEaux and OuterFEaux replaced by OuterPKEaux.

11 Final Amplification Results

By combining the main results of Sections 8 and 9, we immediately obtain our final amplification
results.

Theorem 11.1. Assuming a (poly(λ), ε)-secure FE scheme for P/poly for some constant ε ∈ (0, 1),
there exists a (poly(λ), negl(λ))-secure FE scheme for P/poly. Moreover, this transformation pre-
serves compactness.

Theorem 11.2. Assuming a (2O(λc), ε)-secure FE scheme for P/poly for some constant ε ∈ (0, 1)

and some constant c > 0, there exists a (2O(λc
′
), 2−O(λc

′
))-secure FE scheme for P/poly for some

constant 0 < c′ < c. Moreover, this transformation preserves compactness.
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