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Abstract. Nowadays, virtually all products and services offered by
financial institutions are backed by technology. While the frontend
banking services seem to be simple, the core-banking backend systems
and architecture are complex and often based on legacy technologies.
Customer-facing applications and services are evolving rapidly, yet they
have data dependencies on core banking systems running on ancient
technology standards.

While those legacy systems are preferred for their stability, reliability,
availability, and security properties, in adapting the frontends and services
many security and privacy issues can occur. Clearly, this issues are arising
as those systems have been designed decades ago, without considering
the enormous amounts of data that they are required to handle and also
considering different threat scenarios. Moreover, the trend towards using
new technologies such as Distributed Ledger Technologies (DLT) has
also emerged in the financial sector. As the nodes in DLT systems are
decentralized, additional security threats come to light.

The focus of this work is the security of financial technologies in the
FinTech domain. We provide relevant categorization and taxonomies
for a better understanding of the main cyber-attack types, and suitable
countermeasures. Our findings are supported by using security-by-design
principles for some selected critical financial use-cases, and include a
detailed discussion of the resulting threats, attack vectors and security
recommendations.
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modelling - cyber-attack countermeasure

1 Introduction

Financial technologies (FinTech) and innovations that optimize the delivery of
financial services are a quickly emerging industry. Simple examples are financial
services such as mobile banking apps, services for borrowing and investing,
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cryptocurrencies, data driven analytics, artificial intelligence, blockchain and
robotic process automation. The main goal of FinTech is to make financial services
more accessible to the general public, open new business opportunities, while
also reducing the costs of manual labour. However, while financial technologies
enable a broader access to financial services also additional challenges arise. Data
security is a big issue, as clearly many hackers are interested in the sensitive
financial data of customers and corporates. In the common legacy core-banking
technologies often security is not considered a big issue, as the mainframes
and servers are usually not connected with the outside world, and protected in
secure data centres that are heavily guarded. However, new technologies such as
distributed ledger technologies move the usually well protected systems out in
the open by considering a decentralized approach.

This paper focuses on understanding and categorizing the different attack
vectors for both legacy financial infrastructure, and distributed ledger financial
infrastructures. Additionally, suitable countermeasures are proposed by
considering relevant taxonomies. Moreover we use security-by-design principles,
such as threat modelling and provide security recommendations according to
the emerging threats. Although the literature contains several papers focusing
on security in DLT [55] [62] [51] [59] [36] [56] [46], as well as many general
distributed ledger and blockchain technology reviews[16] [68] [30] [65] [31], this
paper, to the best of our knowledge, is the first one presenting both attack and
countermeasures taxonomies, and supports its findings using threat modelling.

This remainder of the paper is structured as follows. Section 1 gives security
focused introduction of DLT- and legacy systems-based financial infrastructures,
with literature review. Section 2 presents legacy based financial infrastructures
and their vulnerabilities. Section 3 describes most common DLT use-cases, and
the advantages of this technology. Section 4 proposes a comprehensive taxonomy
of specific cyber-attacks within this domain, while Section 5 proposes a list of
potential countermeasures. Section 6 presents results of threat modelling for
described use cases. Section 7 contains conclusions and future work directions.

2 Legacy Financial Infrastructures

Virtually all products and services offered by financial institutions are backed
by technology. Even simple bank transactions or ATM withdrawals require the
interplay of various different components, as financial infrastructures are complex
systems that have often been built on monolithic architectures [67]. Legacy
core banking systems at the hearth of financial infrastructures are still the
main issues that hold back innovation efforts and cripple the agility of financial
institutions. Many financial institutions are museums of technology dating back to
the 1960’s, where the complexity of those systems make it impossible to manage
risks [33]. Typically the main challenges with these monolithic architectures is that
customer-facing applications and services must evolve rapidly, yet they have data
dependencies on core banking systems running on ancient technology standards.
Indeed, the banking frontends are evolving quickly, however the backend systems
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of current banks heavily rely on legacy systems such as mainframes from the
1980’s, COBOL based software systems from the 1960’s, excel, batch systems
and ATMs with Windows XP. The main reasons for using legacy systems are
stability, reliability, availability, functional resiliency, security and an attitude of
many banks to not fix a running system unless it is broken. Those systems have
performed reliable over many years, but as they have become increasingly complex
and are not designed to cope with rapidly changing technologies they cannot
keep up the pace with new technologies such as distributed ledger technologies,
cloud-based open digital ecosystems, artificial intelligence and micro service
architectures.

2.1 Legacy Systems in Financial Infrastructures

In this section, we will give an overview of the main components used for
in the backend of financial institutions as core banking components. These
systems include mainframes, software systems based on COBOL and Ezcel Sheets.
Moreover, we also mention customer-facing components such as ATM’s running
outdated operating systems.

Mainframes. Mainframes are computer systems that are usually used by large
organizations for critical applications. They are compared to supercomputers,
which are optimized for high performance computing, designed to ensure high
reliability, security, high throughput and the ability for hot-swapping of hardware
and offloading to separate computer systems. Mainframes are used in financial
institutions as they are reliable, they offer availability around the clock, they
are built with security in mind and they have huge analytical speed and allow
high throughput. While mainframes have been also evolved with time, the often
do not fit the nowadays needs of bank customers any more. The banks of today
are processing huge amounts of data, and with initiatives as open banking they
also provide APIs to core banking functions. These needs are currently better
solved with cloud-based solutions that work as Software-as-a-Service and micro
services [38]. Mainframes in this context are inflexible, expensive and simply out
of date to cope with these quickly changing requirements.

COBOL Software Systems. Common business-oriented language (COBOL) is
a computer programming language designed for business use that originated in the
1960’s. In the finance sector, COBOL is widely used as in legacy applications that
are deployed on mainframes, most often for batch and transaction processing.
A recent study by Reuters in 2017 showed that for technology of major US
banking systems still 43% of banking systems were built in COBOL, 80% of all
in-person transactions used COBOL, and 95% of all ATM swipe transactions rely
on COBOL. Until today there are still more than 220 billion lines of COBOL
in use during the use of every day financial services [54]. While it seems that
COBOL is still widely used in financial infrastructure, the problem is that the
programming language is not taught at universities any more and it is hard to
find developers as most of them already retired. COBOL programs are infamous
for being monolithic and lack modularization. Moreover, it was impossible in
older versions to restrict access to data so any procedure could modify any
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data item. Furthermore, there were also compatibility issues, leading to many
dialects that have been created. Current technologies are rapidly growing and
the required software stack is constantly adapting and evolving with it. Often
the programming languages are designed directly for these new technologies and
architectures. COBOL simply cannot cope with this rapid growth and changing
of technologies. Moreover, as of today most programming in COBOL is purely
done to maintain existing applications [53].

Excel Sheets. Another tool that is widely used in the finance industry are huge
Excel sheets. Those Excel sheets are used for accounting and financial services.
Moreover, Excel is used as an analytical tool in the finance sector. However,
Excel is prone to manipulation and also error-prone due to manual data entry,
manual copy-and-paste, and formula errors that provide scope for perpetrators
with criminal intent. A further huge issue is the inability to trace the user identity
who deals with data and the lack of audit trails that make Excel a risky and
manipulative tool.

ATM'’s running outdated operating systems. Automated Teller Machines
(ATM) are widely used to dispense cash all over the world. An ATM consists
of two main parts, a cabinet that contains the ATM computer, and a safe that
contains the money. The computer usually runs an embedded version of Windows,
and up until 2014 the vast majority of 95% was running Windows XP [29]. While
Microsoft stopped support for Windows XP in 2014, still in 2020 there are plenty
of ATM’s still running on this legacy operating systems. However, as there is
no continuous support also vulnerabilities are not patched any more, opening
up plenty of security hole within ATMs [52]. The reason why ATM’s haven’t
updated their operating systems vary from huge operational costs, as there are
plenty of ATM’s out there, but also a lack of alternatives as newer versions of
Windows also do not offer long-term support.

3 Distributed Ledger-based Financial Infrastructures

A distributed ledger is a consensus of distributed, shared, and synchronized
data that is spread across multiple different geographical locations, that is not
maintained by a central party. The general idea of distributed ledgers traces
back to a proposal by Haber and Stornetta [26] about how to practically validate
the generation and modification of digital documents. In 2002, Mazieres and
Shasha [39] extended the concept to protocols and data structures in a multi-
user network. The groundwork for today’s blockchain technologies was laid by
Satoshi Nakamoto [44], when introducing Bitcoin in 2008. However, the concept
of distributed ledger technologies further extends blockchain technologies that
are primarily used for cryptocurrencies, such as bitcoin. While distributed ledger
technologies are a disruptive technology, with many different use-cases and plenty
of developers that try to create new solutions based on distributed ledgers, there
are certain use-cases that advance more by using distributed ledger technologies
and certain use-cases where different technologies are better. In the context of
financial infrastructures, use-cases that can radically improve current technologies
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and transform the current financial industry include global payments, insurance
claim processing, trade finance, automated compliance and clearing and settlement.

3.1 Use-cases for Distributed Ledger Technologies in Financial
Infrastructures

Global Payments. Settling payments between banks within a single country
are already complicated and a time-consuming process. Banks usually have
accounts for many other banks for interbank transactions. However, if there is
no direct relationship between two banks, a central bank or several intermediary
banks need to be involved. When considering cross-border payments, additional
complications arise. These include reaching consensus in routing payments,
performing currency conversions and operations under different regulatory
compliance. Recent developments in using Distributed Ledger Technologies for
global payments include Central Bank Digital Currencies (CBDC) [66]. These
currencies share many similarities with current cryptocurrencies (e.g. Bitcoin,
Ethereum), but they are issued by central banks. CBDC’s can be denominated
in an established currency and together with a monetary policy framework they
would permit stability over time. Cross-border payments based on distributed
ledger technologies, had been successfully been deployed by the Bank of Canada
and the Monetary Authority of Singapore in May 2019 [I]. They demonstrated
a Payment vs Payment settlement without the use of any intermediaries. The
technical platform used were the DTL platforms Cordzﬁ and QuorumEl, and
Hashed Time Lock Contracts (HTLC), a smart contract that returns funds if
certain conditions are not met within a time frame.

Insurance Claim Processing. Insurance Claim processing is a slow and
cumbersome process, as it includes many manual and laborious claim processing,
fragmented data sources, intermediaries, it is also fraud-prone and often
includes a complex liability assessment for reinsurance. Using Distributed Ledger
Technologies in insurance claim processing can automated the claim processing,
add transparency, and improve the efficiency. Basically, by using smart contracts,
all associated parties in an insurance claim can initially access the policies
and claim conditions. The policyholders will have active policies and different
smart contracts with pre-determined claim conditions stored on them. When
a customer then wants to raise a claim, he can upload additional documents
supporting the claim. After an auditor verified the claim, the smart contract is
automatically executed and the customer gets paid.

Trade Finance. Trade finance describes the gap between exporters that want
to have a guarantee of payment before shipping any product, and importers
that want to have a confirmation of shipment before any payment. Financial
institutions currently support that process by offering letter of credits to
importers that guarantees payment, while they also review financial agreements
that allows exporters to ship their products. However, this process is very
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ineffective, and causes many risks, as banks must do anti-money laundering
checks (AML) for financials. Furthermore, fraud and non-transparency is a huge
risk factor from importers that require several bank loans for financing. Using
DLT’s, the purchase agreement can be depicted in a smart contract that is
automatically executed according to the terms of the agreement. Companies
no longer need intermediary banks in that process, and auditors from financial
authorities can easily do AML checks and due diligence. Finally, shipment times
can be reduced, as payment can be reviewed and approved in real-time.
Automated Compliance. The financial sector is highly regulated, and
compliance is important for financial institutions. These regulations include
internal and external audits, reporting to appropriate financial regulatory
authorities, tax reporting and customer due diligence. While this is often a
manual process, spending on compliance reached a total of US$32.1 billion
globally, with a majority of US$23.4 billion spent on operational costs [3]. Using
Distributed Ledger Technologies for audits, examiners can use DLT to access
information for the audit, so bank personal doesn’t need to collect data or
deal with errors that results from failure in manual processes. After completing
the audit process, auditors can store their report on the distributed ledger,
making it available to the financial institution and other financial authorities.
Another compliance process that financial institutions continuously have to take
is customer due diligence, which includes know your customer (KYC) and Anti
Money Laundering (AML). In current systems, this is often a manual process
that each financial institution has to do. Using Distributed Ledger Technologies,
a KYC and AML registry can be made and shared between various financial
institutions [47]. This would accelerate the on-boarding process and reduce
operational costs.

3.2 Advantages of Distributed Ledger Technologies over Legacy
Financial Infrastructures

When reviewing the different use-cases of Distributed Ledger Technologies as
outlined above, the following advantages over legacy financial infrastructures
have become eminent. The advantages of distributed ledger technologies in
the financial sector include among others, simplicity and efficiency, disruptive
technology, transparency, trust in an untrusted setting, reduction of operational
costs, less bureaucracy, and faster clearing and settlement enabling real-time
money transfers. A more detailed study of advantages of distributed ledger
technologies can be found at [25].

4 Cyber-Attack Taxonomy of Financial Infrastructures

This section gives an overview of threats for financial infrastructures. While
we provide a detailed list of possible threats and attacks here, we want to
stress that this list if by far not exhaustive, and adversaries often exploit several
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vulnerabilities in a combination during an attack. For a more comprehensive study,
we have classified the threats into seven categories, active cyber-attacks, physical
attacks, unintentional damage, scam/fraud/spoofing, failure/malfunction/outage,
legal, and targeted threats for distributed ledger technologies.

4.1 Active Cyber-Attacks (AA)

Distributed Denial of Service (AA1). Denial of Service (DoS), and
Distributed Denial of Service (DDoS) attacks on financial institutions are a
major threat, as they target the availability of financial infrastructures and
disrupt the service for other customers. In a Denial of Service attack, an
adversary aims to make a computer or service unavailable to its intended users
by interrupting the devices normal functioning. This is normally achieved by
flooding the system with requests in an attempt to overload the system. In a
Distributed Denial of Service attack, the incoming traffic originates from many
distributed sources, such as a botnet, making it harder to stop the attack simply
by blocking single sources. These attacks make banking websites and services
unavailable resulting in revenue losses, reputation damage and a loss in customer
confidence. While some attacks just result in slow response times and some
customers not being able to access their online banking, targeted attacks might
also serve as a diversion tactic from adversaries that compromise data or are
committing more serious attacks.

Ransomware (AA2). Ransomware is a type of malware that adversaries use
to either publish compromising data, or block access to data unless a ransom is
paid. The attack normally works in two stages, where initially an user, or bank
employee is tricked into executing or downloading a trojan that is disguised as a
legitimate file. Next, parts of a system or data are encrypted making a user/bank
employee unable to access the data/service. Often, attackers remain silent,
letting the ransomware do its part, and wait until the victims pay the ransom via
anonymous cryptocurrencies such as bitcoin. The effects of a ransomware attack
complicate matters greatly for financial institutions without a proper protection,
leading in chaotic and intense situations. Notable examples for large-scale
ransomware attacks are CryptoLocker [37], WannaCry [10] and Petya [2].
Backdoors/Supply-Chain Attacks (AA3). Most of the financial institutions
use a complex network of third-party vendors that support their financial
infrastructures. This reaches from technology service providers (i.e. payment
networks), utility providers (i.e. energy suppliers, internet service providers),
hardware vendors (i.e. IT services) to organisations for data processing (i.e.
advertising companies). All this endpoints can originate cyber-attacks or can be
affected by cyber-attacks, and therefore require an efficient cybersecurity policy.
Moreover, also possible backdoors in the software/services provided by any of
the vendors originated by malicious parties or disgruntled employees can cause
severe risks in the defence of a financial institution.

Insider Threats (AA4). Often cyber-attacks against financial infrastructures
are regarded as third-party attacks. However, studies [28/57] have shown that
in the finance sector the level of insider threats is as high as 58%, with 53%
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inadvertent and 5% malicious attacks. These attacks does not necessarily
have to originate from employees, but could as well be third-party vendors,
contractors and freelancers, trusted business partners, or former employees. The
consequences of insider threats can lead to disclosure of confidential customer
data, fraud, monetary loss, loss of intellectual property, disruption of critical
infrastructures and the undermining of customers trust. This makes it crucial to
protect the financial infrastructures not only against outsider attacks, but also
against attacks from inside a financial institution.

Web Application Attacks (AAB5). Most banks are providing online services
to the customers as it is more convenient, accessible 24/7, and reduces personal
costs. However, most online banking applications contain critical vulnerabilities,
and all financial institutions are at risk. Finance and banking web applications
are at high risk due to the complexity and high amount of transactions every
day. This can be between bank servers, mainframes, and different devices that a
customer uses to access the banking services. The most common web application
attacks against financial infrastructures include Cross-site scripting (XSS), SQL
injections, malware, bots and web scraping, two-factor authentication flaws,
sensitive data disclosure and information disclosure through error messages.
The most common vulnerability, cross-site scripting, allows attacker to infect
the devices of customers with malware. SQL injection attacks are critical
vulnerabilities that allow attackers to obtain sensitive confidential data from a
database. These vulnerabilities underline that every input from an user interface
has to be carefully be sanitized and outlines that hackers use any information to
attack a vulnerable system.

Zero-Day Exploits/Vulnerabilities/Attacks (AA6). A zero-day exploit
is a vulnerability in a software that is either unknown or unaddressed by the
vendor of the software. As long as the vulnerability is unaddressed or otherwise
mitigated, hackers can exploit it to gain access to computer systems, or can
affect and alter data of those systems. Hackers often trade zero-day exploits
among themselves, or try to sell them to vendors or other interested parties for
large amounts of money [41].

Watering-hole Attacks (AA7). Watering-hole attacks are a specific tactic
of adversaries that carefully study the habits and systems that certain users use
very often, and specifically target those systems with malware. In a financial
infrastructure context, watering-hole attacks can target specifically bank
employees, and plant malware on the most frequently used websites and web
services that those employees are using [42]. An example for a watering-hole
attack on several Polish banks happened in 2016, where malware was planted on
the web servers of the Polish Financial Supervision Authority [4].

Advanced Persistent Attacks (AA8). Advanced Persistent Threats
(APT) are targeted attacks on critical infrastructures, big companies, financial
infrastructures, or other large institutions. In contrast to normal attacks from
hackers, APT groups are often large organized groups that are often funded
by states. These groups often use advanced attack techniques, and combine
multiple methods, tools and techniques to compromise the target. Normally, they
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give priority to a specific target, and do not randomly seek for financial gain.
Moreover, a study by FireEye [23] shows that the number of days APT groups
are undetected in a victims network varies between regions, with an average of
60 days in Americas, and 54 days in APAC and EMEA in 2019.

Carding (AA9). Carding is a form of credit card fraud, where an adversary
uses stolen credit card information to charge prepaid cards or gift cards. The
attack typically works by hackers gaining access to credit card information, either
by installing skimming devices on ATM’s, hacking an online store or payment
provider, or even buying it in the dark web. The hackers then either buy prepaid
cards or gift cards and sell them online. Another option, called cloning, is to add
the credit card information onto a new credit cards. A specific target for carding
are the United States, as it has a large market with credit cards, and compared
to most of Europe just checks the magnetic stripe or employs chip and signature
technology, rather than chip and PIN.

Hacking (AA10). Hacking originally refers to malicious adversaries that are
able to subvert the security measurements that are in place for computer systems.
Nowadays, however the focus of hackers has changed from hacking personal
computers to cyber attacks on critical infrastructures [43]. In the context of
financial infrastructures, often legacy systems are targeted that mostly are
running for decades and are not designed in a secure way. This threat category
includes all kind of security violations by malicious adversaries that either hack a
financial institution or their customers, using malware, viruses, trojans, spyware,
rootkits, bootkits, or any other common cyber attack vectors.

4.2 Physical Attacks (PA)

Attacks against ATM’s (PA1). There are several attacks targeting both,
the ATM’s and the customers, respectively. Physical attacks against ATM’s
include ram-raiding [49] (i.e. driving with a truck against the ATM, or trying to
rip the ATM from its fixture), using explosives (i.e. sealing the openings of an
ATM and filling the vault with explosive gas) and drilling/cutting holes into the
ATM. Another specific attack against ATM’s is jackpotting [21], where criminals
drill a small hole into the ATM and then disconnect the existing hard drive
and connect a external hard drive using industrial endoscopes. Next, they force
reboot the ATM with the external hard drive, and are then under control of the
ATM, allowing them to dispense all the cash. Attacks targeting customers of
ATM’s are often carried out by installing skimming devices [34], that read out
the magnetic stripe of debit/credit cards. These are often combined with small
cameras, that observes the PIN code of the customers.

Bank Robbery (PA2). Bank robbery is a crime where money or other assets
are stolen from a financial institution. This is often subject to a threat of violence
against bank employees, and their customers. This threat basically includes
robbery of bank branches, ATM’s, and armoured vehicles. While today bank
robberies are mainly happening digital with an estimated loss of $US1.5 trillion
in revenue in 2018 [40], there were 3033 reported bank robberies in the US [63].
Sabotage (PA3). Sabotage is a deliberate action with the aim to disrupt,
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obstruct, subvert or destruct a system or effort. In the case of financial
infrastructures, this can originate from disgruntled employees, rival business
partners or online trolls. Sabotage of financial infrastructures may include
badmouthing the financial institution online, tampering with the system or theft
of intellectual property, and results in monetary loss, loss of intellectual property,
slowdowns, and higher risks for other cyber-attacks.

Vandalism (PA4). Vandalism is a deliberate action with the aim to destruct
or damage a physical property. In the case of financial infrastructures, this
includes deliberate damages to ATM’s or property of bank branches (e.g.
buildings, cars). However, from a cyber aspect, this also includes propagating
fake news to damage the reputation of a financial institution, malware, spyware
and ransomware.

Theft (PA5). Theft can be defined as taking the property of another entity,
without prior consent or permission of the rightful owner. In the context of
financial infrastructures, this includes theft of devices, data, storage media,
documents and intellectual property. Moreover, in the case of cyber-theft this
also includes theft of passwords and credentials, personal identifiable information,
and complete identities of customers.

4.3 Unintentional Damage (UD)

Unencrypted Data (UD1). The financial industry is among the most
regulated in the world, with many strong data security requirements for banking
and in financial infrastructures. Asides from personal identifiable information
such as names, addresses, social security numbers, financial institutions are also
dealing with transaction data, income, credit scores and other sensitive data.
Unencrypted data at database level, or at application level is a huge threat.
Insecure Third Party Services (UD2). Organizations often depend heavily
on third-party products and services as an integral part of business operation.
However, if no preventive measures are taken insecure third-party services
can pose a huge threat to a trusted system. For example allowing content
in a trusted application from an untrusted third party server can affect the
whole environment. If these risks are not mitigated, the consequences can be
reputational damage, loss of data, intellectual property, sensitive information,
and unauthorized access to systems/data.

Insecure Systems/Policies (UD3). Financial institutions use many different
hardware components and software for their everyday use. Insecure systems and
weak cyber security policies can be a major threat and facilitate cyber attacks
on their systems. This category of threats includes weak password policies,
no or insufficient employee awareness training, no access control restrictions
(i.e. one employee has access to all customers), no incident response plans, no
risk analysis, no detailed regularly security audits and insufficient logging and
monitoring of both systems and employees.

Human Error (UD4). According to recent studies on successful security
attacks, human error is represented as one of the major impact factors with
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43% in cyber security incidents [58]. Many of the attacks are based on hackers
that exploit human weaknesses in order to get access to sensitive information.
This includes among other factors, lack of motivation, lack of awareness, risky
behaviour of employees and inadequate use of technology.

Bad Security Audits (UD5). Regularly security audits are often required in
financial institutions to maintain compliance with regulations and to protect
the financial infrastructures from data breech. However, bad executed security
audits and ignored findings can be a huge threat [6]. Often security auditors are
seen as enemies and not granted access to all systems. Moreover, just relying on
security audits can be not enough as attacks develop over time and often occur
in several stages.

Cascading Effects due to subordinate Threats (UD6). Attacks on
financial infrastructures are often part of a detailed attack strategy that follows
several stages. Cyber Attacks often have cascading effects that can cause
additional vulnerabilities and lead to even more attacks. For example DDoS
attacks often stress a system until it overloads causing reboots and uncontrolled
states of the system. Moreover, network or power outages often cause parts of a
system to shut down or failures that can then be exploited in attacks.

4.4 Scam/Fraud/Spoofing (SF)

Bank fraud (SF1). There are several different types of bank fraud, including
accounting fraud (i.e. companies that make up profits to cover actual losses
and debt), forgery and alteration of cheques, cheque kiting (i.e. withdrawing
money from cheques with insufficient funds), fraudulent loan applications (i.e.
by providing wrong informations to obtain a loan), money laundering, or wire
transfer frauds (i.e. forgery of transfers by insiders, or transfer of money from
accounts with insufficient funds). A recent study [20] showed that bank fraud in
the UK totalled to a financial loss of £844 million in 2018.

Scam (SF2). In a financial context, often advance-fee scam is used by
promising a victim a large amount of money, gift, contract in return for a
small up-front payment. Scam is often combined with social engineering, or
other confidence tricks and typically targets online users by email or phone.
Scammers often use irreversible money transfer services, such as Western Union,
MoneyGram or Bitcoin which are untraceable and irreversible, so that when the
victim becomes aware of the scam cannot reverse the transaction.

Spoofing (SF3). In information security, an adversary pretends to be someone
else or identifies as another entity to gain an illegitimate advantage. Adversaries
can use spoofing to obtain access credentials from customers or employees
of banks or other service providers to illegitimate gain access to banking
services, online banking, computer systems or networks. Possible strategies that
adversaries exploit can be IP address spoofing (i.e. to gain network access),
referrer spoofing (i.e. to redirect the victims to illegitimate websites), email
address spoofing (i.e. for phishing attacks), caller id spoofing (i.e. to further
scam) and geolocation spoofing (i.e. to circumvent systems that check locations).
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Synthetic Fraud (SF4). Synthetic identity fraud is a new form of fraud,
where criminals combine personal data obtained with identity theft or social
engineering, with fake data to generate an entire new identity that is nearly
impossible to trace. This normally works by obtaining a single piece of legitimate
personal data, such as social security numbers or passport numbers, and then
building a fake identity around it using random addresses, phone numbers, and
other contact details. A study in the US estimates that in 2020 the loss of credit
card fraud based on synthetic identity fraud reaches up to US$ 1.2bn [12].
Social Engineering (SF5). In an information security context, social
engineering is a deliberate psychological manipulation of a person to perform
actions or release confidential information and can be used as an initial attempt
to get access to a system. An adversary often relies on the following six principles
of influence established by Cialdini [I1]: reciprocity (i.e. exchanges of goods, with
the expectation to return a favour), commitment and consistency (i.e. forcing
people to commit to an idea), social proof (i.e. people do what they see other
people doing), authority (i.e. posing as an entity with authority, e.g. CEO,
police), liking (i.e. using what people are liking) and scarcity (i.e. limiting the
time for an offer).

Identity Theft (SF6). In the context of financial infrastructures, an adversary
alms to get an economic advantage by applying for credit cards and loans using
another persons’ identity, or by acquiring goods and services that have to be
paid by the person with the stolen identity. There are many different ways that
adversaries exploit to gain personal identifiable information and credentials
from other persons. This includes buying information in the dark net, hacking
computer networks and databases, exploiting public records in databases, social
media, dumpster diving for letters and documents, skimming devices at ATM’s,
shoulder-surfing for credentials, pickpocketing/theft of passports or phishing and
obtaining somebodies trust until private information is given.

4.5 Legal (L)

Regulations/Violation of Laws (L1). The finance sector is one of the
highest regulated sectors, as it is also one of the quickest growing sector. There
are many risks within the financial sector either to customers (i.e. lack of
customer understanding, miss-selling of products, data privacy), companies
(business model viability, governance, data handling) and risks to financial
stability (system-wide vulnerabilities, crypto assets). While these regulations
mainly focus on improving the security, safety and privacy of customers, it
can be difficult to keep up with all regulations. Non-compliance and violation
of regulations in the financial sector added up to penalties of US$ 36 billion
globally in 2019 [19]. These fines include violations of regulations for Anti-Money
Laundering (AML), Know Your Customer (KYC), global sanctions, Markets in
Financial Instruments Directive (MiFID) as well as data privacy regulations
such as the Global Data Protection Regulations (GDPR).

Payment services directive (L2). The payment services directive 2
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(PSD2) [13], also known as Directive (EU) 2015/2366 is a regulation with the
purpose of improving the security, privacy of customers and to integrate a better
connected European payments market. One of the key points of the PSD2
however, is also an initiative to promote the development of innovative online
and mobile payments through open banking. However, with opening up API’s
for third-party developers to build applications and services around financial
institutions also adds additional security and privacy risks.

4.6 Targeted Threats for Distributed Ledger Technologies (TD)

Sybil Attack (TD1). In a Sybil attack [I5] an adversary can subvert the
repudiation in a distributed ledger technology, by creating or controlling a large
number of pseudonymous identities of a network/distributed ledger. This allows
an adversary to disconnect a host node from the network, by just connecting
it to nodes the attacker controls. Furthermore, an adversary then can refuse
transactions of a host, that disconnects the host from the network, and enables
double-spending attacks. Depending on the underlying distributed ledger
technology, the consensus algorithm and the number of participants can increase
the difficulty of the attack. For example, in a distributed ledger technology with
Proof-of-Work or Proof-of-Stake as consensus algorithm an attacker needs to
control 51% of the network for an successful Sybil attack.

Eclipse Attack (TD2). Eclipse Attacks [6I] are closely related to Sybil
Attacks. Compared to a Sybil attack, where an adversary creates a large number
of different identities from a single node, in Eclipse attacks, a number of
malicious nodes conspire to fool correct nodes into connecting with malicious
nodes. While the overall goal in a Sybil attack is to control the whole network,
the goal of a Eclipse Attack is to isolate and attack a specific user or node. A
decentralized network does not let all nodes simultaneously connect to all other
nodes in the network for efficiency reasons. Instead, a node can connect in i.e.
Bitcoin networks to eight outgoing connections, and i.e. in Ethereum networks
to 13 outgoing connections, respectively. If an adversary manages to isolate a
node, by controlling all the outgoing connections of a node, the adversary can
carry out a race attack [32].

Alternative history attack (TD3). Alternative history attacks, also called
long-range attacks [24/14] in the literature, are an scenario where an adversary
reverts the blockchain until the genesis block and creates a fork of the blockchain.
The adversary then populates the new branch with a different history then the
main chain and aims to overtake the main chain, forcing all participants to
continue verifying transactions at the alternated branch.

Race Attacks (TD4). In a race attack [32], and adversary exploits traders and
merchants that accept payments immediately by seeing an 0/unconfirmed status.
However, the adversary executes a double-spending attack in the meantime. The
attack works when the adversary is able to create two conflicting transactions.
The first transaction is sent to the victim, who accepts the payment and sends
the goods without waiting for confirmation. Additionally, the adversary sends a
second transaction to the network, basically paying himself the same amount of
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cryptocurrency. Eventually, the second conflicting transaction is mined into a
block and accepted as genuine payment, making the first transaction invalid.
Finney & Vector76 Attack (TD5). In a Finney Attack [22], that is similar
to a race attack, an adversary collaborates with an malicious miner. The attacker
exploits, similar to a race attack, the fact that a trader or merchant accepts
0/unconfirmed transactions. While this time, the merchant waits some time
to check if a double-spend attack happens and then transfers the goods, the
collaborating malicious miner pre-mines an identical transaction in a block and
invalidates the now second transaction. The combination of race attacks and the
finney attack, is called Vector76 attack [64].

Block Withholding Attack (TD6). In a Block Withholding Attack [5IIS],
also called selfish mining in the literature, an adversary mines blocks in its
own fork of the blockchain without releasing them for a certain time to the
network. The adversary then publishes the blocks to the network, with the aim
to revert the main chain and either disrupts the network by wasting resources
while mining, or to gain the rewards for mining the blocks. A variation of the
block withholding attack is the fork-after-withhold attack [35], where a malicious
miner hides a winning block until another miner propagates a valid block. The
malicious miner then releases the block to create an intentional fork, that yields
equal or higher rewards then block withholding attacks.

Bribery Attack (TDY7). Bribery Attacks [7], also often referred to as
Short-Range Attacks in the literature, exploit the possibility of an adversary
to rent mining capacity by bribing miners to work on its blocks or forks of the
blockchain. This allows an adversary to add arbitrary transactions as valid, that
are verified by dishonest nodes . Bribing the miners with an reward equal, or
higher than the block reward gives the miners a high incentive to join. A special
case of bribery attacks are P + € attacks [§], where assuming that miners are
perfectly rational the bribe of the attacker should go towards zero as accepting
any bribe would be more profitable for miners than mining directly. This would
then also make the malicious branch the main chain.

Loss of private keys (TD8). When using cryptocurrencies, wallets store a
public and private key pair. While the public key is used as an address to send
and receive currency from other participants, the private keys are used to sign
on the public ledger, effectively to spend the associated cryptocurrency. Loosing
access to the private key, or forgetting the passphrase that was used to derive
the private key, basically declines an user to access the funds associated with the
wallet. According to an analysis [9] around 30% of all Bitcoin are lost due to the
loss of private keys.

Data Privacy (TD9). While cryptocurrencies are often hyped as being
privacy preserving, there are several concerns regarding the data privacy in
blockchains. Because blockchains for cryptocurrencies are often decentralized and
public all transactions can be verified by any node, increasing the transparency.
However, this also allows adversaries to trace public keys and addresses of
specific users. Moreover, due to the decentralized nature there is often no party
checking for attacks or malicious users. Furthermore, anti-money laundering laws
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and regulations often require wallet providers to still check the identities of their
customers, which when being hacked can leak the identity of a person.

5 Countermeasures

In this section, we list countermeasures that are applicable to the threats listed
in Section [4} While a specific countermeasure might harden various other attacks,
most of the countermeasures are a specify measure to counteract a single threat.
These measures are derived often particularly in a setting, where no cross effects
are taken into account. Therefore, we want to stress, that it is crucial to apply
the principal of defence in depth[45/60/27], which has the aim to add multiple
layers of security defences around a IT system to add redundancy if a particular
countermeasure fails. Our proposed countermeasures are a mixture of physical,
technical and administrative defences.

5.1 List of Countermeasures

In the following, we give a detailed list of common countermeasures implemented
to protect critical infrastructures. Financial infrastructures are complex
systems that are based on many different technologies throughout the whole
software/hardware stack. While some of those systems are quite similar to
infrastructures in other domains, there are some parts that need higher security
levels and more detailed defence mechanisms. The following provides an non
exhaustive list of measures to improve the security of financial infrastructures.
Firewalls (CM1). Firewalls are network security systems that monitors
incoming and outgoing network traffic in a computer network based on security
rules. Normally, firewalls are established as a barrier between a trusted internal
system and an untrusted external system. The network filtering rules need to be
updated regularly to adapt to changes in systems. The filtering can happen on
several layers, the application layer, network layer or by filtering each network
packet separately. Moreover, firewalls can either be placed at network barriers, or
also directly on host computers that control all network traffic on each machine.
Blacklisting vs Whitelisting (CM2). Blacklisting and whitelisting are
approaches to help keeping infrastructures, networks and applications secure.
Blacklisting means to accept most entities, but exclude particular ones that
pose a threat to your system. Whitelisting means to block all entities, apart
from a few explicitly allowed ones. Blacklisting makes the most sense in a public
network, where we want all entities to access a system, but want to exclude
malicious entities. Whitelisting makes sense in a private network, where we want
to limit the access to certain parties. Often, also the possibility exists to use a
hybrid approach of whitelisting and blacklisting.

Air Gap (CM3). An air gap is a network security measure with the goal to
physically isolate computer systems from each other. Data can therefore only be
exchanged by using a removable storage medium, such as external hard drives or
use flash drives. Financial institutions often have air gapped systems for backups
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and critical systems.

Intrusion Prevention Systems (CM4). Intrusion Prevention Systems (IPS)
are systems used in network security, which continuously monitors network traffic
in order to detect and, in the following, to prevent security incidents by taking
actions. These actions include to notify the administrator, dropping malicious
packets, blocking traffic from the source and to reset the malicious connection.
Intrusion Detection Systems (CM5). An Intrusion Detection System (IDS)
is a network security detection technology, similar to the IPS. The system also
continuously monitors network traffic, but only tries to detect security incidents.
Any intrusion is then reported to the administrator or to a security information
and event management (SIEM) system.

Honeypots (CM6). Honeypots are a computer security systems to detect and
counteract attempts of adversaries to unauthorized access data. In this context,
the aim of the honeypot is to redirect adversaries to attack a part of the system
that seems legitimate, but is actually isolated, monitored and doesn’t consist any
real data.

Awareness Trainings (CM7). Awareness trainings aims to train employees
with regards to I'T security in order to prevent phishing and ransomware attacks.
These trainings are an important concept in I'T security, since the human factor
in IT systems are considered to be the weakest link and therefore a common
starting point for hackers.

Strong Password Policies (CMB8). Strong password policies can be part of
awareness trainings, as employees tend to use remember-able passwords, which
mostly are to be considered as weak passwords. Strong password policies should
therefore be enforced and follow expert recommendations like [48].
Multi-factor Authentication (CM9). Multi-factor authentication is an
authentication method which grants an user only access, if the user can present
at least two pieces of evidence to an authentication request. These pieces can
be (1) knowledge - something the user knows, like a password; (2) possession -
something the user has, like a hardware token; (3) inherence - something the
user is, like a biometric fingerprint.

Monitoring (CM10). Monitoring can be referred to system monitoring as
well as to network monitoring. It does not aim to detect attackers but moreover
detects status of servers, their availability, uptime and response time. If a
benchmark of a monitored host drops to a certain point, an administrator usually
gets notified.

Know Your Customer (CM11). Know your customer, also referred to
know your client (KYC) in financial services requires that professionals make
an effort to verify the identity, suitability, and risks involved with maintaining
a business relationship. The purpose of KYC is to ensure, that customers or
entities involved in a business relationship, are anti-bribery compliant, and
are actually who they claim to be. Banks, insurers, export creditors and other
financial institutions are increasingly demanding that customers provide detailed
due diligence information.

Physical Defences (CM12). Physical defence are countermeasures against
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physical intruders. These defences can include fences, walls, doors, secure door
locks, security guards, cameras and other surveillance equipment.

Encryption (CM13). Encryption is a cryptographically process to convert
information into ciphertext using a secret key, so that only authorised people
can decrypt and process the information again. Encryption should be in place
for any sensitive data.

Role-based Access Control (CM14). Role-based Access Control (RBAC)
restricts resources based on the role of a user. Hence, RBAC enforces that
employees are only allowed to access necessary information they need to fulfil
there work. As a result users with low privileges should not be able to access any
sensitive information.

Penetration Testing (CM15). Penetration testing is a simulated and
authorised cyber attack against company networks or systems. These tests are a
realistic way to test implemented security measures and monitoring systems and
can be performed in black box, white box and grey box tests. As penetration
tester, in contrast to cyber criminals, are usually limited by their resources (e.g.
time, money) a grey or white box approach is usually done when performing a
penetration test.

Threat Modelling (CM16). Threat modelling is a theoretical modelling
approach, which has the goal to identify potential threats based on the
architecture of the given system. Conceptually different methodologies are used
ranging from secure and agile application development to operative and business
driven concepts. Threat modelling is especially useful when applied during the
design phase, as it delivers a semiformal security assessment which identifies
security issues and the most likely attack vectors.

Anomaly Detection (CM17). Anomaly detection is the process of identifying
unexpected events or items in a data set. In network monitoring, an anomaly
could be an unusual data stream that might occur during a cyber attack.
Input Sanitization and Output Encoding (CM18). Input sanitization
and output encoding are best practices in software development, where each
input is cleared from illegal characters (e.g. injection attempts) and the presented
data is encoded probably. A faulty or missing implementation of those could
lead to an unexpected behaviour of the system, or even to common attacks like
SQL injections or Cross Site Scripting.

Antivirus Software (CM19). Antivirus software (AV software) solutions are
used to detect, prevent and to remove malware. Most of modern solution also
offers Browser extensions that detect malware when accessing malicious websites.
This is especially useful for sensitive work like online banking.

Biometrics (CM20). Biometrics like fingerprints or iris detection can be used
as an authentication method. As biometric scans are not fully secure, they are
usually used as a part of a multi-factor authentication processes.
Demilitarized Zones (CM21). In network security, a demilitarized zone
(DMZ) is a logical subnetwork that exposes an institutions services to an
untrusted external network. The purpose of the DMZ is to add an additional
layer of security, as any external host can only access hosts and services within
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the DMZ. The rest of the private network of the institution is isolated behind a
firewall.

Data-centric Security (CM22). Data-centric security focuses on the security
of data, rather than the security of networks, servers or applications. While this
approach does not make a lot of sense for financial institutions that provide
a whole infrastructure themselves, it is especially interesting for all customer
focused internet banks and challenger banks, that often rely on infrastructure
from large service providers such as Amazon Web Services or Microsoft Azure.
Password Hashing (CM23). Cryptographic hash functions are one-way
transformations into a hash. Such process should be irreversible and is thus used
for sensitive information like passwords, before storing them into databases.
It is however necessary to use state of the art algorithms, to be save from
hash-collision and brute force attacks.

Logging and Auditing (CM24). Logging and auditing the logged information
is another essential best practice in IT security. When it comes to logging, it is
necessary to log any data that is needed when reconstructing incidents, but to
not log sensitive data like user passwords or similar.

Virtual Private Networks (CM25). Virtual Private Networks (VPN) are
used to extend a private network across an insecure public network, such as the
Internet. This enables users to access computers, send and receive data and
access applications that are running in the private network. To ensure security,
the connection is established by an encrypted layered tunnelling protocol. In
a financial setting, a VPN can be used to connect different branches with a
centralized backend, or to connect ATM’s with the private network of a bank.
Sandboxing (CM26). Sandboxing is the process of running software processes
in containers separated from other software. This sandbox includes its own part
of memory space and storage and is further limited to access other resources such
as networking or reading/writing at other devices. The overall aim of sandboxing
is to prevent that software vulnerabilities are spreading or that one process can
affect another process. This means for example that a banking app on a mobile
phone cannot be affected by any other malicious app on the same mobile phone.
Design-embedded legislation and standardisation compliance (CM27).
Newly built systems should include compliance with relevant standardisation
and legislation from the design phase. This includes (but is not limited to)
regulations for Anti-Money Laundering (AML), Know Your Customer (KYC),
global sanctions, Markets in Financial Instruments Directive (MiFID), data
privacy regulations such as the Global Data Protection Regulations (GDPR)
and the payment services directive 2 (PSD2), also known as Directive (EU)
2015/2366.

Validation Techniques (CMZ28). Validation techniques with either a
centralized entity or a repudiation based scheme were entities can vouch for other
entities can be used to efficiently counter Sybil attacks. Additionally, switching
to Proof-of-Work schemes make Sybil attacks more expensive.

Controlling Connections (CM29). Nodes in a DLT can block incoming
connections and just allow outgoing connections that are whitelisted by
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other peers to counter Eclipse attacks, Race attacks and Finney/Vector76
attacks. Moreover, it is possible to allow only trusted miners when considering
countermeasures for block withholding attacks. When using Proof-of-Stake (PoS)
as consensus mechanism, also punishment by reducing the stake of miners can
be used to counter bribery attacks.

Dedicated Rules (CM30). To counteract attacks such as alternative history
attacks dedicated rules and policies must be taken into account. One example
is to make use of the longest chain rule (i.e. the main chain is the one with
the greatest number of blocks). Other countermeasures include using moving
checkpoints [17].

Password Managers & External Wallets (CM31) The use of password
managers or external providers for wallets can efficiently prevent the loss of
private keys.

6 Threats & Threat Models for Financial Infrastructures

In this section, some examples of basic threat models in the banking industry are
given. First, a threat model for an ATM transfer and a model for online banking
including the SWIFT protocol for a bank-to-bank transaction are shown, then
a model for data flows in DLT is given. In each section, a comparison between
the standard STRIDE template and the extended template, which includes the
domain specific threats presented in chapter 4 is shown.

6.1 ATM Threat Model

Fig. [1] illustrates an example threat model for an ATM. The user entity ordinary
interacts with the ATM by inserting the banking card, entering the pin code
as well as the desired options. Then, the ATM connects to the host computer,
validating the request. The host computer then sends the request to the user’s
bank, which either accepts or declines the request. More details on the internal
workings of an ATM can be found at [50]. Using the standard STRIDE template
for modelling the DFD, the results contain a total of 48 cyber threats. However,
adding the extended threat model results in a total of 127 cyber threats. This is
an increase of 79 new and domain specific threats.

6.2 Online Banking Threat Model

Fig. |3| illustrates an example threat model for the online banking process. In the
model, an user accesses his Bank A using online banking, starting a cash transfer
to Bank B. Once bank has verified the user input, a connection to the central
bank is established. The request is verified and sent to Bank B. The result can
then be seen from both users. Using the standard template for the DFD results
in 84 cyber threats within the STRIDE categories. When applying the extended
template, the threats increasing to a total of 252 cyber threats.
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6.3 Distributed Ledger Technologies Threat Model

Figure[2illustrates an example threat model for typical data flows between system
components of a Distributed Ledger System. In this scenario, an user (or node)
communicates with the Distributed Ledger through one of three channels. The first
one is a third-party organisations or exchange as in the case for cryptocurrencies.
The second channel is the use of online web-based wallets with Multi-Signature
authentication. The third channel is via distributed applications (dApps). Also
for this threat model we applied the extended threat template to the threat
model. The extension results in 262 threats, in comparison to the standard 74
STRIDE threats.

6.4 Security threats-countermeasures mapping

Table [4 presents mapping between threats and potential countermeasures that
at least partially can answer specific threats, with stated threat category per
STRIDE model, and risk factor. The presented threat models served as a basis
for estimating category and risk factor of previously described threats (Table ),
within FinTech / distributed ledger domain.

7 Conclusions

This work outlines a detailed taxonomy of cyber-attacks for financial
infrastructures. We aim to provide a better understanding of the main
cyber-attack types, including a categorization according to the attack origin
and give a prospect of what impact these threats have to relevant critical
use-cases of financial services. Our hopes are that decision makers in financial
institutions become more aware of the different threats by providing a detailed
analysis of threats that we categorized in seven categories — active cyber-attacks,
physical-attacks, unintentional damage, scam/fraud/spoofing, legal and targeted
threats. In addition to cyber-attack taxonomy, a comprehensive list of suitable
countermeasures is provided as well. Our analysis of cyber-attacks and threats
for financial infrastructures is divided into two parts, legacy-based financial
infrastructures and modern distributed ledger-based technologies that are
targeted for FinTech applications. It is clearly evident that those legacy systems
are not designed to be secure when the frontends are adapted to handle enormous
amounts of data. Yet, we can also show that even with new technologies based
on distributed ledger technologies some of the threats still remain, including
new types of threats, and potentially significant consequences. The findings
of our work are supported by using security-by-design principles for defined
use-cases. Consequently, we provide detailed threat models of critical use-cases
including ATM usage, online banking, and data flows in Distributed Ledger
Technologies. Based on those findings, security recommendation of suitable
countermeasures’ types for specific attacks are provided, with a risk factor
indicating the probability of attacks occurrence based on the direct output of
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threat modelling process. Future research directions within project consortium
include extending this taxonomy and threat models to privacy related threats
and an extensive threat severity ranking methodology taking into account
possible countermeasures. Moreover, it would be interesting to validate the
detailed cyber-attack taxonomy using additional use-cases considering financial
infrastructures and core-banking services.
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B Mapping of Threats and Countermeasures



Fig. 4: Security threats-countermeasures mapping
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