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ABSTRACT 

With advanced AI, every industry is growing at rocket speed, while the smart home industry has not 

reached the next-generation level. A home can only be called a real smart home, when it is completely 

smart and understand what the residents want, and provide service in a timely manner. The residents 

should live in the house as if they are leaving in a motel while the house itself takes care of itself and give 

extra benefits to residents like providing food suggestions to the residents for everyday meals based on 

their taste, culture, weather, type of their food diet, their interest to try new recipes etc. Our system is an 

NLP Bert model-based similarity prediction model. The system ranks the recipes based on the similarity 

of the words and context. Recipes have similar ingredients and procedures are considered similar 

recipes. Overall, the system creates the top K number of recipes based n the number of days' history of 

eating habits and removes products that are similar to the recent m number of days to make sure the 

suggestions are not quite repetitive ( here m<<<<n). 
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1. INTRODUCTION 

Food is any substance consumed by an organism for nutritional support. In earlier days, food 

used be simple fruits or raw meat. But with time people started appreciating cooked food with 

different methods and ingredient combinations. While many foods can be eaten raw, many also 

undergo some form of preparation for reasons of safety, palatability, texture, or flavor. At the 

simplest level this may involve cutting, trimming, or adding other foods or ingredients, such as 

spices. It may also involve mixing, heating or cooling, pressure cooking, fermentation, or 

combination with other food. Some preparation is done to enhance the taste or aesthetic appeal; 

other preparation may help to preserve the food; others may be involved in cultural identity. But 

based on different people's tastes, they try different types of foods made in cooking methods: a 

vast range of methods, tools, and combinations of ingredients to improve the flavor or 

digestibility of food. Some people love coriander, while others hate it. You might like olives, 

but maybe your dad thinks they’re disgusting. There are different theories on why people like 

what they like such as genetics etc. People's tastes are also affected by the culture of the people 

they came from. People also connect to their cultural or ethnic groups through food patterns. 

Food is often used as a means of retaining their cultural identity. Culturally speaking, Asian 

food tends to use opposing flavours in dishes,like mixing salty with sweet or sweet and sour 

together while a Western dish often focuses on a particular type of flavour like savoury or 

sweet. Based on their native place, their current location along with the food experiences they 

had people tend to appreciate different types of foods. 

But understanding who can like what food is an interesting problem, especially in smart homes. 

As a part of our smart home project, we experimented on a food suggestions system to 

recommend a food menu to the residents based on their interests. Now a days, along with 

friends' suggested movies, everyone is following a suggestions list on internment websites like 
Netflix to consider any new movies or other entertainment. As an extension to it, 

Recommendation systems will rule the food recommendations system in the future. people 
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appreciate and try different movies and foods suggested by their friends and well-wishers who 

know their tastes and have exposure to other similar foods.  These applications can be quite 

useful in restaurants business, groceries business, and online food ordering apps like Doordash, 

Uber eats, etc.  

While there are several ways to implement this problem such as co-occurrence matrix, FP-

growth etc. But we choose to go with NLP based item similarity model as it gave decent results 

provided the condition that we have very less user to user data as our smart home systems are in 

the initial stages of data collection. But we were able to develop this model using open source 

recipe data set(item-to-item data set). 

 

2. RESEARCH IN INDUSTRY 

 

While Bert NLP based similarly prediction systems became quite famous in recent days, food 

prediction systems are still growing. A team at IRJET, India has developed a Food 

recommendation system that makes suggestions based on Food profiling, User profiling, and the 

last feedback submitted by the users. A team at SDMCET Dharwad, India has developed food 

recommendations based on deep learning. we can also see a lot of research in the healthy food 

domain. Different institutes like the Graz University of Technology, Graz, Austria developed 

recommendations in the healthy food domain.  Our paper is naïve as it’s developed based on 

NLP. And this system is simple as it's based on Bert rather than a separate deep learning model. 

 

3. MODEL BUILDING 

As mentioned before, our model is based on text and NLP-based similarity systems. Some of 

the important factors of a recipe and its taste are the ingredients used, in which sequence they 

are used. NLP models especially Bert that concentrate on the similarity of words and the 

similarity of the sentences ( on other terms sequence) can effectively capture them. To explain 

this further, a person who likes raw tomatoes most likely appreciates salsa and tomato soup. To 

give a more complicated example, an Indian who appreciates hot chicken curry with rice most 

likely appreciates panda express Black Pepper Chicken with fried rice. A north India that 

appreciate chapatis ( wheat flat bread) with Alu curry is mostly likely to appreciate Mexican 

corn veg alu tacos. The similar the ingredients and the cooking process, the more the user can 

like that recipe more.  

 

Infact, when a human ( friends or known people) suggested a recipe to others, they also follow 

same thinking process. If a person likes rice, spices and hot food, they people eventually suggest 

Indian food. This is a best example which explains the importance of ingrediants and it’s 

combinations. In addition, some other factors like how much it’s cooked ( well cooked, half 

cooked, raw), whether it consists of some ingredients the user cannot eat also influence their 

final food interests. For example, someone whose very sensitive to spices or hotness, might not 

appreciate Nashville Hot chicken though he like chicken in general.  



 

 

3.1. BERT For Measuring Text Similarity:  

 

Why BERT Helps: 

BERT, as we already mentioned — is the MVP of NLP. And a big part of this is down to 

BERTs ability to embed the meaning of words into densely packed vectors. 

We call them dense vectors because every value within the vector has a value and has a reason 

for being that value — this is in contrast to sparse vectors, such as one-hot encoded vectors 

where the majority of values are 0. 

BERT is great at creating these dense vectors, and each encoder layer (there are several) outputs 

a set of dense vectors. 



 

BERT base network — with the hidden layer representations highlighted in green. 

For BERT base, this will be a vector containing 768. Those 768 values contain our numerical 

representation of a single token — which we can use as contextual word embeddings. 

Because there is one of these vectors for representing each token (output by each encoder), we 

are actually looking at a tensor of size 768 by the number of tokens. 

We can take these tensors — and transform them to create semantic representations of the input 

sequence. We can then take our similarity metrics and calculate the respective similarity 

between different sequences. 

The simplest and most commonly extracted tensor is the last_hidden_statetensor — which is 

conveniently output by the BERT model. 

Of course, this is a pretty large tensor — at 512x768 — and we want a vector to apply our 

similarity measures to it. 

To do this, we need to convert our last_hidden_states tensor to a vector of 768 dimensions. 

Creating The Vector 

For us to convert our last_hidden_states tensor into our vector — we use a mean 

pooling operation. 

Each of those 512 tokens has a respective 768 values. This pooling operation will take the mean 

of all token embeddings and compress them into a single 768 vector space — creating a 

‘sentence vector’. 

At the same time, we can’t just take the mean activation as is. We need to consider null padding 

tokens (which we should not include). 

 



Easy — Sentence-Transformers 

The easiest approach for us to implement everything we just covered is through the sentence-

transformers library — which wraps most of this process into a few lines of code. 

First, we install sentence-transformers using pip install sentence-transformers. This library uses 

HuggingFace’s transformers behind the scenes — so we can actually find sentence-

transformers models here. We’ll be making use of the bert-base-nli-mean-tokens model. 

 

3.2. Data set introduction 

 

As mentioned above, as our smart home systems are in the initial stages of data gathering, we 

have utilized open-source recipes information (item description) and developed a recipe to 

recipe similarity recommendation( item to item similarity prediction). Which can be a perfect 

start for our service. We have utilized  RecipeNLG dataset: A Cooking Recipes Dataset for 

Semi-Structured Text Generation. Some description about the dataset.  
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3.1. Item To Item Similarity System Development:  

 

Based on the NLP Bert embeddings which consist of word similarity(covers ingredients) and as 

well as sentence similarity(which covers the procedure easily), I achieved the similarity 

measurable data from text data. In this stage, I just utilized cosine similarity to find similar 

embeddings and further similar recipes. As mentioned before this methodology is completely an 

item-to-item similarity problem. A model similar to the next prediction transaction models ( in 

marketing) should be added to repeat the recipes as per the user interest. In addition, I don't 

want to keep the suggested item very diverse. For that, we implemented a logic to avoid similar 

items to last week's menu.  

 

Steps: 

1] Predict similar items to all the menu of the last 1 year. 

2] Aggregate the similarities we got for every product’s top 10 items.  

3] The top M consider them as final year production list.  

4] Find the similarity of the final year production list items with every item in the last 2 weeks' 

menu. 

5] Suggest the least similar one. (The items with less similarity score) 

 

This methodology on one side covers the user-interested ingredients and skips the recent 

recipes. 

 

 

 



4. RESULTS 

 

Bert word embeddings 

 

 

An example showing similar items.  

 

 

 

5. IMPACT OF THE MODEL   

As mentioned before, our system makes the smart home personal assistant more smart by 

helping the residents in their daily food selection process and improving the quality of their 



lives, especially for foodies who cannot spend time on daily menu selection or don't have the 

skills for search different food menus.  

 

6. FUTURE SCOPE 

we found this field is very vast and there is high scope for improvement and research. Below are 

some ideas.  

• The recommendation system prediction capacity can be improved further by adding 

other recommendation systems like cooccurrence recommendation systems, FP-growth 

etc.   A combination of NLP base recipe similarity prediction systems along with user-

to-user recommendation systems will take this application to the next level.  

• Developing a complimentary recommendation system as an addition to the existing 

model can help the users to get a full-filled menu. For example, along with tacos 

making limonoid or Biryani with raita etc.  

• By adding models to predict the time the user takes to repeat a particular item, the 

system can predict how frequently a user wants to repeat a particular dish or particular 

ingredients-based dish and suggest them accordingly. 
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