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#### Abstract

In this paper, we will show the hidden discrete logarithm problem(HDLP) and the generalized form of HDLP(GHDLP) over non-commutative associative algebras (FNAAs) can be reduced to discrete logarithm problem(DLP) in a finite field through analyzing the eigenvalues of the representation matrix. Through the analysis of computational complexity, we will show that HDLP and GHDLP is not are not good improvements of DLP.With all the instruments in hand, we will show how some schemes based on GHDLP can be broken. Thus we can conclude that, all ideas of constructing cryptographic schemes based on the two problem are of no practical significance.
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## 1 Introduction

### 1.1 Backgrounds

We first recall the integer factorization problem(IFP) and the discrete logarithm problem(DLP):

IFP Given a big number of the form $n=p q$, find the two prime divisors $p$ and $q$.

[^0]DLP Having known $g$, $h$ in a cyclic group $G$, find $t \in N$ such that $g^{t}=h$.

IFP and DLP have been used as mathematical base of cryptography for a long time. RSA [1] and ElGamal [2] may be the most famous two. Until now, a lot of digital signatures and cryptosystems are still using the two difficult problems. They are proved by time to be usable for a long time since there is still no polynomial methods to break them in classical computers.

However, quantum computers can solve the two difficult problems in very short time. [3] So new difficult mathematical problems are in urgent need. In this background, a great many problems are proposed and announced to be safe under quantum computers. A possible try is to construct equations with several variables in stead of one, for example, Rainbow in [4] is built based on the difficulty of solving multivariable polynomial systems. The hidden discrete logarithm problem(HDLP) proposed in [5] is also one try to extend the one variable problem DLP to an equation of several variables. The units(or just local units) are used to hide the initial element. This is similar in spirits to the methods in [6]-[10]. Also, in [11]- 13], matrix are used in multivariate schemes to diffuse the initial functions or change the basis to hide the initial one.

### 1.2 HDLP and GHDLP

HDLP is defined in a finite non-commutative associative algebra (FNAA) in [5], 14].

HDLP Suppose $A$ is an FNAA, $B \subset A$ is a given subspace. Given two elements $x, y$ in $A$, find $a$ unit (invertible element) $u \in B$, and an integer $t$, such that $u x^{t} u^{-1}=y$, if they exist.

The answer may not be unique, but any one may be okay since they will give an equivalent key in the schemes. But in most cases, $t$ is unique in $Z / o(x)$, where $o(x)$ is the order or local order of $x$. This is to say, if $(u, t)$ and $\left(u^{\prime}, t^{\prime}\right)$ are solutions to $u x^{t} u^{-1}=y$, then $x^{t}=x^{t^{\prime}}$.

The generalized form of hidden discrete logarithm(GHDLP) was proposed in 15, 16]. It is still defined in an FNAA.

GHDLP Given two elements $x, y$ in $A, B \subset A$, compute a triple
$(t, u, v)$, such that $u, v \in B, u x^{t} v=y$, and $x v u=x$.
Still, the solutions may not be unique, and we need just any one of them.

In the definition above, $x v u=x$ can be replaced with $v u x=x$, then a similar problem is proposed, which is still called GHDLP.

### 1.3 Systems

### 1.3.1 The KEA

Moldovyan constructed a key exchange agreement(KEA) 5 based on HDLP:

Publicly choose a big prime number $p$, an positive integer $\theta$, an FNAA $A$ of dimension $m$ over $G F\left(p^{\theta}\right)$, a big commutative subalgebra $B$ of $A$, and a element $x \notin B$. Now $(p, A, m, B, x)$ are known to all people.

To exchange secrets, Alice choose secretly a unit $g \in B$ together with a secret integer $t$ while Bob choose secretly another unit $h \in$ $B$ and integer $s$. Now, only Alice knows $(g, t)$ and only Bob knows $(h, s)$. Then Alice compute $k_{1}=g x^{t} g^{-1}$ and send it to Bob. Bob compute $k_{2}=h x^{s} h^{-1}$ and send it to Alice. Now Alice knows $\left(g, t, k_{2}\right)$ and computes $k_{A}=g k_{2}^{t} g^{-1}=g h x^{s t} h^{-1} g^{-1}$. Bob knows $\left(h, s, k_{1}\right)$ and computes $k_{B}=h k_{1}^{s} h^{-1}=h g x^{t s} g^{-1} h^{-1}$. Now since $g$ and $h$ are chosen in a commutative subalgebra $B$ of $A, g h=h g$, thus $k_{A}=k_{B}$ and they share a common secret $k=k_{A}=k_{B}$.

### 1.3.2 The digital signature

In [5] a digital signature(DS) is constructed.
Suppose $H$ is a publicly known hash function. $\left(p^{\theta}, A, B, m\right)$ are also publicly known as above. Now if Alice wants to sign something, she secretly choose a number $t, x, h, g, v \in A$, such that $x, g, h$ do not commute with one another, $x$ is only invertible in $B$ with a local unit $v$. This is to say, $x \in B$ and there exist some $x^{\prime} \in B$ such that $x x^{\prime}=x^{\prime} x=v$, with $v b=b v=b$, for all $b \in B$. Now $(z, y, w)$ where $z=h x h^{-1}, y=g x^{t} g^{-1}, w=g v h^{-1}$ are published as public keys, ( $x, h, g, t$ ) are kept as secret keys.

Now if Alice wants to sign a message $M$, she will first randomly choose $k$, compute $u=g x^{k} h^{-1}, e=H(M, u)$, and then $\operatorname{sign} M$ with $e$ and $s=k$-te mod $o(x)$ where $o(x)$ is the order of $x$.

Suppose Bob get ( $M, e, s$ ) from Alice, He can verify it in the following procedure. He will compute $u^{\prime}=y^{e} w z^{s}, e^{\prime}=H\left(M, u^{\prime}\right)$ and then check whether $e=e^{\prime}$. If the signature is valid, then $u^{\prime}=y^{e} w z^{s}=g x^{t e} g^{-1} g v h^{-1} h x^{s} h^{-1}=g x^{k} h^{-1}=u$. Here we have used that $s+t e=k$ and that $x v=v x=x$ because $v$ is a local unit to the subalgebra containing $x$.

### 1.4 Existing attacks towards HDLP and GHDLP

There are many attacks towards the two problems.
Moldovyan 17 gives an attack towards HDLP in special cases where $x$ admits a nonzero and non-identity determinant. But this attack can be avoided by taken other elements.

Kuzmin [18] gives a classic attack towards HDLP with time $O\left(|x|^{1 / 2}\right)$, where $|x|$ is the multiplication order of the base element $x$. The invertible element $u$ is also computed. But he did not analyze all the issues. His algorithm is not of high-efficiency. In this paper, all situations are analyzed in detail and better algorithm will be proposed.

In 19], the author gives a quantum attack towards two concrete signatures 20 using HSP(Hidden subgroup problem). This method also works for the signatures in [16], 21, ,22]. But it can not deal with all the systems based on HDLP and GHDLP.

### 1.5 Methods and objectives of this paper

We have two important propositions.
Proposition1 Eigenvalues of a power of a matrix are just the powers of the original eigenvalues.

Proposition2 Conjugation of a matrix do not change the eigenvalues.

So if we use matrix representation of algebra to change HDLP into matrix forms, everything will become clear when we compare the eigenvalues of both sides. For GHDLP, we will show, with a small modification, similar algorithm still works.

Using the method above, we will solve HDLP and GHDLP completely by reducing them to DLP in finite fields, which is of polynomial time using quantum computers [3|. Once HDLP and GHDLP is solved, all the schemes based on it are broken. We will break several representative ones.

## 2 Cryptanalysis of the cryptosystems

In this section, suppose we can solve HDLP and GHDLP. We will show how to use HDLP and GHDLP to break the cryptosystems based on them.

### 2.1 Cryptanalysis of the systems in the introduction

### 2.1.1 Cryptanalysis of the KEA

Suppose Carol wants to obtain Alice and Bob's common secret. By listening to the internet, he can obtain $\left(p, A, m, B, x, k_{1}, k_{2}\right)$. Now he can solve the HDLP of $k_{1}=g x^{t} g^{-1}$, and then he will know a pair $t^{\prime}, g^{\prime}$ with $g^{\prime} \in B$, such that $k_{1}=g^{\prime} x^{\prime t^{\prime}} g^{\prime-1}$. Carol can calculate $h^{\prime}$ and $s^{\prime}$ in the same way. Now Carol can compute the secret $g^{\prime} h^{\prime} x^{s^{\prime} t^{\prime}} h^{\prime-1} g^{\prime-1}=$ $g h x^{s t} h^{-1} g^{-1}$, as one can easily check.

The schemes in 23, 24 can be similarly broken as well.

### 2.1.2 Cryptanalysis of the DS

Suppose now Carol wants to forge Alice to sign messages. He knows $z=h x h^{-1}, y=g x^{t} g^{-1}, w=g v h^{-1}$ for some $h, x, t, g, v$. So if $d=g h^{-1}$, then $y=d z^{t} d^{-1}$. By solving HDLP, Carol now knows $\left(t^{\prime}, d^{\prime}\right)$, such that $y=d^{\prime} z^{t^{\prime}} d^{\prime-1}$. Then Carol can compute $w z^{k^{\prime}}=g v h^{-1} h x^{k^{\prime}} h^{-1}=$ $g x^{k^{\prime}} h^{-1}$, where $k^{\prime}$ is randomly chosen. Furthermore, he can compute $e=H(M, u), s=k^{\prime}-t^{\prime} e$ and thus he can sign as if he was Alice.

### 2.2 Cryptanalysis of other cryptosystems

### 2.2.1 Cryptanalysis of a zero zero-knowledge protocol

In [23], a zero-knowledge protocol based on the general form of HDLP is constructed: Suppose $x$ is locally invertible, $a, b, x$ is known to all, $g a b=g$.

Now Alice wants to prove to Bob that she knows the private key $(t, s)$ corresponding to the public key $y$, where $y=b^{t} x^{s} a^{t}$, they can do as follows:

Step 1 Bob randomly chooses $t^{\prime}, s^{\prime}$, compute $y^{\prime}=b^{t^{\prime}} x^{s^{\prime}} a^{t^{\prime}}, z=$ $b^{t^{\prime}} y^{s^{\prime}} a^{t^{\prime}}, h=H(z)$ and sends $y^{\prime}, h$ to Alice.

Step 2 Alice compute $z^{\prime}=b^{t} y^{s} a^{t}, h^{\prime}=H\left(z^{\prime}\right)$ and sends $z^{\prime}$ to Bob if $h=h^{\prime}$.

Step 3 Bob verifies that $z=z^{\prime}$.
Now we will disguise ourselves as Alice. This is to say, we can go through the verification of the three steps above.

Now we know $(x, y, a, b, H)$. Solve GHDLP about $x$ and $y$ with linear constraint, we get $\left(u, v, s^{\prime \prime}\right)$ such that $y=u x^{s^{\prime \prime}} v, u b=$ $b u, v a=a v$. Then for the $\left(y^{\prime}, h\right)$ from Bob, we can compute $z^{\prime \prime}=u y^{\prime s^{\prime \prime}} v, h^{\prime \prime}=H\left(z^{\prime \prime}\right)$,then we send $z^{\prime \prime}$ to Bob. Then because $z^{\prime \prime}=u y^{\prime s^{\prime \prime}} v=u b^{t^{\prime}} x^{s^{\prime} s^{\prime \prime}} a^{t^{\prime}} v=b^{t^{\prime}} u x^{s^{\prime \prime} s^{\prime}} v a^{t^{\prime}}=b^{t^{\prime}} y^{s^{\prime}} a^{t^{\prime}}=z$, we can go through the verification.

Similar arguments goes to the cryptosystems in 24 .

### 2.2.2 Cryptanalysis of the new DS of Moldovyan D.

Moldovyan D. 25 recently proposed a new digital signature.
We still use the system $\left(V, x, p^{\theta}, m, H\right)$ Suppose Alice is a signer, she first generate the keys:

Step 1 Select two commutative elements $g, h \in V$, some units $a, b, d, f$, and some positive integers $x, w, s, t$.

Step 2 Compute and publish the six elements as public keys:

$$
\begin{align*}
y_{1} & =a g^{x} b, & z_{1} & =f h^{w} a^{-1} \\
y_{2} & =d h^{s} b, & z_{2} & =f g^{t} d^{-1}  \tag{1}\\
y & =a h b, & z & =f g d^{-1}
\end{align*}
$$

To sign the message $M$, Alice will randomly choose two integers $k, j$ and compute:(The third line means to divide the bit string $e$ evenly into two parts $e_{1}$ and $e_{2}$ )

$$
\begin{align*}
& r=a g^{k} h^{j} d^{-1} ; \\
& e=H(M, r) ; \\
& e=\left(e_{1}, e_{2}\right) ; \\
& u=\frac{k-x e_{1}-t e_{2}-1}{e_{1}+e_{2}+1} ;  \tag{2}\\
& v=\frac{j-w e_{1}-s e_{2}-1}{e_{1}+e_{2}+1} ; \\
& s=b^{-1} g^{u} h^{v} f^{-1} .
\end{align*}
$$

Finally, the message will be signed as $(M, e, s)$.
To verify the signed message ( $M, e, s$ ), one can compute

$$
\begin{align*}
r^{\prime} & =\left(y_{1} s z_{1}\right)^{e_{1}}(y s z)\left(y_{2} s z_{2}\right)^{e_{2}} \\
e^{\prime} & =H\left(M, r^{\prime}\right) \tag{3}
\end{align*}
$$

and verify if $e=e^{\prime}$.
Now we forge Alice using the public keys $\left(y_{1}, z_{1}, y_{2}, z_{2}, y, z\right)$.
Step 1 Set $m=d f^{-1}, n=f b, l=f a^{-1}, \eta=d b=m n, g^{\prime}=$ $f g f^{-1}, h^{\prime}=f h f^{-1}$.

## Step 2 From

$$
\begin{align*}
& z^{-1} z_{2}=d g^{-1} f^{-1} f g^{t} d^{-1}=d g^{t-1} d^{-1} \\
& z_{2} z^{-1}=f g^{t} d^{-1} d g^{-1} f^{-1}=f g^{t-1} f^{-1} \tag{4}
\end{align*}
$$

we have $z^{-1} z_{2} m=m z_{2} z^{-1}$ and we can compute a $m^{\prime}$, such that $z^{-1} z_{2} m^{\prime}=m^{\prime} z_{2} z^{-1}$.

Step 3 We have

$$
\begin{align*}
& m^{\prime} z_{1} y y_{2}^{-1}=d f^{-1} f h^{w} a^{-1} a h b b^{-1} h^{-s} d^{-1}=d h^{w-s+1} d^{-1} \\
& y_{2}^{-1} m^{\prime} z_{1} y=b^{-1} h^{-s} d^{-1} d f^{-1} f h^{w} a^{-1} a h b=b^{-1} h^{w-s+1} b \tag{5}
\end{align*}
$$

so $m^{\prime} z_{1} y y_{2}^{-1} \eta=\eta y_{2}^{-1} m^{\prime} z_{1} y$ and we can compute a $\eta^{\prime}$ such that $m^{\prime} z_{1} y y_{2}^{-1} \eta^{\prime}=\eta^{\prime} y_{2}^{-1} m^{\prime} z_{1} y$

Step4 By $\eta^{\prime}=m^{\prime} n$ we can solve an $n^{\prime}$ such that $\eta^{\prime}=m^{\prime} n^{\prime}$
Step5 Now

$$
\begin{align*}
& z_{1} y n^{-1}=f h^{w} a^{-1} a h b b^{-1} f^{-1}=f h^{w+1} f^{-1} ; \\
& y n^{-1} z_{1}=a h b b^{-1} f^{-1} f h^{w} a^{-1}=a h^{w+1} a^{-1} . \tag{6}
\end{align*}
$$

we have $z_{1} y n^{\prime-1} l=l y n^{\prime-1} z_{1}$, so we can solve an $l^{\prime}$ such that $z_{1} y n^{\prime-1} l^{\prime}=$ $l^{\prime} y n^{\prime-1} z_{1}$.

Step6 Rewrite the public key equations, we get:

$$
\begin{array}{rlrl}
l^{\prime} y_{1} n^{\prime-1} & =f a^{-1} a g^{x} b b^{-1} f^{-1} & =f g^{x} f^{-1}=g^{\prime x} ; \\
z_{1} l^{\prime-1} & =f h^{w} a^{-1} a f^{-1} & =f h^{w} f^{-1}=h^{\prime w} ; \\
m^{\prime-1} y_{2} n^{\prime-1} & =f d^{-1} d h^{s} b b^{-1} f^{-1} & =f h^{s} f^{-1}=h^{\prime s} ; \\
z_{2} m^{\prime} & =f g^{t} d^{-1} d f^{-1} & & =f g^{t} f^{-1}=g^{\prime t} ;  \tag{7}\\
l^{\prime} y n^{\prime-1} & =f a^{-1} a h b b^{-1} f^{-1} & & =f h f^{-1}=h^{\prime} ; \\
z m^{\prime} & =f g d^{-1} d f^{-1} & & =f g f^{-1}=g^{\prime} .
\end{array}
$$

Then $\left(g^{\prime}, h^{\prime}\right)$ is known and we can compute a group of equivalent keys $\left(g^{\prime}, h^{\prime}, m^{\prime}, n^{\prime}, l^{\prime}, x^{\prime}, w^{\prime}, s^{\prime}, t^{\prime}\right)$.

The following steps shows how we can sign $M$ as if we were Alice.
Step7 Choose randomly two integers $k^{\prime}, j^{\prime}$ and compute:

$$
\begin{align*}
R & =l^{-1} g^{\prime k^{\prime}} h^{\prime j^{\prime}} m^{-1} ; \\
E & =H(M, R) ; \\
E & =E_{1} \| E_{2} ; \\
U & =\frac{k^{\prime}-x^{\prime} E_{1}-t^{\prime} E_{2}-1}{E_{1}+E_{2}+1} ;  \tag{8}\\
V & =\frac{j^{\prime}-w^{\prime} E_{1}-s^{\prime} E_{2}-1}{E_{1}+E_{2}+1} .
\end{align*}
$$

Step8 Sign the message $M$ as $(M, E, S)$.

This signature can be verified because

$$
\begin{align*}
R^{\prime}= & \left(y_{1} S z_{1}\right)^{E_{1}}(y S z)\left(y_{2} S z_{2}\right)^{E_{2}} \\
= & \left(a g^{x} b n^{-1} g^{\prime U} h^{\prime V} f h^{w} a^{-1}\right)^{E_{1}}\left(a h b n^{-1} g^{\prime U} h^{\prime V} f g d^{-1}\right) \\
& \cdot\left(d h^{s} b n^{-1} g^{\prime U} h^{\prime V} f g^{t} d^{-1}\right)^{E_{2}} \\
= & \left(a g^{x+U} h^{w+V} a^{-1}\right)^{E_{1}}\left(a g^{U+1} h^{V} d^{-1}\right)\left(d h^{s+V} g^{U+t} d^{-1}\right)^{E_{2}}  \tag{9}\\
= & a g^{(x+U) E_{1}+U+1+(U+t) E_{2}} h^{(w+V) E_{1}+V+(s+V) E_{2}} d^{-1} \\
= & a g^{U\left(E_{1}+E_{2}+1\right)+x E_{1}+t E_{2}+1} h^{V\left(E_{1}+E_{2}+1\right)+w E_{1}+s E_{2}+1} d^{-1} \\
= & a g^{k^{\prime}} h^{j^{\prime}} d^{-1}=R .
\end{align*}
$$

where we have used the equivalency of the keys:

$$
\begin{align*}
g^{x} & =g^{x^{\prime}}, g^{t}=g^{t^{\prime}}, h^{w}=h^{w^{\prime}}, h^{s}=h^{s^{\prime}} \\
g^{\prime x} & =l^{\prime} y_{1} n^{\prime-1}, h^{\prime w}=z_{1} l^{\prime-1},  \tag{10}\\
h^{\prime s} & =m^{\prime-1} y_{2} n^{\prime-1}, g^{\prime t}=z_{2} m^{\prime} .
\end{align*}
$$

Signatures in $[22$, , 26$]-[28$ can be broken similarly.

## 3 Reduction of HDLP and GHDLP

In this section, we will reduce HDLP and GHDLP in any FNNA into HDLP and GHDLP in matrix form.

### 3.1 Structure constants

To describe multiplication in an FNNA $A$, we choose a basis(as a vector space) $\left\{e_{1}, \ldots, e_{m}\right\}$ of $A$, then if all the multiplications of any two elements of $B$ is given: $e_{i} \cdot e_{j}=\sum_{k=1}^{m} \Gamma_{i, j}^{k} e_{k}$, then we can know all the multiplications of any two elements of $V$, just by the bi-linearity of the multiplication.

The coefficients of $e_{i} \cdot e_{j}$, say, $\Gamma_{i, j}^{k}$ is called the structure constants of $A$ corresponding to the basis $\left\{e_{1}, \ldots, e_{m}\right\}$. Clearly, for a given basis, the structure constants and the multiplication determine each other.

### 3.2 Algebraic representation

A representation of an associative algebra $A$ is by definition an algebraic homomorphism $\phi$ from $A$ to $\operatorname{End}(W)$, the algebra of all linear transformations of $W$, with trivial addition and composition as multiplication.

Now we consider the left regular representation $L$, with $L(a)=L_{a} \in$ $\operatorname{End}(A)$, where $L_{a}(r)=a \cdot r$,for all $\left.r \in A\right)$. Respectively, we can also consider the right regular representation $R$, with $R(a)=R_{a} \in \operatorname{End}(A)$, where $R_{a}(r)=r \cdot a$, for all $r \in A$ ). In most cases the left regular representation is enough, but sometimes the right regular representation is more convenient.

Then $L$ is a homomorphism: $(L(a) L(b))(r)=a b r=L(a b)(r)$, so $L(a) L(b)=L(a b)$. The same arguments goes to $R$, the only difference is that $R$ is an antihomomorphism: $R(a b)=R(b) R(a)$.

Besides the left and right representation, other presentations can also be used, when it is convenient or more natural. For example, when an FNAA is constructed from a group, then the irreducible representations can always extend to the FNAA, which is often of less dimension than the regular representations.

### 3.3 Representation described as structure constants

Now suppose we are given an algebra $A$ with a basis $\left\{e_{1}, \ldots, e_{m}\right\}$, together with the structure constants $\left\{\Gamma_{i, j}^{k}\right\}$. we will determine explicitly the representation, using matrix language.

For any vector $v \in A$, we have $v=\sum_{s=1}^{m} v^{s} e_{s}$, for some $v^{s} \in$
$G F\left(p^{\theta}\right)$, then

$$
\begin{align*}
L_{v}\left(e_{j}\right) & =v \cdot e_{j} \\
& =\left(\sum_{s=1}^{m} v^{s} e_{s}\right) \cdot e_{j} \\
& =\sum_{s=1}^{m} v^{s} e_{s} \cdot e_{j}  \tag{11}\\
& =\sum_{s=1}^{m} v^{s}\left(\sum_{i=1}^{m} \Gamma_{s, j}^{i} e_{i}\right) \\
& =\sum_{i=1}^{m}\left(\sum_{s=1}^{m} v^{s} \Gamma_{s, j}^{i}\right) e_{i} .
\end{align*}
$$

Let $c_{j}^{i}=\sum_{s=1}^{m} v^{s} \Gamma_{s, j}^{i}$, then we have $L_{v}\left(e_{j}\right)=\sum_{i=1}^{m} c_{j}^{i} e_{i}$. So the matrix of $L_{v}$ is $\left\{c_{j}^{i}\right\}$,that is, $c_{j}^{i}$ lies on the $i$ th row crossing the $j$ th column.

If we identify $\left(v^{1}, \ldots v^{m}\right)^{T}$ with $v$, and rename $L$ as $\phi$, then we get the homomorphism from an FNAA to the matrix algebra: $\phi\left(v^{1}, \ldots v^{m}\right)^{T} \mapsto$ $\left\{\sum_{s=1}^{m} v^{s} \Gamma_{s, j}^{i}\right\}_{i, j}$.

### 3.4 Reduction of HDLP and GHDLP to matrix algebra

In the above subsection, we have shown that any FNAA can be mapped to some matrix algebra. With a $\phi$ action to both side of $u x^{t} u^{-1}=y$, one can get $\phi(u)(\phi(x))^{t}(\phi(u))^{-1}=\phi(y)$. This new HDLP is in matrix algebra. Any solution $(u, t)$ of the initial HDLP will give a solution $(\phi(u), \phi(t))$ to the new HDLP. So if we can compute all possible $t$ in the matrix form, one of them must be a solution to the initial HDLP.

For GHDLP, the equation is $\phi(u)(\phi(x))^{t}(\phi(v))=\phi(y)$, with $\phi(x) \phi(v) \phi(u)=\phi(x)$. Any solution (u,v,t) of the initial GHDLP will give a solution $(\phi(u), \phi(v), \phi(t))$ to the new HDLP. So we can still find the $t$ for the initial one if we can find all $t$ for the matrix form.

### 3.5 Computation of the conjugation element

In this subsection, suppose we have known $t$ for the HDLP and GHDLP.

For HDLP $u x^{t} u^{-1}=y$, we have $u x^{t}=y u$. Since $t, x, y$ is known, this is a linear system for the coefficients of $u$, and thus can be computed quickly.

For GHDLP $u x^{t} v=y, x v u=x$, we have $u x^{t}=y u$. Since $t, x, y$ is known, $u$ can be computed quickly. In this case, $x v u=x$ is a linear system for $v$, and so $v$ can be computed easily.

## 4 Solving HDLP and GHDLP in matrix algebra

In this section, we will reduce HDLP and GHDLP in matrix algebra into DLP in finite field, and thus solve HDLP and GHDLP in any FNAA considering the last section.

### 4.1 Solving HDLP in matrix algebra

Rewrite HDLP in matrix form, we get:
HDLP(M) Given two matrix $X, Y$ of dimension $m$ over the field $F=G F\left(p^{\theta}\right)$, find a tuple $(U, t) \in G L(m, F) \times Z / o(X)$, such that $U X^{t} U^{-1}=Y$, where $o(X)$ is the multiplication order of X .

Our objective is to find all possible $t$.
Suppose $J_{\lambda, k}$ is the Jordan block with eigenvalue $\lambda$ of dimension $k$. Then We have the next lemma.

Lemma 1 The Jordan form of $J_{\lambda, k}^{t}$ is $J_{\lambda^{t}, k}$ if $\lambda \neq 0$.
Proof $J_{\lambda, k}^{t}$ is similar to $J_{\lambda^{t}, k}$ if and only if $J_{\lambda, k}^{t}-\lambda^{t} E$ is similar to $J_{\lambda^{t}, k}-\lambda^{t} E$. We can compute $J_{\lambda, k}^{t}-\lambda^{t} E=\left(J_{\lambda, k}-\lambda E\right) Q$, where $Q=J_{\lambda, k}^{t-1}+\lambda J_{\lambda, k}^{t-2}+\ldots+\lambda^{t-1} E$ is invertible because it is a sum of nilpotent matrix $J_{\lambda, k}^{t-1}+\lambda J_{\lambda, k}^{t-2}+\ldots+\lambda^{t-2} J_{\lambda, k}$ and an invertible matrix $\lambda^{t-1} E$ considering that $\lambda \neq 0 . Q$ commutates with $J_{\lambda, k}-\lambda E$ because they are both polynomials of $J_{\lambda, k}$.

So $\left(J_{\lambda, k}^{t}-\lambda^{t} E\right)^{i}=\left(J_{\lambda, k}-\lambda E\right)^{i} Q^{i}=\left(J_{\lambda^{t}, k}-\lambda^{t} E\right)^{i} Q^{i}$ and thus the two nilpotent matrix $A=J_{\lambda, k}^{t}-\lambda^{t} E$ and $\left.B=J_{\lambda^{t}, k}-\lambda^{t} E\right)^{i}$ satisfies $\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(B^{k}\right)$ for all $k=1, \ldots, m$. So the two matrix are similar.

### 4.1.1 All eigenvalues of $X$ are 0 or 1

One can easily check that if all eigenvalues of X are 0 or 1 , then for $t \geq m, X^{t}$ is similar to $X^{m}$, So $m$ is always a suitable solution for $t$. One will never use this case in cryptosystems.

### 4.1.2 Other cases

Since $U X^{t} U^{-1}=Y$, the eigenvalues of $X$ to the power of $t$ will match the eigenvalues of $Y$.

### 4.1.3 The procedure of solving HDLP

We give the following steps:
Step 1 Extend the field by the roots of the characteristic polynomial of $X$.

Step 2 Compute all the eigenvalues of $X$ and $Y$, and Rewrite them as a vector in the reverse order of multiplicities.

Step 3 Select an eigenvalue $\lambda$ of $X$ and an eigenvalue $\sigma$ of $Y$, whose multiplicity no less than that of $\lambda$.

Step 4 Compute the DLP $\lambda^{t}=\sigma$.
Step 5 If the eigenvalues of $X$ to the power of $t$ match the eigenvalues of $Y$, keep this $t$ and go to the initial FNNA to compute $u$. Otherwise, Select another eigenvalue $\sigma$ of $Y$ and go to Step 4.

The steps are of high efficiency because we can find the root of a polynomial in polynomial time. 29

One can show that using these steps, we can solve HDLP by computing at most $m$ DLPs, which can be done in sub-exponential time 29 with classical computer, or be done in polynomial time with quantum computer 3 .

### 4.2 Solving GHDLP in matrix algebra

### 4.2.1 Analysis of GHDLP

Rewrite GHDLP in matrix form, we get:
GHDLP(M) Given two matrix $X, Y$ of dimension $m$ over the field $F=G F\left(p^{\theta}\right)$, find a tuple $(U, V, t) \in M(m \times m, F)^{2} \times Z / o(X)$, such
that $U X^{t} V=Y, X V U=X$, where $o(X)$ is the local multiplication order of X. Similar to HDLP,for $t \geq m, X^{t}$ is similar to $X^{m}$, So $m$ is always a suitable solution for $t$ in such GHDLP. For other cases, recall the root space decomposition of vector space. We have

$$
\begin{equation*}
V=\underset{\lambda \in \operatorname{Spec}(\mathrm{X})}{\oplus} N\left((X-\lambda E)^{r_{\lambda}}\right) . \tag{12}
\end{equation*}
$$

where $r_{\lambda}+1$ equals to the dimension of Jordan block of eigenvalue $\lambda$. Suppose $v \in N\left((X-\lambda E)^{r_{\lambda}}\right)$, then $(X-\lambda E)^{r_{\lambda}} v=0$, so

$$
\begin{equation*}
\sum_{j=0}^{r_{\lambda}}(-\lambda)^{r_{\lambda}-j}\binom{r_{\lambda}}{j} X^{j} v_{\lambda}=0 \tag{13}
\end{equation*}
$$

Then

$$
\begin{equation*}
U\left(\sum_{j=0}^{r_{\lambda}}(-\lambda)^{r_{\lambda}-j}\binom{r_{\lambda}}{j} X^{j} V U v_{\lambda}\right)=0 \tag{14}
\end{equation*}
$$

or

$$
\begin{equation*}
(U X V-\lambda E)^{r_{\lambda}}\left(U v_{\lambda}\right)=0 \tag{15}
\end{equation*}
$$

This is to say, if $v_{\lambda}$ is a generalized eigenvector of eigenvalue $\lambda$, then $U v_{\lambda}$ is either a generalized eigenvector of eigenvalue $\lambda$, or a zero vector. But it can not always be zero, or $Y=U X^{t} V$ will become zero because all the generalized eigenvectors generate the column space of $X$. So there is always an eigenvalue $\lambda$ of $X$, such that $\lambda^{t}$ is an eigenvalue of $Y$.

### 4.2.2 Steps for solving GHDLP

We give the following Steps:
Step 1 Extend the field by the roots of the characteristic polynomial of $X$.

Step 2 Compute all the eigenvalues of $X$ and $Y$, and Rewrite them as a vector in the reverse order of multiplicities.

Step 3 Select a nonzero eigenvalue $\lambda$ of $X$ and a nonzero eigenvalue $\sigma$ of $Y$.

Step 4 Compute the DLP $\lambda^{t}=\sigma$.

Step 5 If the eigenvalues of $X$ (some replaced by zero if necessary), to the power of $t$ match the eigenvalues of $Y$, keep this $t$ and go to the initial FNNA to compute $u$ and $v$. Otherwise, Select another eigenvalue tuple $\lambda^{\prime}$ of $X$ and $\sigma^{\prime}$ of $Y$ and go to Step 4.

One can show that using these steps, we can solve HDLP by computing at most $m^{2}$ DLPs.

## 5 Conclusion

Now we have completely solve HDLP and GHDLP. We have also break several schemes based on them. Our methods do not use the features of the specific FNAA. So the steps are independent of the fancy designs [30], 31] of the FNAAs.

As we have analyzed, for classical cryptography, there is little improvement from DLP to HDLP and GHDLP considering the efficiency and length of keys; for post-quantum cryptography, HDLP and GHDLP can be solved in polynomial time. Therefore, constructing cryptosystems based on HDLP and GHDLP is of no practical significance in any sense.
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