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Abstract. Today, resistance to physical defaults is a necessary criterion for masking
schemes. In this context, the focus has long been on designing masking schemes
guaranteeing security in the presence of glitches. Sadly, immunity against glitches
increases latency as registers must stop the glitch propagation. Previous works could
reduce the latency by removing register stages but only by impractically increasing the
circuit area. Nevertheless, some relatively new attempts avoid glitches by applying
Dual-Rail Pre-charge (DRP) logic styles. Promising works in this area include
LUT-based Masked Dual-Rail with Pre-charge Logic (LMDPL), Self-Synchronized
Masking (SESYM) – both presented at CHES – and Self-Timed Masking – presented
at CARDIS – enabling to mask arbitrary circuits with only one cycle latency. However,
even if glitches no longer occur, there are other physical defaults that may violate the
security of a masked circuit. Imbalanced delay of dual rails is a known problem for
the security of DRP logic styles such as Wave Dynamic Differential Logic (WDDL)
but not covered in formal security models.
In this work, we fill the gap by presenting the delay-extended probing security model,
a generalization of the popular glitch-extended probing model, covering imbalanced
delays. We emphasize the importance of such a model by a formal and practical
security analysis of LMDPL, SESYM, and Self-Timed Masking. While we formally
prove the delay-extended security of LMDPL and Self-Timed Masking, we show
that SESYM fails to provide security under our defined security model what causes
detectable leakage through experimental evaluations. Hence, as the message of this
work, avoiding glitches in combination with d-probing security is not enough to
guarantee physical security in practice.
Keywords: Side-Channel Analysis · Masking · Hardware · Dual-Rail Pre-charge
Logic · Robust Probing Model

1 Introduction
Side-Channel Analysis (SCA) and Masking. Even 25 years after their first discovery by
Kocher [Koc96], SCA attacks continue to pose a serious threat to the confidentiality of
sensitive data on cryptographic devices. Inspired by Kocher’s discovery, various attacks
were presented in the following years, exploiting the observation of different physical
characteristics [KJJ99, GMO01], so-called side channels. For this reason, industry and
academia have spent much effort to design efficient countermeasures that reliably prevent
such physical attacks. In particular, masking [CJRR99], an algorithmic approach inspired
from secret sharing [Sha79], stands out. Masking randomizes all sensitive intermediates
of an algorithm by splitting them into multiple shares such that no incomplete set of
shares gives information about any sensitive intermediate. A great advantage of masking
over other countermeasures is that formal security and adversary models abstract its
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physical security. Hence, realizing and verifying a masked implementation becomes much
simpler resulting in an accelerated design process. The basic d-probing model defines a
simple and abstract adversary with the ability to place probes on up to d arbitrary circuit
wires [ISW03]. Each probe records one stable signal during a fixed time instance. Further,
a masked circuit is secure under the d-probing model if such an adversary cannot get any
information about sensitive variables.

Physical Defaults and the Robust Probing Model. However, a masked cryptographic
implementation, satisfying security under the d-probing model, may become vulnerable
when practically realized. For example, Mangard et al. [MPO05] mounted successful
first-order Differential Power Analysis (DPA) attacks on theoretically secure masked
Advanced Encryption Standard (AES) designs [AG01, OMPR05] implemented on an
Application-Specific Integrated Circuit (ASIC) prototype. It turned out that unexpected
combinational recombinations due to different delays in non-ideal circuits, so-called glitches,
leak information on sensitive variables. In the underlying circuits, glitches propagate
through the S-box computation leading to a toggle count depending on (unmasked)
sensitive variables. The d-probing model itself assumes an ideal circuit and does not cover
physical defaults, e.g. glitches. Hence, a d-probing secure design may still leak information
due to glitches. To prevent glitch-related leakages, Mangard et al. proposed two solutions
which we define as glitch-freedom and glitch-immunity [MPO05].

Definition 1 (Glitch-freedom). A circuit is glitch-free iff no glitches occur inside a circuit.

Definition 2 (Glitch-immunity). A circuit is glitch-immune iff it stays probing secure for
every possible occurrence of a glitch.

To verify the probing security even with the addition of glitches, the robust d-probing
model [FGP+18] extends the traditional d-probing model. Apart from other parameters,
the robust d-probing model technically introduces glitch-extended probes allowing an
adversary to get access to all intermediates that could be potentially revealed when probing
an arbitrary wire. We remark that glitch-free and glitch-immune circuits are robust-
probing secure. Today, a couple of masking schemes, including Threshold Implementation
(TI) [NRR06] and Domain-Oriented Masking (DOM) [GMK16], guarantee glitch-immunity.

Preventing Glitches and Wave Dynamic Differential Logic (WDDL). While one branch
of research focused on developing glitch-immune circuits, another had formerly tried to
build glitch-free circuits for power-equalization purposes, i.e., hiding [MOP07]. A well-
studied approach in this area is the application of Dual-Rail Pre-charge (DRP) logic. In
DRP, a signal x is transmitted by its original wire xt and a complementary one xf. Hence,
if both lines are zero, switching to a valid state requires a constant and data-independent
amount of energy. To force the zero state, all signals are pre-charged, i.e. set to zero,
before evaluating the inputs. Moreover, DRP enables to construct monotonic gadgets (see
Lemma 1) building the basis of WDDL [TV04a], a DRP-based equalization technique that
builds on custom cells made by standard cell libraries.

Lemma 1. A gadget is positive and monotonic iff it performs exactly a single zero-to-one
transition during evaluation and exactly a single one-to-zero transition during pre-charge.

As all WDDL gadgets are monotonic, a circuit based on only WDDL gadgets is glitch-
free. However, it was shown in [SS06] that WDDL gadgets suffer from data-dependent
time-of-evaluation. This means that a WDDL gadget makes its valid output at different
time instances depending on the value of the given inputs. Consequently, its dynamic power
consumption still (slightly) shows a dependency on the processed data, hence, not fully
achieving the power-equalization goal when observing instantaneous power consumption.
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(In-)Complete Modeling of Timing Dependencies. Although WDDL is not sufficient
as a stand-alone countermeasure, its glitch-free property – achieved due to employing
DRP cells – offers promising possibilities in combination with other countermeasures like
masking. In recent publications, e.g., [SBHM20], [SBB+22] and [NGPM22], it is believed
that if a circuit is glitch-free, register stages, whose only purpose is to stop the glitch-
propagation, are no longer needed. Hence, a combination of DRP and masking should
allow to build masking schemes evaluating an arbitrary function within a single clock
cycle. Such constant-time low-latency schemes are of particular industrial benefit due to
their high potential for real-time applications, e.g. fast memory encryption. Moreover,
if it is true, proving the security of a masked implementation becomes simplified as the
underlying security model does not need to consider glitches. However, registers have
another feature besides stopping the propagation of glitches. They synchronize intermediate
states independent of the data, as they are controlled by the global clock signal. Without
this synchronization, differences in time can propagate through the circuit, which – in
the end – can lead to a data-dependent time-of-evaluation. We remark that the robust
probing model does not cover timing differences in DRP logics. These effects have to be
considered separately.

Our Contributions

We point out that glitch-freedom in conjunction with d-probing security is not enough to
guarantee physical security. More concretely, we deal with the early propagation effects
and routing imbalances on the physical security of glitch-free masked circuits. Our findings
are listed as follows.

• We present the delay-extended probing model as a direct extension of the glitch-
extended probing model. In short, the glitch-extended probing model is a subset of
the delay-extended model. Our definition allows engineers to formally verify masked
hardware circuits in a glitch-free environment.

• We analyze the security of three masking schemes that apply DRP logic and guarantee
to be glitch-free by design, namely LUT-based Masked Dual-Rail with Pre-charge
Logic (LMDPL) [SBHM20], Self-Synchronized Masking (SESYM) [NGPM22], and
Self-Timed Masking [SBB+22]. We perform a theoretical analysis based on our
defined delay-extended probing model and timing simulations. In short, we can
confirm the security of LMDPL and Self-Timed Masking while SESYM becomes
insecure due to routing imbalances.

• We confirm our theoretical observations by measurements on Field Programmable
Gate Array (FPGA) prototypes. In particular, we detect significant leakage in the
SESYM designs published by the authors.

2 Background

2.1 Notation

We denote single-bit variables by lower case letters, e.g. x ∈ F2, and vectors by upper
case letters, e.g. X ∈ Fn

2 . For shared variables, we use superscripts to denote particular
shares, e.g. x0 as the first share of x. If a variable is represented in dual-rail logic, we
use subscripts to denote specific rails. In particular, xt denotes the original and xf the
corresponding inverted rail.
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2.2 Dual-Rail Pre-charge (DRP) Logic
DRP logic tries to equalize the power consumption of a circuit by guaranteeing a constant
number of toggles per clock cycle. Therefore, a DRP circuit should hide the data-dependent
power consumption in the amplitude domain, making it resistant to DPA attacks. A circuit
implementing DRP processes all signals based on two wires. The first wire drives the
original value and the second one its complement. This encoding, shown below, guarantees
that one rail always carries logical one while the other rail carries logical zero.

xt = 0
xf = 0

}
x = null,

xt = 0
xf = 1

}
x = 0,

xt = 1
xf = 0

}
x = 1,

xt = 1
xf = 1

}
x = invalid

To equalize power consumption, it is necessary to apply a pre-charge technique, which
sets all circuit wires, i.e. both rails of all signals, to logical zero, i.e. the null state. This
so-called pre-charge phase alternates with an evaluation phase, which computes the actual
outputs. As all signals switch from null to a valid state, and all valid states result in
a single toggle per signal, the number of toggles in the entire circuit (and ideally power
consumption) becomes constant for every possible input value.

2.3 Wave Dynamic Differential Logic (WDDL)
WDDL [TV04a] is a known design technique that replaces standard cells with compound
standard cells, i.e. gadgets. The pursued goal is a circuit with a constant power consump-
tion, independent of the processed data. The block diagram of different WDDL gadgets
are depicted in Figure 1. It is noteworthy that it has been shown by Suzuki et al. in [SS06]
that WDDL gadgets may fail to keep the instantaneous power consumption constant when
the inputs arrive at different times instances. The underlying concept is referred to as
early propagation effect or data-dependent time of evaluation.

(a) WDDL-AND2 (b) WDDL-AND2-noEE (c) WDDL-XOR2

(d) WDDL-AND2 symbol (e) WDDL-XOR2 symbol

Figure 1: WDDL gadgets.

Definition 3 (Early Propagation Effect). Some basic gates can uniquely determine their
logical output without considering their entire logical inputs. Accordingly, such gates can
propagate their output early, i.e. before all input signals have arrived at the gate.

Example 1 (Early Propagation Effect). Let us consider the OR gate in the WDDL-AND2
shown in Figure 1(a) with the input signals xf and yf and output signal zf. If we assume
that xf = 1, then zf = 1 is propagated without any knowledge about yf.
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Bahsin et. al [BGF+10] tried to avoid early propagation and introduced WDDL-noEE,
shown in Figure 1(b). However, this only avoids early propagation from the pre-charge
to the evaluation phase, while a global pre-charge signal (connected to all gadgets) can
mitigate the early propagation from the evaluation to the pre-charge phase. Subsequently,
Moradi et. al [MI14] introduced AWDDL, an asynchronous variation of WDDL, which
handles early propagation effect in both phases under the assumption that both rails of
the same variable have no delay imbalance. Additionally, the authors presented a custom
router, minimizing the risk of routing imbalances by taking care of the placement in an
FPGA design. However, they pointed out that the routing is not perfectly balanced and
remains a challenge in practice. It is worth mentioning that the fat wire approach [TV04b]
also aims to avoid delay imbalances in ASIC design processes, though the capacitances of
dual-rail wires in a fabricated circuit can still slightly differ.

2.4 Masking
Masking based on the concept of secret sharing [Sha79] is the predominant approach to
protect hardware circuits against SCA attacks [CJRR99]. In d-order Boolean Masking,
every sensitive variable X ∈ Fn

2 is randomized by being split into a set of d + 1 shares
{X0, ..., Xd} ∈ (Fn

2 )d+1 which are distributed uniformly and randomly. Every sharing can
exemplary be initialized by randomly sampling the first d shares and computing Xd such
that Xd = (

⊕d−1
i=0 Xi) ⊕ X. To achieve the desired security with d + 1 shares, the target

algorithm is transformed into a masked algorithm by performing every operation on the
shared representation of sensitive variables.

2.4.1 Domain-Oriented Masking (DOM)

The DOM scheme allows to create d-order secure Boolean masked circuits by utilizing d+ 1
shares [GMK16]. The idea is to split a circuit into d+1 independent share domains, receiving
at most one share per variable. While linear operations achieve domain independence
by processing each share separately, non-linear operations, such as the first-order secure
DOM multiplier shown in Figure 4(a), must combine shares across domain borders. To
keep domain independence, some intermediates are blinded by fresh randomness and
synchronized by registers to avoid combining both shares of the same variable.

2.5 Security Models
The basic d-probing model [ISW03] defines an adversary getting access to up to d interme-
diates of an ideal circuit. Based on the capabilities of the so-called d-probing adversary,
d-probing security is defined as follows.

Definition 4 (d-probing security). A circuit is d-probing secure iff every d-tuple of
intermediates does not give any information about any sensitive variable.

To model the observation set, an attacker places up to d probes on arbitrary wires.
Afterwards, each probe records a stable signal at one point in time.
The robust d-probing model [FGP+18] builds on top of the above-given d-probing model
and extends it to cover physical defaults, i.e. glitches, transitions, and couplings.

Definition 5 (Glitch). If the inputs of a gate arrive asynchronously, the gate processes
an unstable input state leading to temporary changes in the output. Accordingly, a gate
propagates an unexpected signal before reaching its stable output. We refer to such a
short-time transient faulty output as a glitch [MPG05].

Example 2 (Glitch). As given in [NRR06], we consider a single AND gate with the input
signals x and y and output signal z. If we assume that x arrives significantly later than y
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and a transition from stable inputs (x, y) = (1, 0) to (x, y) = (0, 1), then z will temporary
change from 0 to 1 – due to the transient input state (x, y) = (1, 1) – before reaching the
stable output z = 0.

Definition 6 (Transition). If the circuit overwrites a memory element, i.e. a register, the
corresponding power consumption depends on both the old and new memory states. This
overwriting effect is referred to as a transition.

Example 3 (Transition). Consider a variable with two shares as x = x0 ⊕ x1. If a circuit
consecutively stores x0 and x1 in the same register cell, a transition leaks information
about x.

Definition 7 (Coupling). Consider a pair of two adjacent wires (w, t). It holds that
the switching activity of w influences t and vice versa through their inter-wire capaci-
tance [CBG+17]. Such an influence is known as coupling.

Example 4 (Coupling). Consider a variable with two shares as x = x0 ⊕ x1. If a circuit
drives x0 and x1 on adjacent wires, coupling may lead to crosstalk leaking information
about x.

Again, the adversary can create a d-probing set but, moreover, all probes are extended in
order to cover the desired physical defaults [FGP+18].

Definition 8 (Glitch-extended Probe). A glitch-extended probe on wire w models the
impact of glitches by recording all stable signals that contribute to w.

Definition 9 (Transition-extended Probe). A transition-extended probe on wire w models
the impact of transitions by recording two consecutive values carried by w.

Definition 10 (Coupling-extended Probe). A coupling-extended probe on wire w models
the impact of couplings by recording multiple wires adjacent to w.

This leads to the following definition.

Definition 11 (Robust d-Probing Security [FGP+18]). A circuit is robust d-probing
secure iff every d-probing set, containing up to d extended probes, does not give any
information about any sensitive variable.

In this work, we consider the robust probing model including glitches but excluding
transitions and couplings, colloquially named as glitch-extended d-probing model.

2.5.1 Worst-Case vs. Fine-Grained Leakage Models

It holds that the robust probing model covers glitches and transitions by assuming a worst-
case scenario, i.e. every possible occurrence of a glitch (resp. transition) is considered.
We remark that only particular glitches (resp. transitions) occur in a physical circuit
while others never occur. Hence, worst-case models tend to be over-conservative as they
consider physical defaults that may never occur in a concrete physical realization of a
design. However, worst-case models are the only way to prove the security of arbitrary
circuits without any fine-grain characterization. Note that couplings cannot be modeled
with a worst-case model. If we consider all possible couplings, i.e. all wires jointly couple,
every design becomes insecure as the wires driving all different shares jointly couple. To
successfully prove security in presence of couplings, the adversary is restricted in a way that
only particular couplings, e.g. between at most t wires, are recorded. Such a fine-grained
model requires a careful definition as the restrictions must still fit the particular physical
reality.
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2.6 Composability
The design and evaluation of provably robust-probing secure circuits become infeasible
with increasing design complexity, e.g. for higher-order security. To avoid this problem,
tiny and provably secure building blocks were introduced which can be put together to
realize provably secure functions of arbitrary order. We refer to these building blocks as
composable gadgets [CGLS21]. Such gadgets allow the transformation of any unprotected
gate-level netlist into a masked one by simply replacing any unprotected gate with a
composable gadget. In practice, the transformation can be performed automatically, e.g.
by AGEMA [KMMS22].

Definition 12 (Composability). A set of gadgets, which are individually secure under a
certain security model, are composable iff all their possible combinations are still secure
under the same security model.

Therefore, an arbitrary circuit made out of composable gadgets is d-probing secure if all
underlying gadgets are composable. To formally prove the gadget’s composability, Cassiers
et al. introduced the d-Probe-Isolating Non-Interference (PINI) security notion based on
restricting the probe propagation to the probe’s share domain [CS20].

Definition 13 (Perfect Probe Simulation). Consider a set P of d (extended) probes on a
gadget. P is perfectly simulatable with a set S of input shares if there exists a probabilistic
polynomial time simulator calculating a joint probability distribution based on S which is
identical to the distribution of P.

Definition 14 (d-Probe-Isolating Non-Interference (PINI)). Consider a set P of d0
(extended) probes on a gadget and a set S of d1 (extended) probes on the gadget’s outputs
while O contains all share indices probed by probes in S. A gadget is d-PINI iff for every
P ∪ S with d0 + d1 ≤ d, there exists a set I of d0 share indices such that the wires probed
by probes in P ∪ S is perfectly simulatable from shares with indices in I ∪ O [CS20].

3 Single-Cycle Masking in Hardware
Besides area and randomness requirements, efficiency concerning latency tends to be
relevant for conventional masking schemes, particularly those grounded on composable
gadgets. We review three composable masking schemes, the widely-considered LMDPL,
the recently proposed SESYM, and the asynchronous Self-Timed Masking. All incorporate
DRP principles.

3.1 LUT-based Masked Dual-Rail with Pre-charge Logic (LMDPL)
LMDPL [LMW14] enables the first-order secure masking of arbitrary circuits while achiev-
ing a constant latency of two clock cycles, i.e. with a dedicated pre-charge and evaluation
cycle. In a follow-up work, Sasdrich et al. [SBHM20] proved the formal security of LMDPL
under the glitch-extended probing model and showed that gadgets based on LMDPL are
provably composable. Each gadget processes two shares per variable, and a single fresh
mask blinds one share if the gadget is non-linear. All LMDPL gadgets are divided into two
layers, as depicted in Figure 2(a). The mask table generator layer handles the first share of
all input variables (x0, y0) to compute the first output share z0. The operation layer takes
the second shares in their dual-rail representation (x1

t , x1
f , y1

t , y1
f ) and computes z1

t and z1
f .

As the operation layer implements the DRP style, it is guaranteed that no glitches occur.
In case of a non-linear gadget, a register stage separates both layers, and a fresh mask

blinds all masked table outputs t0, . . . , t7 which are computed as follows:

z0 = r, t4+2i+j = F (x0 ⊕j, y0 ⊕ i)⊕r, t2i+j = t4+2i+j ⊕1, where i, j ∈ {0, 1}.
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(a) LMDPL gadget layers, gray colored com-
ponents are needed if the gadget is non-linear.

(b) One output rail of a non-linear LMDPL
gadget operation layer. The second output
rail z1

f is generated analogously.

Figure 2: LMDPL gadget overview.

The operation layer processes all t0, . . . , t7 by instantiating two 4-to-1 multiplexers
while x1 and y1 act as a 2-bit select signal. We remark that the authors analyzed the
timing of the multiplexers and claim that these multiplexers satisfy a time-of-evaluation
independent of any sensitive variable. In addition to the second share variables (x1

t , x1
f , y1

t ,
y1

f ), all t0, . . . , t7 which are stored in registers should follow a pre-charge/evaluation fashion
per clock cycle to guarantee no glitches.

3.2 Self-Synchronized Masking (SESYM)
Nagpal et al. [NGPM22] described a generic procedure to convert any Boolean-masked
circuit into a single-cycle glitch-extended d-probing secure circuit with no need for additional
randomness. The process involves converting single-rail inputs to dual-rail and employing
asynchronous primitives to achieve single-cycle processing. A so-called completion detector
module (a product-of-sums form of all dual-rail outputs) detects the completion of the
evaluation phase for every output variable, and immediately induces a pre-charge wave
into the masked circuit. In parallel, an array of Muller C-elements holds the stable output
signals and acts as a dual-to-single-rail converter. Figure 3 gives a rough overview.

Figure 3: SESYM components.

The authors showed their conversion based on a DOM based masking of two S-box
designs. SESYM replaces all gates in DOM gadgets by their WDDL counterparts (cf.
Figure 4). As the transformed circuit already guarantees glitch-freeness, SESYM removes
the re-sharing registers.
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(a) DOM-AND2

⇒

(b) SESYM-AND2

Figure 4: Conversion of a DOM-AND2 into a SESYM-AND2.

The authors justified the register removal with the glitch-freeness. However, the impact
of other timing-dependent effects is assumed to be unproblematic and not covered by
their underlying adversary model. We highlight that the idea is based on the following
observation.

“. . . the only purpose of registers within a masked non-linear circuit is to prevent
glitches from propagating to the share compression stage. We can safely remove
these registers if we can guarantee glitch-free share compression through other
means.” [NGPM22]

3.3 Self-Timed Masking
The generic approach of Simoes et al. [SBB+22] incorporates DOM gadgets for masking,
Muller C-elements for synchronization and a DRP logic style with WDDL-noEE. The basic
idea is to replace registers with self-timed latches, which use the state of dual rails to handle
a handshaking mechanism. The authors presented two variants, namely weakly indicating
and strongly indicating latches. Every latch encompasses C-elements that process both
rails of n inputs together with a req signal (see Figure 5(a)). Since a C-element only
forwards equal inputs, the latches synchronize the pre-charge or evaluation results of a
preceding combinatorial circuit and propagate them as soon as req arrives. Immediately
afterwards, a completion detector toggles the ack signal based on the dual-rail state of all
C-element outputs. Alternatively, the weakly indicating latch simplifies the handshake by
processing the dual-rail state of only one output share. Thus, the completion of a phase can
be guaranteed for the preceding circuit, and the computation of the succeeding circuit can
be induced. Successively, consecutive latches receive the ack signal of the succeeding latch
mapped to their req input signal in reverse order, constructing a pipeline (see Figure 5(b)).
As a result, arbitrary combinational circuits can be translated into circuits following the
Self-Timed Masking scheme and evaluate in a single clock cycle by multiple runs of the
pipeline equivalent to its depth. The authors presented a serialized design, where only

(a) Latch internals (b) Pipeline with latch symbols

Figure 5: Weakly-indicating self-timed latches.
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the S-box follows the introduced scheme with weakly indicating latches and computes
four S-boxes consecutively by means of a multiplexer. The S-Box inputs are transformed
from single-rail to dual-rail and vice versa for its outputs. As the authors stated, this
construction does not need a clock signal per computation (i.e., self-timed), but suffers
from low throughput due to its higher delay compared to synchronous designs which can
run at a high clock frequency. Hence, the underlying concept may not be considered as a
low-latency approach.

4 A Deeper Look
In this section, we deeply analyze the effects of asynchronously arriving inputs in glitch-
free circuits. To formally discuss the issues due to imbalanced timings, we abstract the
considered effects with delays according to Definition 15.

Definition 15 (Delay). A delay ∆w of wire w describes the time lag between a combina-
tional input transition, i.e. register-state or primary-input toggles, and the toggle on wire
w with respect to the observation spot.

Without loss of generality, we define delays in terms of wires and neglect the time
required for a gate to compute its outputs. However, we model lags on gates by adding
them to the delay of the gate’s output wire. We define the observation spot as the wire
cross-section where a toggle is observed with a particular delay. While the exact delay
depends on the observation spot, we ignore focusing on a particular observation spot on w
since all assumptions hold for any arbitrary observation spot on the same wire. According
to Section 2, for circuits that implement DRP we can make Definition 15 more explicit,
resulting in Lemma 2.

Lemma 2. During the pre-charge phase, ∆w describes the delay between the start of
the pre-charge phase and the toggle of w from 1 to 0. During the evaluation phase, ∆w

describes the delay between the start of the evaluation phase and the toggle of w from 0 to
1.

Initially, based on concrete examples, we visualize the underlying problem originating from
delays.

Example 5 (WDDL-AND2 with delay). Based on the sketch in Figure 1(a), consider a
single WDDL-AND2 gadget with primary signals x, y, and z in dual-rail representation, i.e.
(xt, xf), (yt, yf), and (zt, zf). Moreover, we assume that yf is delayed compared to the other
inputs. Hence, it holds that ∆yf > ∆xf while ∆xf = ∆xt = ∆yt . Figure 6 visualizes the
timing for all possible input vectors. For simplicity, we assume that ∆xf = ∆xt = ∆yt = 0,
i.e. we ignore all delays except ∆yf .

xt

yt

xf

yf

zt

zf

Case 1 (x, y) = (0, 0)

prech. eval. prech.

p2 p1 p3

xt

yt

xf

yf

zt

zf

Case 2 (x, y) = (0, 1)

prech. eval. prech.

p2 p1 p3

xt

yt

xf

yf

zt

zf

Case 3 (x, y) = (1, 0)

prech. eval. prech.

p2 p1 p3

xt

yt

xf

yf

zt

zf

Case 4 (x, y) = (1, 1)

prech. eval. prech.

p2 p1 p3

Figure 6: WDDL-AND2 timings, yf delayed by ∆yf > ∆yt = ∆xt = ∆xf = 0.
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Case 1 (Probe on zt). Consider an adversary placing a probe p1 on zt as shown in Figure 6.
If p1 records 1, xt and yt must be 1. Moreover, the adversary gets information about ∆xt

and ∆yt as both arrived before p1 records.
Case 2 (Probe on zf). Consider an adversary placing a probe p2 on zf as shown in Figure 6.
If p2 records 1 (resp. 0), the adversary recovers xf = 1 (resp. xf = 0) and information
about ∆xf . Moreover, consider an adversary placing a probe p3 on zf as shown in Figure 6.
If p3 records 1 (resp. 0), the adversary recovers yf = 1 (resp. yf = 0) and information
about ∆yf .

Example 6 (WDDL-XOR2 with delay). Following Figure 1(c), consider a single WDDL-
XOR2 gadget with primary signals x, y, and z in dual-rail representation, i.e. (xt, xf),
(yt, yf), and (zt, zf). Moreover, we assume that yt is delayed compared to the other inputs.
Hence, it holds that ∆yt > ∆xt = ∆xf = ∆yf . Figure 7 visualizes the timing for all possible
input vectors. For simplicity, we assume that ∆xt = ∆xf = ∆yf = 0.

xt

yt

xf

yf

zt

zf

Case 1 (x, y) = (0, 0)

prech. eval. prech.

p2 p1

xt

yt

xf

yf

zt

zf

Case 2 (x, y) = (0, 1)

prech. eval. prech.

p2 p1

xt

yt

xf

yf

zt

zf

Case 3 (x, y) = (1, 0)

prech. eval. prech.

p2 p1

xt

yt

xf

yf

zt

zf

Case 4 (x, y) = (1, 1)

prech. eval. prech.

p2 p1

Figure 7: WDDL-XOR2 timings, yt delayed by ∆yt > ∆yf = ∆xt = ∆xf = 0.

Case 1 (Probe on zt). Consider an adversary placing a probe p1 on zt as shown in Figure 7.
If p1 records 1, it holds that xt = 1 and yf = 1. Moreover, the adversary gets information
about ∆xt and ∆yf as both arrived before p1 records.
Case 2 (Probe on zf). Consider an adversary placing a probe p2 on zf as shown in Figure 7.
If p2 records 1, xf and yf must be 1. Moreover, the adversary gets information about ∆xf

and ∆yf as both arrived before p2 records.

Despite the glitch-freedom of WDDL-AND2 and WDDL-XOR2, Example 5 illustrates
the information propagation due to different timings which are not considered by the robust
probing model. In particular, probes on the gadget’s outputs propagate to (one or many)
gadget inputs while glitch-extended probing model implies that the probes on DRP gadgets’
outputs do not propagate as there is no glitches. Hence, even if glitches are completely
avoided, an information flow through the combinational logic is still possible which means
that security under the robust d-probing model is not accurate when evaluating a DRP
circuit. We formalize our findings on Example 5 and Example 6 in Lemma 3.

Lemma 3. If a circuit is glitch-free, it is not enough to guarantee physical security by
means of probing model.

We remark that this problem does not solely originate from the early propagation
effect. For example, if WDDL-AND2-noEE is employed in Example 5, the same issue can
be observed when the delays of the rails are not balanced.

4.1 Delay-Extended Probing Model
We start to study the propagation of delays based on atomic gates and continue with more
advanced constructions, such as WDDL. Finally, we focus our analysis on LMDPL, SESYM,
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and Self-Timed Masking, reviewed in Section 2. Here, we introduce the (worst-case) delay-
extended probing model to capture the effect of delays in a glitch-free environment and
investigate the security of aforementioned schemes under the new model. Initially, we
define a probe capturing the effect of all possible delays.

Definition 16 (Delay-extended Probe). A delay-extended probe on wire w models the
impact of all possible delays of w.

4.1.1 Relation to the Glitch-Extended Probing Model

As glitches are a particular effect of delays, the delay-extension is strongly related to the
known glitch-extension. In particular, both extended probes are restricted to record only at
one time instance. To formally show the relation between glitches and delays we introduce
Lemma 4 and Lemma 5.

Lemma 4. Consider a circuit which is not glitch-free, i.e. no DRP. Then, it holds
that, glitch-extended probes ⇔ delay-extended probes. In particular, it holds that every
glitch-immune circuit is delay-extended secure and vice-versa.

Proof. First, we prove that every glitch-extended probe covers a delay-extended probe
(⇒). Then, we prove that every delay-extended probe covers a glitch-extended probe (⇐).

⇒ Consider a glitch-extended probe. Following Definition 8, a glitch-extended probe on
wire w records the whole combinational logic affecting w. As delays only propagate
through combinational logic, the glitch-extended probe models delays as well.

⇐ Consider a delay-extended probe. According to Definition 5, glitches are caused
by imbalanced delays. As glitches are a subcategory of delay effects, the impact of
glitches is modeled by a delay-extended probe.

We should highlight that Lemma 4 only holds for circuits that are not glitch-free. If a
circuit is glitch-free, e.g. by DRP, our model complements the glitch-extension, i.e. the
delay-extension covers more effects due to delays than just glitches.

Lemma 5. Consider a circuit which is glitch-free and d-probing secure. Then, Lemma 4
does not hold as the circuit is not necessarily delay-extended d-probing secure.

Lemma 5 formalizes that other delay-caused effects besides glitches exist. For example,
the early propagation effect (see Definition 3) may violate the security even if a circuit is
glitch-free and d-probing secure.

4.1.2 Delay-Extended Probe Propagation

To formally argue about the effect of delays in glitch-free circuits, we investigate the
information propagation due to imbalanced wire delays. To keep it simple, we start with
pre-charged atomic gates, namely AND2 and OR2. We assume that the gates start from
the pre-charge phase, i.e. all signals drive 0. Then, we consider the time-of-evaluation, i.e.
the point in time when the output reaches its valid state.

Example 7 (AND2 with delay). Consider one AND2 gate with inputs x, y initially
driving 0, and output z. Logically, AND2 only evaluates z to 1, iff x = y = 1. Therefore,
if an adversary places a probe on z and records 1, it holds that x = 1 and y = 1, i.e. both
inputs are revealed. Moreover, assume that AND2 evaluates to 1 with a delay of ∆z.
Hence, an adversary that probes z and records 1 learns as follows.

• (∆x = ∆z ⇒ ∆y ≤ ∆z) or
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• (∆y = ∆z ⇒ ∆x ≤ ∆z), i.e. AND2 evaluates as soon as the subsequent input
arrives.

Hence, in a worst-case scenario, i.e. ∆x = ∆y = ∆z with z = 1, an adversary learns
(x, ∆x) and (y, ∆y) by probing z with a delay of ∆z. Thus, observing ∆x and ∆y allows to
further back-propagate the delay-extended probes on x and y as formalized in Lemma 6.

Lemma 6. When all inputs initially drive 0, a delay-extended probe on the AND output
cascades to delay-extended probes on all its inputs.

Example 8 (OR2 with delay). Consider one OR2 gate with inputs x, y initially driving
0, and output z. Logically, OR2 evaluates z to 1, iff at least one input is 1. Therefore, if
an adversary places a probe on z and records 1, it holds that x = 1 or y = 1. Moreover,
assume that OR2 evaluates to 1 with a delay of ∆z. Hence, an adversary that probes z
and records 1 learns as follows.

• (x = 1, ∆x = ∆z) ⇒ (y = 0 or ∆y ≥ ∆z) or
• (y = 1, ∆y = ∆z) ⇒ (x = 0 or ∆x ≥ ∆z), i.e. OR2 evaluates as soon as one input

with logical value 1 arrives without knowing the subsequent input.

Due to early evaluation, it holds that the time when z evaluates to 1 only depends on
one of the inputs. Hence, an adversary learns either (x, ∆x) or (y, ∆y) as summarized in
Lemma 7.

Lemma 7. When all inputs initially drive 0, a delay-extended probe on the OR output
cascades to exactly one delay-extended probe on one of its inputs.

For simplicity, Example 7 and Example 8 considered only gates with two inputs.
However, we remark that Lemma 6 and Lemma 7 hold for gates with an arbitrary number
of inputs.

4.1.3 Delay-Extended Security Notions

Based on Definition 16, we can adapt Definition 11 and Definition 14 to the delayed
environment.

Definition 17 (Delay-extended d-Probing Security). A circuit is delay-extended d-probing
secure iff every d-probing set, containing up to d delay-extended probes, does not give any
information about any sensitive variable.

Definition 18 (Delay-extended d-Probe-Isolating Non-Interference (PINI)). Consider a
set P of d0 delay-extended probes on a gadget and a set S of d1 delay-extended probes on
the gadget’s outputs. A gadget is delay-extended d-PINI iff for every union set P ∪ S with
d0 + d1 ≤ d there exists a set I of d0 input indices and a set O of d1 output indices such
that P is perfectly simulatable from shares with indices in the union set I ∪ O

In short, it is noteworthy to restate that when dealing with not glitch-free circuits, the
delay-extended probing model is totally the same as the glitch-extended probing model.
The delay-extended probing model captures more effects only when evaluating glitch-free
circuits utilizing DRP.

4.2 WDDL Gadgets
To simplify the analysis of the following schemes and to show the relation between our
theoretical findings and a practical adversary we apply our model to the WDDL gadgets
presented in Example 5 and Example 6.
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First, consider Example 5 and an adversary placing a delay-extended probe pzt (resp.
pzf) on zt (resp. zf). Due to Lemma 6 and Lemma 7, it holds that

pzt → {pxt , pyt}, pzf → {pxf}, {pyf}. (1)

Equation (1) reflects the practical results of Example 5. In particular, it holds that p1 = pzt

while p2 → {pxf} and p3 → {pyf}.
Further, consider Example 6 and an adversary placing a delay-extended probe pzt (resp.

pzf) on zt (resp. zf). Due to Lemma 6 and Lemma 7, it holds that

pzt → {pxt , pyf}, {pxf , pyt}, pzf → {pxt , pxf}, {pxt , pyt}, {pxf , pyf}, {pyt , pyf}. (2)

Equation (2) reflects the practical results of Example 6 as p1 → {pxt , pyf} and p2 →
{pxf , pyf}, i.e. one possible probing set that results from extending pzt and pzf . However,
for each concrete example (as Example 6) pzt and pzf only expand to a single probing set
while the other possible probing sets are relevant for other examples with different delays.

4.3 Non-linear LMDPL Gadget
Consider a non-linear LMDPL-AND2 gadget with shared primary inputs (x0, x1) satisfying
x = x0 ⊕ x1, (y0, y1) satisfying y = y0 ⊕ y1, and a shared primary output (z0, z1) satisfying
z = z0 ⊕ z1. The mask table generator layer processes (x0, y0) together with a fresh mask
r to compute z0. The operation layer processes the dual-rail representation of the second
share (x1

t , x1
f , y1

t , y1
f ) and returns (z1

t , z1
f ).

4.3.1 Probing Security

As LMDPL gadgets are restricted to only first-order security, we also consider only the
first-order delay-extended model.

Lemma 8. An LMDPL-AND2 gadget achieves delay-extended 1-probing security.

Proof. First, we prove the delay-extended probing security if the adversary places on
probe in the mask table generator layer. Afterwards, we consider adversaries placing one
delay-extended probe on a wire in the operation layer.

• The mask table generator layer does not operate in DRP. Hence, glitch- and delay-
extensions are equal. In case an adversary places a glitch-extended probe p on a table
output t0, . . . , t7, p records all primary inputs of the layer, i.e. p → {px0 , py0 , pr}.
However, this gives no information about any sensitive variable, as only variables
within the first share domain are observed.

• The operation layer (cf. Figure 2(b)) is separated by a register stage from the mask
table generator layer, implements the DRP logic, and purely consists of monotonic
gates. Thus, the operation layer is glitch-free what makes the delay-extended probing
model applicable. Consider an adversary placing a delay-extended probe p on z1

t (a
probe on z1

f behaves analogously). According to Definition 16, we substitute z1
t by

the following probing sets.

pz1
t

→ {px1
f
, py1

f
, pt4}, {px1

t
, py1

f
, pt5}, {px1

f
, py1

t
, pt6}, {px1

t
, py1

t
, pt7}

Note that the observed t4, . . . , t7 is blinded by r in the mask table generator layer,
and the blinding cannot be removed meaning that every probing set derived from
pz1

t
(resp. pz1

f
) is independent of x and y.
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4.3.2 Composability

The authors of LMDPL already proved the composability of their design by showing
glitch-extended 1-SNI [BBD+16]. Additionally, we show that LMDPL also satisfies delay-
extended 1-PINI.

Lemma 9. It holds that an LMDPL-AND2 gadget satisfies delay-extended 1-PINI.

Proof. As d = 1, based on Definition 18 it holds that either d0 = 1, d1 = 0 or d0 = 0, d1 = 1.
We prove every relevant wire in both layers separately and confirm their simulatability.

• Mask table generator layer: Consider a set with one glitch/delay-extended probe
on an arbitrary intermediate wire or z0. It holds that every possible wire in the
mask table generator layer is independent of the second share (x1

t , x1
f , y1

t , y1
f ), i.e. it

depends only on x0, y0, and a random bit. Hence, every wire in the mask table
generation layer is perfectly simulatable by the shares with index 0 (x0, y0) and by
tossing a fair coin, i.e. with a set of share index {0}.

• Operation layer: Consider a set with one delay-extended probe on an arbitrary
intermediate wire in the operation layer or on either z1

t or z1
f . As before, it holds

that such a delay-extended probe only observes shares with share index 1, i.e.
(x1

t , x1
f , y1

t , y1
f ) and the randomly blinded output of a single register t0, . . . , t7. Hence,

every wire in the operation layer is perfectly simulatable by the shares with index 1
and by tossing a fair coin, i.e. with a set of share index {1}.

4.4 Non-linear SESYM Gadget
For our analysis, we investigate a SESYM-AND2 gadget receiving x and y as inputs
while the output is denoted by z. The gadget is d-order masked, i.e. x = x0 ⊕ · · · ⊕ xd,
y = y0 ⊕ · · · ⊕ yd, and z = z0 ⊕ · · · ⊕ zd, and operates on the dual-rail representation of
each intermediate. Hence, each signal corresponds to a tuple of signals.

xi → (xi
t, xi

f), yi → (yi
t, yi

f ), zi → (zi
t, zi

f )

We visualize the last share domain of a d-order SESYM-AND2 gadget in Figure 8.

Figure 8: Last share domain of a d-order SESYM-AND2 gadget.
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4.4.1 Probing Security

Initially, we formally analyze the gadget’s security under the delay-extended probing model,
i.e. by proving the following lemmas.

Lemma 10. Consider a d-probing secure and glitch-free SESYM-AND2 gadget. It holds
that the SESYM-AND2 gadget does not achieve delay-extended 1-probing security.

Proof. Consider one delay-extended probe pzd
t

on zd
t . According to Equation (2), it holds

that a probe placed on zd
t propagates to one rail of every share compression layer and,

further, to every input of the re-sharing stage, i.e.

pq0
f

→ {pw0
t
, pr0,t}, · · · , pqd−1

f
→ {pwd−1

t
, prd−1,t}

pzd
t

→ {pwd
t
, pqd−1

f
, · · · , pq0

f
} → {pwd

t
, · · · , pw0

t
, prd−1,t , · · · , pr0,t}

Hence, pzd
t

propagates back to probes on at least one output of each WDDL-AND2 gadget,
i.e. wd

t , · · · , w0
t . According to Equation (1), it holds that a probe placed on one output

rail of a WDDL-AND2 gadget propagates to one rail of both gadget inputs, i.e.

pwd
t

→ {pxd
t
, pyd

t
}, · · · , pw0

t
→ {pxd

t
, py0

t
}, pzd

t
→ {pxd

t
, pyd

t
, · · · , py0

t
, prd−1,t , · · · , pr0,t}.

Hence, besides other probing sets, one particular result of the delay-extended probe-
propagation of pzd

t
contains all shares of y.

Lemma 11. Consider a d-probing secure and glitch-free SESYM-AND2-noEE gadget
which avoids the early evaluation effect. It holds that the SESYM-AND2-noEE gadget
does not achieve delay-extended 1-probing security.

Proof. It holds that WDDL-AND2 and WDDL-AND2-noEE calculate their non-complement
output rail in the same way. Thus, the probe propagation already shown to prove Lemma 10
is valid here as well.

We remark that we prove the insecurity of a SESYM-AND2 (resp. WDDL-AND2-
noEE) gadget by exemplary setting a probe on the last output share. However, the proof
is independent of the share domain, i.e. probing the output of an arbitrary share domain
leads to the same results.

4.4.2 Practical Examples

As a practical case study, which will be confirmed experimentally, we investigate a first-
order SESYM-AND2 gadget receiving x and y as inputs while the output is denoted by
z. The gadget is first-order masked, i.e. x = x0 ⊕ x1, y = y0 ⊕ y1, and z = z0 ⊕ z1,
and operates on the dual-rail representation of each intermediate. Hence, each signal
corresponds to a tuple of signals.

x0 → (x0
t , x0

f ), x1 → (x1
t , x1

f ), y0 → (y0
t , y0

f ), y1 → (y1
t , y1

f ), z0 → (z0
t , z0

f ), z1 → (z1
t , z1

f )

Here, we focus on the computation of z0 as shown in Figure 9. We assume that y0
t and y1

t
arrive asynchronously at SESYM-AND2’s internal WDDL-AND2 gadgets. In particular,
we assume that y0

t (resp. y1
t ) arrives with a delay of ∆0 (resp. ∆1) at WDDL-AND2#0 (resp.

WDDL-AND2#1). Thus, both delays propagate to the same share domain.

Example 9 (SESYM-AND2). Table 1 shows the effect of ∆0 and ∆1 on the output delay,
i.e. the point in time when the output z0 reaches a valid dual-rail state. As y0

t (resp. y1
t )

is an input of the internal AND2 gate of WDDL-AND2#0 (resp. WDDL-AND2#1), it holds that
∆0 (resp. ∆1) only propagates to the output w0

t (resp. w1
t ) if x0

t = 1 and y0
t = 1 (resp.

y1
t = 1).
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Figure 9: First-order SESYM-AND2 gadget (only first output share), red wire delayed by
∆0 and blue wire delayed by ∆1.

Case 1 (Only ∆0 propagates). If ∆0 propagates through WDDL-AND2#0 to w0
t , w0 reaches

its valid dual-rail state with a delay of ∆0. Further, WDDL-XOR2#1 receives the delayed
w0

t = 1 as an input for both rails. Depending on q (output of WDDL-XOR2#0), the delay is
either propagated to z0

t or z0
f .

Case 2 (Only ∆1 propagates). If ∆1 propagates to w1
t , w1 reaches its valid dual-rail state

with a delay of ∆1. Further, WDDL-XOR2#0 receives the delayed w1
t = 1 as an input for

both rails. Similar to Case 1, ∆1 propagates either to qt or qf, depending on r.
Case 3 (Both ∆0 and ∆1 propagate). If w0

t and w1
t are delayed by ∆0 and ∆1, q will

reach its valid dual-rail state with a delay of ∆1. Hence, two delays affect the timing of
WDDL-XOR2#1. In this case, it holds that w0

t = 1 while q depends on r.

Table 1: Timing dependencies of SESYM-AND2 gadget with and without early evaluation
(noEE), y0

t delayed by ∆0 and y1
t delayed by ∆1 (only first output share z0).

SESYM-AND2 SESYM-AND2-noEE
y x y1 y0 x1 x0 r ∆ ∆̄∆0<∆1 ∆ ∆̄∆0<∆1

0 0

0 0 0 0 0/1 0 0
0 0 1 1 0/1 0 0
1 1 0 0 0/1 0 max(∆0, ∆1)
1 1 1 1 0/1 max(∆0, ∆1)

∆1
4

max(∆0, ∆1)

∆1
2

0 1

0 0 0 1 0/1 0 0
0 0 1 0 0/1 0 0
1 1 0 1 0/1 max(∆0, ∆1) max(∆0, ∆1)
1 1 1 0 0/1 0

∆1
4

max(∆0, ∆1)

∆1
2

1 0

0 1 0 0 0/1 0 ∆0
0 1 1 1 0/1 ∆0 ∆0
1 0 0 0 0/1 0 ∆1
1 0 1 1 0/1 ∆1

∆0+∆1
4

∆1

∆0+∆1
2

1 1

0 1 0 1 0/1 ∆0 ∆0
0 1 1 0 0/1 0 ∆0
1 0 0 1 0/1 ∆1 ∆1
1 0 1 0 0/1 0

∆0+∆1
4

∆1

∆0+∆1
2
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In summary, it can be seen in Table 1 that the time-of-evaluation of z0 depends on the
unshared y. In this example, it holds that ∆̄ = ∆1

4 if y = 0 and ∆̄ = ∆0+∆1
4 if y = 1.

noEE. Based on the impressions of Example 9, we exchange all WDDL-AND2 gadgets
by an alternative design avoiding the early propagation effect, depictured in Figure 10.
Again, we formally analyze the gadget’s security under the delay-extended probing model.

Example 10 (SESYM-AND2-noEE). The resulting effect of ∆0 and ∆1 on the output
delay is also visualized in Table 1. The most important difference compared to Example 9
is that y0

t and y1
t affect the inverted output rail of WDDL-AND2#0 and WDDL-AND2#1. Con-

sequently, ∆0 and ∆1 can propagate to both output rails of w0 and w1. For the sake of
simplicity, we do not repeat the cases with w0

t = 1 or w1
t = 1 as they are already covered

in Example 9. In particular, we focus on all cases where the delay propagates to w0
f or w1

f .

Figure 10: First-order SESYM-AND2-noEE gadget (only first output share), red wire
delayed by ∆0 and blue wire delayed by ∆1.

Case 1 (Only ∆0 propagates). We assume that ∆0 propagates to w0
f , i.e. x0

f = 1 and
y0

t = 1 while AND#2 of WDDL-AND2#0 evaluates to 1. Next, w0
f is forwarded to both rails of

WDDL-XOR2#1. Further, WDDL-XOR2#1 propagates ∆0 either to z0
t or z0

f . If q = 1, AND#1
evaluates to 1 with a delay of ∆0 which is further propagated to z0

t . If q = 0, OR#0 and
OR#1 evaluate to 1 but OR#0 with a delay of ∆0. Hence, AND#2 must wait for both signals
before evaluating to 1 what propagates ∆0 to z0

f .
Case 2 (Only ∆1 propagates). We assume that ∆1 propagates to w1

f , i.e. x0
f = 1 and y1

t = 1
similar to WDDL-AND2#0 in Case 1. Moreover, WDDL-XOR2#0 behaves similar to WDDL-XOR1#2
in Case 1 and propagates ∆1 to either qt or qf depending on r. Finally, WDDL-XOR2#1
behaves similar to WDDL-XOR2#1 in Case 2 of Example 9. Hence, ∆1 propagates to either
z0

t or z0
f .

Case 3 (Both ∆0 and ∆1 propagate). ∆0 and ∆1 propagate to w0
f and w1

f only if x0
f = 1,

y0
t = 1, and y1

t = 1. As we know from Case 1 and Case 2, both delays are propagated to
the final output. Hence, the longer delay must be considered.

We summarize the final delays in Table 1 and observe that the time-of-evaluation of z0

still depends on the unshared y.
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4.5 SESYM Completion Detector
In a synchronous setting, the two consecutive phases of DRP logic are usually driven by
control signals generated with some link to the clock signal. SESYM merges the pre-charge
and evaluation phases asynchronously into a single clock cycle by controlling the pre-charge
logic with an asynchronous prech signal. The control signal generation is implemented by
a product-of-sums (see Figure 11(a)) to ensure that every dual-rail output is evaluated
before the next pre-charge phase.

(a) Generic SESYM completion detector

x0
t x1

t x0
f x1

f ∆prech

0 0 1 1 ∆x1
f

1 0 0 1 ∆x1
f

0 1 1 0 ∆x0
f

⇒ x = 1
1 1 0 0 ∆

x
0/1
t

⇒ x = 0

(b) Timing dependencies of ∆prech, completion detec-
tor with two shares, assuming ∆

x
0/1
t

< ∆x0
f

< ∆x1
f

Figure 11: SESYM completion detector’s functionality.

We review the so-called completion detector as a security-critical design component,
because the value of prech and its delay ∆prech should depend on all masked circuit
outputs. This includes all shares per sensitive variable, basically all secret data, where
signal delays cross share boundaries. Thus, the combinational conjunction into a single
signal can potentially leak information. The example in Figure 11(b) shows how ∆prech
can be utilized as a distinguisher for a secret in some cases under a specific assumption.

Lemma 12. Consider a d-order SESYM completion detector which is glitch-free. It holds
that the SESYM completion detector does not achieve delay-extended 1-probing security.

Proof. Consider a delay-extended probe pprech on prech. This probe propagates to all
inputs of the underlying AND gate (see Figure 11(a)). It holds that one possible probing
set becomes pprech → {x0

t , · · · , xm−1
t } which records all shares of x. Hence, the insecurity

is confirmed.

4.6 Non-linear DOM Gadget with Self-Timed Masking
The authors of [SBB+22] attempted to embed asynchronous logic in a globally synchronized
and round-based design, i.e. a loop evaluating multiple times in a single clock cycle.
Therefore, the synchronous to asynchronous (S2A) module converts the single-rail inputs
to DRP and makes use of a multiplexer to forward smaller chunks of the state to the
asynchronous logic alternating with null. Contrary, the asynchronous to synchronous (A2S)
module converts the output chunk back to single-rail logic, and restructures the chunks
back to a valid state. Based on the design choices in [SBB+22], we consider the last share
domain of a self-timed d-order masked AND2 gadget shown in Figure 12. Our design
includes a 3-stage pipeline with weakly-indicating latches L0, L1, and L2, i.e. the control
signals reqi and acki depend on the first input share of the corresponding latch.

Here, we assume that the S2A module forwards x and y as inputs to the asynchronous
logic while the A2S module receives an output denoted by z. The whole circuit is d-order
masked, i.e. x = x0 ⊕ · · · ⊕ xd, y = y0 ⊕ · · · ⊕ yd, and z = z0 ⊕ · · · ⊕ zd while the
asynchronous part operates on the dual-rail representation of each intermediate. Hence,
each signal corresponds to a tuple of signals.

xi → (xi
t, xi

f), yi → (yi
t, yi

f ), zi → (zi
t, zi

f )
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Figure 12: Last share domain of a self-timed masked AND2 gadget with asynchronous
3-stage pipeline.

4.6.1 Probing Security

As for SESYM, we prove the following lemma.

Lemma 13. Consider a d-probing secure and glitch-free self-timed masked AND2 gadget.
It holds that the self-timed masked AND2 gadget does not achieve delay-extended 1-probing
security.

Proof. Consider one delay-extended probe pzd
t

on zd
t . In contrast to SESYM, asynchronous

latches – made by C-elements as shown in Figure 5 – synchronize the intermediates.
However, a delay-extended probe on a C-element output propagates to all inputs of the
C-element (see Figure 1 of [SBB+22]). Hence, it holds that a delay-extended probe on one
output of the latch propagates to the respective control and data input of the latch. If a
delay-extended probe propagates through a latch, the resulting probing set is the same as
for SESYM1.

Again, we prove the gadget by exemplary setting a probe on the last output share.
However, the proof is independent of the share domain, i.e. probing the output of an
arbitrary share domain leads to the same result.

4.6.2 Practical Examples

The proof above points out that the asynchronous latches do not synchronize the data for
all possible delays occurring at the latch inputs. We recap that a C-element forwards a
new output only if both inputs, i.e. a data signal and a control signal, are equal and keeps
its previous state otherwise. The control signals req0, req1, and req2 imitate enable signals
of the respective latches L0, L1, and L2. For example, L0 forwards only the null state if
req0 = 0, and a valid dual-rail state if req0 = 1. Now, we assume that S2A pre-charges
the data inputs of L2, i.e. xd

t , xd
f and y0

t , y0
f , · · · , yd

t , yd
f while L2 itself still keeps a valid

dual-rail state (similar to Figure 7 of [SBB+22]). Therefore, it holds that req2 = 1. As
the circuit operates in an alternating manner, L1 stores null, and L0 stores another valid

1Self-Timed Masking uses basic gadgets which may differ slightly from the described WDDL gadgets.
However, the probe-propagation rules used for the proof also apply to these gadgets.
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dual-rail state (req1 = 0 and req0 = 1). To reach the next state (similar to Figure 8 of
[SBB+22]) asynchronously, ack2 toggles from 1 to 0 as soon as L2 stores a valid dual-rail
state. As soon as ack2 = 0, the toggle of req0 from 1 to 0 is also initiated and enables L0 to
store null. As L0 changes from a valid dual-rail state to null, req1 toggles from 0 to 1 to
enable the storage of a valid dual-rail state in L1. The toggle of control signals propagates
back until L2 triggers the next toggle of ack2. However, the latches only synchronize the
data if the output of the combinational circuit arrives at the latch before the corresponding
req signal. Otherwise, if the new req signal arrives before the new state, it can pass the
latch without any synchronization.

For example, consider the combinational circuit between L2 and L1, i.e. the non-linear
operation and re-sharing stage of the multiplier. If we assume that particular output wires
of L2 are delayed, e.g. Example 10, the delays will propagate through L1 and through
the compression stage, if req1 arrives at L1 before the combinational circuit finishes its
computations. Consequently, the same security flaw as for SESYM shown in Example 10
and Table 1 can occur. To fix this issue, the designer must guarantee that all combinational
parts are already done before the next req signal arrives at their respective latch. If this
holds, the delays of the control signals become independent of the processed data which
indicates delay-extended probing security. However, it will probably require manual
adjustments.

4.7 Non-linear Self-Timed Masking Completion Detector

Weakly-indicating latches as shown in Figure 5 process only one share of a sensitive variable
to achieve an evaluation time which is independent of the unshared variable. Therefore,
we would assume that a weakly-indicating latch with completion detector achieves delay-
extended probing security. However, according to Figure 10 of [SBB+22], the authors
exhibited a Canright S-box implementation, which uses a common input variable for two
parallel DOM multipliers. Moreover, a C-element receives the acknowledge signal of both
parallel latches and combines them to forward a new req signal to the previous pipeline
stage. We argue that combining multiple acknowledge signals without special care may
lead to leakage even if the latches synchronize the data. For example, consider two parallel
self-timed masked AND2 gadgets as shown in Figure 13.

(a) Parallel gadgets with merged acknowledge signals. (b) Acknowledge.

Figure 13: Parallel first-order self-timed masked AND2 gadgets.
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The first gadget computes ab = x while the second gadget computes bc = y. Both
gadgets are first order masked, i.e. a = a0 ⊕ a1, b = b0 ⊕ b1, c = c0 ⊕ c1, x = x0 ⊕ x1,
and y = y0 ⊕ y1, and operate on the dual-rail representation of each intermediate, e.g.
a0 → (a0

t , a0
f ). Further, both gadgets receive a common input b0

t , b0
f , b1

t , b1
f . The completion

detector is built as indicated in Figure 9 of [SBB+22], i.e. processes two dual-rail outputs
of the latch (x0

t , x0
f , x1

t , x1
f ) and (y0

t , y0
f , y1

t , y1
f ) and combines them to a single ack signal.

According to our model, a probe pack would now record both shares of b making this
particular completion detector insecure. As a practical example, we assume that x0

f is
delayed by ∆0 and y0

f is delayed by ∆1 compared to the other inputs of the completion
detector. Then, it holds that one of the delays propagates to ack if x0

t = 0 or y0
t = 0

while ack is not delayed if x0
t = 1 and y0

t = 1. As x0
t = a0

t b0
t and y0

t = b1
t c1

t , a non-delayed
ack signal gives information about the unshared b, namely b = 1. In summary, improper
placement and routing can lead to delays similar to the ones we provoked for our formal
analysis of SESYM in Section 4.4, but on the completion detector inputs instead of the
multiplier inputs. It is important to mention that the leakage on ack is independent of the
req signal. More concretely, this issue occurs even if the latches achieve a data-independent
synchronization. To prevent this issue, the designer should pay attention to how the shares
of a variable processed by several parallel instances are given to these instances. For
example, following Figure 13, if the completion detector processes (q0

f , q0
t , q1

f , q1
t ) instead

of (y0
f , y0

t , y1
f , y1

t ) only (b0
f , b0

t ) contribute to the non-reshared inputs of the completion
detector. Hence, a probe on ack gives no further information on (b1

f , b1
t ) as they only

contribute to the re-shared inputs of the completion detector. Another solution is to
only take the re-shared synchronized value for the completion detector, which guarantees
data-independent delay propagation. For example, if the completion detector would only
process the synchronized values (x1

f , x1
t ) (blinded by r0) and (y1

f , y1
t ) (blinded by r1), the

adversary cannot get any information by probing ack.

5 Case Studies
In order to experimentally verify our findings, we conducted a rich set of FPGA-based
analyses. After explaining the specifications of the underling setup, we provide detailed
expression of each experiment individually, as follows.

5.1 Setup
Our entire analyses have been conducted on the Xilinx Kintex-7 FPGA of an SCA-
evaluation board SAKURA-X [SAK]. We made use of a digital sampling oscilloscope to
monitor the voltage drop over a 1 Ω shunt resistor placed on the Vdd path of the underlying
Kintex-7 FPGA, which is proportional to the current passing through the FPGA, hence a
fraction of its instantaneous power consumption. We collected such traces at a sampling
rate of 500 MS/s while the FPGA was being supplied by a stable oscillator at a frequency
of 3 MHz, hence minimizing the effect of adjacent clock cycles on each other via power
traces.

As the analysis scheme, we followed the state of the art, and collected traces suitable
for fixed-vs-random first-order leakage assessment t-test [SM15] to examine the existence
of first-order leakages without conducting any attack. Since all our designs under test
are first-order masked, i.e., with two shares, for every measurement the fixed or random
input is given to the Kintex-7 FPGA in an independently and freshly masked form. When
required, the fresh randomness (sometimes called online masks in various literature) are
generated inside the Kintex-7 FPGA. To this end, we instantiated an individual 31-bit
Linear Feedback Shift Register (LFSR) for each required fresh mask bit, which is seeded
randomly at the power-up cycle of the Kintex-7 FPGA. This choice is also based on the
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state of the art, particularly the highly efficient FPGA-specific implementation of such an
LFSR [MMW18].

5.2 Keccak χ Function

As the first experiment, we constructed the Keccak 5-bit χ S-box using SESYM multipliers.
In short, it consists of five instances of such a multiplier and five masked XORs in DRP
logic. The required inverters are just realized by swapping the complementary rails of
one of the shares. Naturally, this design requires five fresh mask bits, each of which is
individually associated to a SESYM multiplier.

The original SESYM multiplier design has been made for ASIC platforms. In order to
be as close as possible to the original construction, we made sure that every single gate
is realized by a dedicated Look-Up Table (LUT). We further turned off all optimization
features and kept the hierarchy of the design to avoid the synthesizer merging multiple
gates into a LUT.

Since such a tiny design is very small for the underlying Kintex-7 FPGA, in order to
increase the visibility of the power peaks we instantiated 25 copies of such a SESYM χ
S-box2, and conducted the aforementioned experiment, i.e., measurements suitable for fixed-
vs-random t-test. We controlled the evaluation and pre-charge phases and intentionally
made a long delay between such phase changes to identify them in the power traces, as can
also be seen in the mean trace shown in Figure 14(a). The corresponding t-test result using
100 million traces is shown in Figure 14(b), implying no detectable first-order leakage. We
further used half of the collected traces (which belong to the group with random input) to
estimate the Signal-to-Noise Ratio (SNR) [MOP07] based on the 5-bit unmasked input
of the χ S-box. The corresponding SNR curve is shwon in Figure 14(c), also indicating
not a visible dependency. We would like to highlight that the underlying design does not
contain any cascaded SESYM multipliers, and has a very low power consumption.

In order to examine our claims given in Section 4.4, i.e. the effect of delay imbalances,
we manually added delay elements (realized by cascaded inverters) to y0

t and y1
t of each

WDDL-AND2 gadget of every SESYM multiplier (see the description and notation in
Section 4.4). To this end, we instantiated 6 inverters3 in signal y0

t and 10 inverters in
signal y1

t . Repeating the same experiment led to the results shown in Figure 15, clearly
showing the first-order leakage of the design as well as a visible data-dependency via SNR.
We should highlight that if the design is provably secure, its security should not depend
on the delay of its internal signals, or let say on the placement and routing. This can be
seen as a counterexample for the claim of the authors in [NGPM22] that imbalanced dual
rails do not have any effect on the security of SESYM circuits.

As stated above, we did our best to emulate the ASIC-based designs on the underlying
FPGA. As given in Section 2, WDDL-AND2 gadgets have the early evaluation issue, which
is also the case in the experiments explained above. The noEE version can mitigate this
issue on FPGAs by instantiating one 5-to-2 LUT for the entire operation of a WDDL-
AND2 gadget (see Section 2.3 and [MI14]). Hence, we repeated the last experiment
by replacing every WDDL-AND2 gadget with WDDL-AND2-noEE while keeping the
intentional imbalances between the aforementioned rails. As shown in Figure 16, avoiding
the early evaluation does not have much effects on the detectable first-order leakage.
This confirms our claims and statements given in Section 4, that even in case of no
early propagation, the imbalances between dual rails would falsify the SESYM’s security
arguments.

2This does not pose any security issues. Multiple parallel-working instances of a secure circuit would
not falsify any security argument.

3Each of these inverters is realized by a single LUT in FPGAs.
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Figure 14: SESYM Keccak χ, uncontrolled placed and routed.

0 2 4 6 8 10
Time [ s]

Po
w

er

evaluation pre-charge

(a) Mean trace, over 100k traces

0 2 4 6 8 10
Time [ s]

-20

0

20
t-

st
at

is
tic

s

(b) t-test, over 100 million traces

0 2 4 6 8 10
Time [ s]

0

2

4

S
N

R
 

 1
0

-5

(c) SNR, over 50 million traces

Figure 15: SESYM Keccak χ, manually delayed internal signals.
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Figure 16: SESYM Keccak χ, without early evaluation (noEE), manually delayed internal
signals.

5.3 AES S-box
As given above, the Keccak χ function contains just a few non-cascaded SESYM multipliers,
with very little power consumption. In order to examine a more complex case, we also
considered the AES S-box in our experiments. To this end, we focused on the SESYM
designs that the authors have provided on a public repository on GitHub4.

We first took the ASIC-based design, and realized the circuit similar to that of Keccak
χ function, as explained in Section 5.2. The architecture of the underlying S-box is known
as Boyar-Peralta design [BP12] which consists of 34 AND2 instances and some XOR gates.
The authors of [NGPM22] have replaced the gates with their SESYM counterpart resulting
in a SESYM circuit requiring 34 fresh mask bits (for the first-order).

We instantiated 8 copies of such an AES S-box design and performed the aforementioned
experiments. The design further contains a completion detector (see Section 4.5), which
automatically switches between evaluation and pre-charge phases. Note that we just made
sure that every gate is realized by a dedicated LUT and kept the hierarchy of the design.
We did not add any delay elements to any signal, and have not controlled the placement
and routing. As shown in Figure 17(a), we kept the S-box operating for a couple of clock
cycles. The t-test results presented in Figure 17(b) imply a highly detectable first-order
leakage with less than 1 million traces.

As the second design to examine, we replaced the WDDL-AND2 and WDDL-XOR2
gadgets with their LUT-based variants without early evaluation. As stated, each of these

4https://extgit.iaik.tugraz.at/sesys/self-synchronized-masking

https://extgit.iaik.tugraz.at/sesys/self-synchronized-masking
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Figure 17: SESYM AES S-box, original ASIC design.
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Figure 18: SESYM AES S-box, ASIC design without early evaluation.
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Figure 19: SESYM AES S-box, original FPGA design.

gates is realized by a single 5-to-2 LUT. Note that the other gates used in the pre-charge
units and completion detector stay unchanged, i.e., one individual LUT for each gate. This
leads to less FPGA resource utilization and hence less power consumption, which turns
into a slight decrease in amount of detectable first-order leakage as shown in Figure 18.

After seeing that the original ASIC designs exhibit strong first-order leakage (confirming
our findings), we further examined the FPGA-based designs that the authors also provided
on GitHub4. We first noticed that the FPGA designs are entirely different to the ASIC
ones. For example, the WDDL gadgets are realized by their LUT-based version without
early evaluation and each LUT is also controlled by a global pre-charge signal, which forces
all WDDL gadgets to move to the pre-charge phase simultaneously. Further, there is no
completion detector module, and the switch between pre-charge and evaluation phases is
controlled by a Finite State Machine (FSM) just based on the AES rounds and its required
operations.

Similar to the other experiments, we took the AES S-box design, which is based on the
architecture known as Canright S-box [Can05], and requires 18 fresh mask bits. As stated
above, such a SESYM S-box design is controlled by a pre-charge signal. Therefore, similar
to the former experiments on Keccak χ function, we made a relatively long delay between
activation of evaluation and pre-charge phases as shown in Figure 19(a). Although the
design exhibits less leakage compared to the ASIC-based designs, its first-order leakage
using 100 million traces is still clearly observable as shown in Figure 19(b). Interestingly, no
leakage is detected at the start of the pre-charge phase. This is due to the aforementioned
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Figure 20: LMDPL AES S-box.

fact that all WDDL gadgets go to the pre-charge phase by a global signal simultaneously,
while the start of the evaluation phase of every WDDL gadget depends on the arrival time
of its inputs, causing the leakage in SESYM circuits.

5.3.1 Discussions

An important question is why the authors of [NGPM22] have not observed any first-order
leakage in their experiments. First, the authors have conducted their experiments only on
their FPGA-based designs which are – based on the source codes available on GitHub4 –
not fully equivalent to their ASIC-based designs. Second, their ASCON design – similar
to our Keccak χ function – contains just a few non-cascaded SESYM multipliers with
very low power consumption. As shown in Figure 14, the leakage of such a small circuit
may not be easily detectable. Third, the FPGA-based AES design available on GitHub4

is a round-based design, i.e., 16 S-boxes in parallel excluding the key schedule, etc. If
the authors have taken the same design in their experimental evaluations, the first-order
leakage might be harder to detect compared to that in our experiments. Forth, the quality
of the employed measurement setups might be different.

5.4 LMDPL
As stated in Section 4.3, the LMDPL gadgets are secure under the delay-extended probing
model. For the sake of completeness as well as sanity check, we also conducted a similar
experimental evaluation on an LMDPL circuit. To this end, in order to do a fair analysis,
we implemented 8 instances of the Boyar-Peralta AES S-box using LMDPL gadgets, and –
similar to the SESYM ASIC-based AES S-box design – kept the S-box active for a couple
of clock cycles (see Figure 20(a)). The corresponding analysis results using 100 million
traces are shown in Figure 20(b), which are consistent with our statements as well as with
the results the authors reported in [SBHM20], i.e., no detectable first-order leakage.

6 Conclusions
In short, we made it clear that, in addition to glitches, signal delays such as routing
imbalances can violate the security of masked hardware designs. We used many examples
built on each other to show how imbalanced delays are propagated by a combinational
circuit and thus reveal sensitive values. Based on this insight, we created a model allowing
formal verification of glith-free masked hardware designs with imbalanced delays. The
underlying delay extension of our model naturally extends the robust probing model with
the ability to cover an unconsidered physical default. Moreover, we investigated the security
of LMDPL and SESYM in theory and practice revealing security flaws in SESYM. Also,
we extended our work with the investigations on Self-Timed Masking, which follows the
DOM principles, but has similar issues as SESYM in certain corner cases, and generally
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suffers from a rather slow handshaking mechanism, which may avoid it to be considered as
a low-latency solution.

Finally, we would like to clarify some points. By addressing imbalanced delays as a
potential security flaw, we made use of knowledge known since more than 15 years in
the context of WDDL [SS06]. However, as masking schemes like TI keep their security
guarantees for all possible occurrences of glitches, they implicitly cover imbalanced delays
as well. Nevertheless, imbalanced delays become interesting again, in case there are no
glitches inside the circuit, and must be considered separately. The authors of LMDPL
incorporated delays as part of their theoretical discussion, what the authors of SESYM
did not. The authors of SESYM formally verified the (glitch-extended) probing security of
their approach through COCO [GHP+21]. We confirm that (1) SESYM is indeed probing
secure, (2) SESYM circuits are glitch-free, and (3) that COCO reports its security if the
probes are not propagated due to glitches. However, the probes are propagated due to
imbalanced delays, which COCO or other formal verification tools do not cover. Hence,
integrating the delay-extended probing security model in a formal verification tool would
be helpful to formally verify the security of DRP-based masking schemes. Integration of
this concept in PROLEAD [MM22] seems straightforward, which is among our plans in
the future.

As our delay-extended probing model covers all possible delays, it is probably over
conservative. However, this also holds for glitches and transitions in the original robust
probing model, but it is the only way to guarantee the security of arbitrary circuits,
especially independent of placement and routing. A decisive question is whether such
a conservative delay-extended model leaves room for fully asynchronous circuits at all,
i.e. circuits without any clock-driven synchronization. To achieve delay-extended probing
security in asynchronous circuits, we remark that every gate (or let say every fundamental
operating unit) must achieve a data-independent time-of-evaluation and that delay of
dual rails must be balanced. As a side note, Self-Timed Masking can achieve practical
security as long as its practical instantiation avoids particular delays. Generally, the same
can be done for glitch-extended security as well. If a design guarantees the avoidance of
particular glitches, it can achieve practical security without being glitch-extended secure.
Unfortunately, manual placement and routing are challenging, time-consuming, and error-
prone tasks. It is true that LMDPL circuits are experimentally and provably secure under
the delay-extended probing model, but LMDPL requires a single register stage to achieve
this. Although it is definitely a low-latency approach, it cannot be considered as a fully
asynchronous self-timed solution, hence no need to pay attention to placement, routing
and delay imbalances.
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