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#### Abstract

Zero-knowledge elementary databases (ZK-EDBs) enable a prover to commit a database $D$ of key-value $(x, v)$ pairs and later provide a convincing answer to the query "send me the value $D(x)$ associated with $x$ " without revealing any extra knowledge (including the size of $D$ ). After its introduction, several works extended it to allow more expressive queries, but the expressiveness achieved so far is still limited: only a relatively simple queries-range queries over the keys and values- can be handled by known constructions.

In this paper we introduce a new notion called zero knowledge functional elementary databases (ZK-FEDBs), which allows the most general functional queries. Roughly speaking, for any Boolean circuit $f$, ZK-FEDBs allows the ZK-EDB prover to provide convincing answers to the queries of the form "send me all records $(x, v)$ in $D$ satisfying $f(x, v)=1$," without revealing any extra knowledge (including the size of $D)$. We present a construction of ZK-FEDBs in the random oracle model and generic group model, whose proof size is only linear in the length of record and the size of query circuit, and is independent of the size of input database $D$.

Our technical constribution is two-fold. Firstly, we introduce a new variant of zero-knowledge sets (ZKS) which supports combined operations on sets, and present a concrete construction that is based on groups with unknown order. Secondly, we develop a tranformation that tranforms the query of Boolean circuit into a query of combined operations on related sets, which may be of independent interest.


## 1 Introduction

Zero-knowledge sets (ZKS) are a valuable primitive introduced by Micali et al. [MRK03], which enable a prover to commit a finite set $S$ and later prove the membership or non-membership of any element without revealing any extra knowledge (including the size of the set). An Elementary Database (EDB) $D$ is a partial function mapping a (sub)set of keys into values (i.e., a set of key-value pairs $(x, v)$ such that no two pairs have equivalent keys but different values). As
described in [MRK03], the concept of ZKS can be extended to the one called zeroknowledge elementary databases (ZK-EDBs), which allows the prover to commit an EDB $D$ and later prove that " $x$ belongs to the support of $D$ and $D(x)=v$ " or that " $x$ does not belong to the support of $D$ " without revealing any knowledge beyond that. A number of ZK-EDB constructions have since emerged such as updatable ZK-EDBs [Lis05], independent ZK-EDBs [GM06] and efficient ZKEDBs[CFM08, LY10], but, most constructions follow the paradigm of Chase et al. $\left[\mathrm{CHL}^{+} 05\right]$, which relies on a Merkle tree and mercurial commitment and is not suitable to support richer queries.

Libert et al. [LNTW19] recently introduced zero-knowledge expressive elementary databases (ZK-EEDBs) that support the following richer queries: a) range query $\left[a_{x}, b_{x}\right]$, to which prover responds with all records $(x, v) \in D$ whose key $x$ lies within $\left[a_{x}, b_{x}\right]$; b) range query $\left[a_{v}, b_{v}\right.$ ], to which prover responds with all records $(x, v) \in D$ whose value $v$ is within the range $\left[a_{v}, b_{v}\right]$, and c) natural combination of range query $\left[a_{x}, b_{x}\right] \times\left[a_{v}, b_{v}\right]$. These techniques can be further exploited to support several other interesting queries such as $k$-nearest neighbours and $k$-minimum/maximum.

Despite the advancements made thus far, the expressivity of the known ZKEDBs constructions is still very limited. For example, known constructions cannot even handle the simple query "send me all records $(x, v) \in D$ where the last bit of value $v$ is zero", let alone the general Boolean circuit $f$ query that requests to return all records $(x, v) \in D$ satisfying $f(x, v)=1$.

Besides the theoretical value in ZK-EDB, enabling general function queries will have many practical applications. For instance, Key Transparency (KT) systems [CDGM19, $\mathrm{CDG}^{+} 22$ ] use (append only) ZK-EDBs to maintain an auditable directory of the pairs of user's ID and their public keys while securely answer the queries for public key associated with certain ID in a consistent manner, even when the service provider is untrusted. ZK-EDBs with more expresive queries can improve the functionality of the KT system, allowing clients to more flexibly query public keys. Specifically, users can add labels or other short information to their IDs, such as a CV of a job hunter. Clients can then send queries to service the provider to obtain all public keys associated with IDs that meet their requirements, e.g., an HR can query the service provider to get all job hunters' public keys whose CVs satisfy certain requirement.

### 1.1 Our contribution

In this paper, we introduce a new concept called zero-knowledge functional elementary databases (ZK-FEDBs), which allows the most general function queries. Specifically, ZK-FEDBs enable one to commit an elementary database $D$ of key-value pairs $(x, v) \in\{0,1\}^{\ell} \times\{0,1\}^{\ell}$ and then, for any Boolean circuit $f:\{0,1\}^{2 \ell} \rightarrow\{0,1\}$, convincingly answer the query "Send me all records $(x, v) \in D$ satisfying $f(x, v)=1$ ", without revealing any extra knowledge (including the size of $D$ ).

We present a construction of ZK-FEDBs based on groups of unknown orders, and prove its security in the random oracle model and generic group model.

Its proof size is only linear in the length of record and the size of circuit $f$, independent of the size of input database $D$. Prior to our approach, the most expressive queries achievable were limited to range queries over keys and values, as demonstrated by Libert et al.[LNTW19].

Our technical constribution is two-fold (explained in detail below). Firstly, we introduce a new variant of zero-knowledge sets (ZKS) which supports combined operations on sets, and present a concrete construction that is based on groups with unknown order. Secondly, we develop a tranformation that tranforms the query of Boolean circuit into a query of combined operations on related sets, which may be of independent interest.

### 1.2 Technique Overview

A naive attempt to construct ZK-FEDBs is to use zero-knowledge succinct noninteractive arguments of knowledge (zk-SNARKs). Specifically, one can use a SNARK-friendly hash function alone or, like most exsisting ZK-EDBs, use a Merkle tree to create a commitment for the database, and then use zk-SNARKs to generate proofs for queries. However, almost all zk-SNARKs expose the length of the witness. And for the commitment methods mentioned above, the witness must include all records in database to ensure the correctness of function queries. Therefore, this attempt would fail due to the potential revelation of the database size. The same issue will also arise when using other general-purpose zero-knowledge protocols.

RSA accumulator as ZKS and its limitations. Our start point is RSA accumulator, which is close to ZKS except that it offers no privacy. Let $\mathcal{H}_{\text {prime }}$ be a hash function mapping an element in set $S$ into a prime. RSA accumulator computes $\mathrm{g}^{\Pi_{i \in[m]} p_{i}}$ to commit set $S=\left\{x_{i}\right\}_{i \in[m]}$, where $p_{i}=\mathcal{H}_{\text {prime }}\left(x_{i}\right)$.

Now we consider the three basic set operations, i.e, intersection, union and set-difference, on accumulators. Taking intersection as an example. Note that, $I=S_{0} \cap S_{1}$ if and only if there exists $J_{0}:=S_{0} \backslash I$ and $J_{1}:=S_{1} \backslash I$ such that $\left(J_{0}, J_{1}\right)$ belongs to disjoint relation $\left\{\left(J_{0}, J_{1}\right) \mid J_{0} \cap J_{1}=\emptyset\right\}$, and both $\left(S_{0}, I, J_{0}\right)$ and $\left(S_{1}, I, J_{1}\right)$ belong to union among disjoint relation $\left\{\left(U, J_{0}, J_{1}\right) \mid U=J_{0} \cup\right.$ $\left.J_{1} \wedge J_{0} \cap J_{1}=\emptyset\right\}$.

Thus, given three RSA accumulators $\mathrm{C}_{I}, \mathrm{C}_{S_{0}}, \mathrm{C}_{S_{1}}$ to sets $I, S_{0}, S_{1}$, proving $I=S_{0} \cap S_{1}$ is equivalent to prove the following statements: there exist accumulators $\mathrm{C}_{J_{0}}, \mathrm{C}_{J_{1}}$ to sets $J_{0}$ and $J_{1}$ such that a) the committed sets $\left(J_{0}, J_{1}\right)$ belongs to disjoint relation, and b) the committed sets ( $S_{0}, I, J_{0}$ ) and ( $S_{1}, I, J_{1}$ ) belong to union among disjoint relation. It is easy to verify that these two items a) and b) are equivalent to the following two conditions respectively:
$\left.a^{\prime}\right)\left(\mathrm{C}_{J_{0}}, \mathrm{C}_{J_{1}}\right)$ belongs to co-prime relations $\left\{\left(\mathrm{C}_{1}, \mathrm{C}_{2}\right) \mid \exists a, b \in \mathbb{Z}\right.$ s.t. $\operatorname{gcd}(a, b)=$ $\left.1 \wedge\left(\mathrm{C}_{1}, \mathrm{C}_{2}\right)=\left(\mathrm{g}^{a}, \mathrm{~g}^{b}\right)\right\}$.
$\left.b^{\prime}\right)$ Both $\left(\mathrm{C}_{I}, \mathrm{C}_{J_{0}}\right)$ and $\left(\mathrm{C}_{I}, \mathrm{C}_{J_{1}}\right)$ belong to co-prime relations, and both $\left(\mathrm{C}_{S_{0}}, \mathrm{C}_{I}\right.$, $\left.\mathrm{C}_{J_{0}}\right)$ and $\left(\mathrm{C}_{S_{0}}, \mathrm{C}_{I}, \mathrm{C}_{J_{1}}\right)$ are DDH tuples.

All of them can be proved easily relying on Boneh's PoKE (Proof of knowledge of exponent) protocol and its variants [BBF19]. The other two basic set-operation relations on accumulators, can also be proved in a similar manners.

As in [XLL07, XLL08], one can achieve privacy and obtain a ZKS scheme by using randomness $r$ in computing the commitment $\mathrm{g}^{r \Pi_{i \in[m]} p_{i}}$ to $S$. However, the introduction of randomness would invalidate the proof of basic set-operation relations on commitments. Specifically, for this ZKS, the disjoint relations and the union among disjoint sets relations on commited sets can no longer be equivalent to co-prime relations and DDH relations over RSA groups.

Zero-Knowledge Sets with Set-Operation Queries. Our key observation is that the randomness $r$ in above ZKS scheme can be chosen from small and bounded range of $[0, B]$. This leads to that, for sets $S_{0}, S_{1}, U$ satisfying $S_{0} \cap S_{1}=$ $\emptyset, S_{0} \cup S_{1}=U$ and their commitments $\mathrm{C}_{S_{0}}, \mathrm{C}_{S_{1}}, \mathrm{C}_{U}$, we have:
$\left.a^{\prime \prime}\right)$ The greatest common divisor of the exponents of commitments $C_{S_{0}}, C_{S_{1}}$ is small. We call such a tuple $\left(\mathrm{C}_{S_{0}}, \mathrm{C}_{S_{1}}\right)$ as a pseudo-coprime exponent tuple.
$\left.b^{\prime \prime}\right)$ The commitment tuple $\left(\mathrm{C}_{S_{0}}, \mathrm{C}_{S_{1}}, \mathrm{C}_{U}\right)$ is close to a DDH tuple. We call such a tuple $\left(\mathrm{C}_{S_{0}}, \mathrm{C}_{S_{1}}, \mathrm{C}_{U}\right)$ as a pseudo-DDH tuple.

We present a series of NIZK protocols to prove the above pseudo-relations. Though these NIZK protocols achieve somewhat weaker soundness, they are sufficient for our applications.

We further consider more general combined operations on sets, and regard it as a "circuit" with gates "intersection", "union" and "set-difference" in a natural way. To construct a ZKS supporting combined operations on sets (i.e., a ZKS that allows prover to convincingly answer the query "send me all records in $\mathcal{Q}\left(S_{1}, \cdots, S_{m}\right)$ " for any "circuit" $\mathcal{Q}$ and committed sets $\left.\left\{S_{i}\right\}_{i \in[m]}\right)$, the prover can use above NIZK proofs to demonstrate that each gate/set-operation is performed honestly.

From Set-Operation to Boolean Circuit Queries. A crucial step toward our construction of ZK-FEDBs is a transformation that transform a query of Boolean circuit $f$ over a set $S$ (requesting $S_{\text {output }}:=\{x \mid x \in S \wedge f(x)=1\}$ ) into a query of combined operations $\mathcal{Q}$ on related sets $S_{i}^{b}=\{x \mid x \in S \wedge$ the i-th bit of " $x$ " is $b\}$ (requesting $S_{\text {output }}:=\mathcal{Q}\left(\left\{S_{i}^{b}\right\}\right)$ ).

This transformation proceeds as follows. Let the number of input wires of $f$ be $n$. We first associate each input wire $i$ of $f$ with two subsets $\left\{S_{i}^{b}\right\}_{b \in\{0,1\}}$ of $S$, which are definded as above. Sequentially, for each gate in $f$, we associate its output wire $i(i>n)$ with two subsets $\left\{S_{i}^{b}\right\}_{b \in\{0,1\}}$, which are defined in the following way:

- For an AND gate with two input wires $a, b$ and an output wire $c$, the two sets associated with wire $c$ are set to be $S_{c}^{0}=S_{a}^{0} \cup S_{b}^{0}$ and $S_{c}^{1}=S_{a}^{1} \cap S_{b}^{1 \prime \prime}$.
- For an OR gate with two input wires $a, b$ and an output wire $c$, the two sets associated with wire $c$ are set to be $S_{c}^{0}=S_{a}^{0} \cap S_{b}^{0}$ and $S_{\text {wire } c}^{1}=S_{a}^{1} \cup S_{b}^{1}$.
- For a NOT gate with an input wire $a$ and an output wire $b$, the two sets associated with wire $c$ are set to be $S_{b}^{0}=S_{a}^{1}$ and $S_{b}^{1}=S_{b}^{0}$.

In the ending, the second set $S_{\ell}^{1}$ associated with the output wire $\ell$ of $f$ is now a result of a circuit $\mathcal{Q}$ of combined operations on the sets $\left\{S_{i}^{b}\right\}$ associated with the input wires, i.e., $S_{\ell}^{1}=\mathcal{Q}\left(\left\{S_{i}^{b}\right\}\right)$.

One can check that the above resulting set $S_{\ell}^{1}$ is exactly the set $S_{\text {output }}:=$ $\{x \mid x \in S \wedge f(x)=1\}$. A crucial observation here is that, for each $x$ belonging to $S$ and each wire $i, x \in S_{i}^{b}$ if and only if the value of $i$-th wire of $f(x)$ is $b$. Therefore $S_{\ell}^{b}$ is the set of $x$ that makes the output wire of $f$ equaling to 1 , which means that $S_{\ell}^{1}=\{x \mid x \in S \wedge f(x)=1\}$.

A simple example of transforming $f(x)=\bar{x}_{1} \wedge \bar{x}_{2} \vee\left(\neg \bar{x}_{3}\right)$ (where $x=$ $\left.\bar{x}_{1}\left\|\bar{x}_{2}\right\| \bar{x}_{3} \in\{0,1\}^{3}\right)$ is shown in Fig.1.


$$
\begin{aligned}
& S_{4}^{0}=S_{1}^{0} \cup S_{2}^{0} \\
& S_{4}^{1}=S_{1}^{1} \cap S_{2}^{1} \\
& S_{5}^{0}=S_{3}^{1} \\
& S_{5}^{1}=S_{3}^{0} \\
& S_{6}^{0}=S_{4}^{0} \cap S_{5}^{0}=S_{1}^{0} \cup S_{2}^{0} \cap S_{3}^{1} \\
& S_{6}^{1}=S_{4}^{1} \cup S_{5}^{1}=S_{1}^{1} \cap S_{2}^{1} \cup S_{3}^{0} \\
& \text { Output set : } \\
& S_{\text {output }}=S_{6}^{1}=S_{1}^{1} \cap S_{2}^{1} \cup S_{3}^{0}
\end{aligned}
$$

Fig. 1

Finally, we construct ZK-FEDBs using ZKS with set-operation queries and standard ZK-EDBs. Roughly, we use the former to ensure the correctness of function queries and the latter to ensure the correctness of associated values. Furthermore, we construct a constant-size ZK-EDB in conjunction with standard batch techniques, and achieve a ZK-FEDB with a proof size that is only linear in the length of the record and the size of the circuit $f$, and is independent of the size of the input database $D$.

### 1.3 Related Work

Since the notion of ZK-EDB was first introduced by Micali et al.[MRK03], numerous works concentrating on the performance, security, and functionality of ZK-EDB have been developed.

In $\left[\mathrm{CHL}^{+} 05\right]$, Chase et al. introduced the notion of mercurial commitments and presented a widely used paradigm to construct a ZK-EDB. Mercurial commitments (and thus ZK-EDBs) can be constructed through one-way functions
[CDV06], and efficient mercurial commitments (and thus efficient ZK-EDBs) can be constructed through DL, Factoring, RSA or LWE assumption [CDV06, Zhu09, LNTW19]. The notion of $q$-mercurial commitments were introduced and developed in [CFM08, LY10, CF13] to further compress the (non-)membership proof size of ZK-EDBs. Li et al. $\left[\mathrm{LSY}^{+} 21\right]$ introduced concise mercurial subvector commitments and achieved batch verifiable ZK-EDBs.

There are also several works focusing on developing the security definition of ZK-EDBs, such as independent ZK-EDBs [GM06] and secure database commitments [CV12]. Prabhakaran and Xue [PX09] put forward statistically hiding set and present its construction from RSA accumulators. Following [PX09], [XLL07, XLL08] constructed a constant-size ZKS.

Another research point of ZK-EDBs is how to extend its functionality. Ostrovsky et al.[ORS04] explored generating consistency proofs for queries on a committed database and present a concrete constrction for range queries over the keys. Liskov [Lis05] presented updatable ZK-EDBs in the random oracle model. Ghosh et al. [GOT15] introduced zero-knowledge lists, which allow one to commit a list and later answer order queries in a convincing manner. Libert et al. [LNTW19] recently introduced ZK-EEDBs that support richer queries, e.g., range queries over the keys and values.

Accumulators (e.g. [BdM93, CL02, CHKO08, Ngu05, DHS15]) are an extremely well-studied cryptography primitive related to ZKS. Accumulators allow representing a set using an accumulation value and later providing (non)membership proofs; however, hiding and zero-knowledge properties are not necessary for accumulators. Although Ghosh et al. $\left[\mathrm{GOP}^{+} 16\right]$ and Zhang et al. [ZKP17] proposed the constructions of zero-knowledge accumulators supporting set operations, their schemes only consider collision-freeness security, where the adversary cannot cheat in a proof for an honestly generated accumulation value. In contrast, ZKS prevent the adversary from cheating in a proof even for a maliciously generated commitment. Agrawal and Raghuraman [AR20] proposed a commitment scheme for databases of key-value pairs. Their scheme is also based on groups of unknown-order and does not provide privacy.

Authenticated data structures (ADS) (e.g., [Tam03, PTT11, NZ15]) also allow a trusted database owner to commit its database, and an untrusted server can answer the queries on behalf of trusted database owners to any clients knowing the commitment. However, as a three-party scheme in which the committer (database owner) is always trusted, ADS is incomparable to ZK-EDB.

### 1.4 Organization

Preliminaries are described in section 2. In section 3, we introduce several new building blocks. In section 4 we introduce and construct ZKS with set-operation queries. In section 5 we show how to transform a Boolean circuit and introduce the notion of ZK-FEDBs, while also providing a concrete construction. Due to space constraints, the construction of constant-size standard ZK-EDBs and several security proofs are deferred to the Supplementary Material.

## 2 Preliminaries

In this paper, we denote by $\lambda$ the security parameter, by $[m$ ] the set $\{1,2, \cdots, m\}$ and by $\left[m_{1}, m_{2}\right]$ the set $\left\{m_{1}+1, m_{1}+2, \cdots, m_{2}\right\}$. A non-negative function $f: \mathbb{N} \rightarrow \mathbb{R}$ is negligible if $f(\lambda)=\lambda^{-w(1)}$. We use the standard abbreviation PPT to denote probabilistic polynomial time.

An elementary database $D$ is a set of key-value pairs $(x, v) \in\{0,1\}^{\ell} \times\{0,1\}^{\ell}$ such that if $(x, v) \in D$ and $\left(x, v^{\prime}\right) \in D$, then $v=v^{\prime}$. Here $\ell$ is a public polynomial in $\lambda$. We denote by $\operatorname{Sup}(D)$ the support of $D$, i.e., the set of $x \in\{0,1\}^{\ell}$ for which $\exists v$ such that $(x, v) \in D$. We denote such unique $v$ as $D(x)$, and if $x \notin S u p(D)$, we then also write $D(x)=\perp$. For consistency, for any set $S$ of elements $x \in\{0,1\}^{\ell}$, we write $S(x)=1$ if $x \in S$ and write $S(x)=\perp$ if $x \notin S$.

### 2.1 Zero-Knowledge Elementary Databases and Sets

ZKS allow one to commit a set $S$ and later prove the (non-)membership of any elements without revealing any extra knowledge (including the sizeof the set). The notion of ZKS can be extended to ZK-EDBs, which allow one to commit an elementary database $D$. Due to that ZKS can be seen as a special case of ZK-EDBs, where $D(x)=1$ if $x \in \operatorname{Sup}(D)$, we skip the definition of ZKS here. Following [MRK03, GM06, LNTW19], we present the following formal definition of ZK-EDBs:

Definition 1 (Zero-Knowledge Elementary Database). A zero-knowledge elementary database consists of four algorithms (Setup, Com, Prove, Verify):

- $\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right):$ On input the security parameter $1^{\lambda}$, Setup outputs a random string (or a structured reference string) $\delta$ as the CRS.
- $(c o m, \tau) \leftarrow \operatorname{Com}(\delta, D)$ : On input the CRS $\delta$ and an elementary database $D$, Com outputs a commitment of database com and an opening information $\tau$.
- $\pi \leftarrow \operatorname{Prove}(\delta$, com $, \tau, x, v):$ On input the CRS $\delta$, the pairing of the commitment and opening information (com, $\tau$ ), and $a$ key $x$ and its associated value $v$ (i.e., $(x, v) \in D$ or $x \notin \operatorname{Sup}(D), v=\perp$ ), Prove outputs a proof $\pi$ of $v=D(x)$
- $0 / 1 \leftarrow \operatorname{Verify}(\delta, c o m, x, v, \pi):$ On input the $C R S \delta$, commitment com, keyvalue pair $(x, v)$ and proof $\pi$, Verify either outputs 1 (denoting accept) or 0 (denoting reject).

It satisfies the following three properties:

- Completeness: For any elementary database $D$ and any $x$,

$$
\operatorname{Pr}\left[\operatorname{Verify}(\delta, \operatorname{com}, x, D(x), \pi)=1 \left\lvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ;(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, D) ; \\
\pi \leftarrow \operatorname{Prove}(\delta, \operatorname{com}, \tau, x, D(x))
\end{array}\right.\right]=1
$$

- Soundness: For any PPT adversary $\mathcal{A}$, there exists a negligible function negl $(\cdot)$ such that:

$$
\operatorname{Pr}\left[\left.\begin{array}{c}
v \neq v^{\prime} \wedge \\
\operatorname{Verify}(\delta, \operatorname{com}, x, v, \pi)=1 \wedge \\
\operatorname{Verify}\left(\delta, \operatorname{com}, x, v^{\prime}, \pi^{\prime}\right)=1
\end{array} \right\rvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ; \\
\left(\operatorname{com}, x, v, v^{\prime}, \pi, \pi^{\prime}\right) \leftarrow \mathcal{A}(\delta)
\end{array}\right] \leq \operatorname{negl}(\lambda)
$$

- Zero-Knowledge: There exists a simulator Sim such that for any PPT adversary $\mathcal{A}$, the absolute value of the difference

$$
\left.\begin{array}{l}
\operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{P}}\left(\delta, \text { state }_{\mathcal{A}}, \operatorname{com}\right)=1 \left\lvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),\left(D, \operatorname{state}_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, D)
\end{array}\right.\right]- \\
\operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{S}}\left(\delta, \text { state }_{\mathcal{A}}, \operatorname{com}\right)=1 \left\lvert\, \begin{array}{c}
\left(\delta, \text { state }_{\delta}\right) \leftarrow \operatorname{Sim}\left(1^{\lambda}\right),\left(D, \text { state }_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
\left(\text { com, state }_{S}\right) \leftarrow \operatorname{Sim}\left(\delta, \text { state }_{\delta}\right)
\end{array}\right.\right]
\end{array}\right]
$$

is negligible in $\lambda$, where $\mathcal{O}_{P}$ and $\mathcal{O}_{S}$ are defined as follows:
$\mathcal{O}_{P}:$ On input a string $x, \mathcal{O}_{P}$ outputs $\pi \leftarrow \operatorname{Prove}(\delta$, com, $\tau, x, D(x))$.
$\mathcal{O}_{S}:$ On input a string $x, \mathcal{O}_{S}$ outputs $\pi \leftarrow \operatorname{Sim}\left(\right.$ state $\left._{S}, x, D(x)\right)$.

### 2.2 Groups of Unknown-Order and Assumptions

In this paper, the schemes are constructed on groups of unknown order, for which the order is difficult to compute for the committer. Groups of unknown order are a useful tool in the construction of polynomial commitments, integer commitments, and accumulators, among other aspects.

The strong RSA assumption is a useful assumption for groups of unknown orders. We introduce it in the following.

Assumption 1 (Strong RSA Assumption)[BP97, AR20]. The strong RSA assumption states that an efficient adversary cannot compute $\ell$-th roots for a given random group element, where $\ell$ is an odd prime chosen by the adversary. Specifically, it holds for $G G e n$ if for any probabilistic polynomial time adversary $\mathcal{A}$,

$$
\operatorname{Pr}\left[\mathrm{u}^{\ell}=\mathrm{g} \text { and } \ell \text { is an odd prime } \left\lvert\, \begin{array}{l}
\mathbb{G} \leftarrow G G e n(\lambda), \mathrm{g} \stackrel{\Phi}{\leftarrow} \mathbb{G}, \\
(\mathrm{u}, \ell) \in \mathbb{G} \times \mathbb{N} \leftarrow \mathcal{A}(\mathbb{G}, \mathrm{g})
\end{array}\right.\right] \leq \operatorname{negl}(\lambda) .
$$

Generic group model. In this paper, we use the generic group model for groups of unknown order as defined by Damgard and Koprowski [DK02], and as used in [BBF19]. Portions of the definition of the generic group model are taken verbatim from [BBF19].

In the generic group model, the group is parameterized by two public integers $A$ and $B$, and the group order is sampled uniformly from $[A, B]$. The group $\mathbb{G}$ is defined by a random injective function $\sigma: \mathbb{Z}_{|\mathbb{G}|} \rightarrow\{0,1\}^{l}$ for some $l$, where $2^{l} \gg|\mathbb{G}|$. The group elements are $\sigma(0), \cdots, \sigma(|\mathbb{G}|)$. A generic group algorithm $\mathcal{A}$ is a probabilistic algorithm. Let $\mathcal{L}$ be a list that is initialized with the encodings
given to $\mathcal{A}$ as input. $\mathcal{A}$ can query two generic group oracles. The first oracle $\mathcal{O}_{1}$ samples a random $r \in \mathbb{Z}_{|\mathbb{G}|}$ and returns $\sigma(r)$, which is appended to the list of encodings $\mathcal{L}$. The second oracle $\mathcal{O}_{2}(i, j, \pm)$ takes two indices $i, j \in[p]$, where $p$ is the size of $\mathcal{L}$, as well as a sign bit, and returns $\sigma(i \pm j)$, which is appended to $\mathcal{L}$. Note that herein $\mathcal{A}$ is not given the order of $\mathbb{G}$.

As shown in [DK02], the strong RSA assumption holds in the generic group model.
Zero-knowledge protocol for bounded discrete-log. The classical Schnorr $\Sigma$-protocol can be used to prove the discrete-log relation when the exponent is small (i.e., $\mathcal{R}_{\text {boundedDL }}=\left\{(\mathrm{u}, \mathrm{w}, T ; x)\left|\mathrm{u}^{x}=\mathrm{w} \wedge\right| x \mid \leq T\right\}$ ). It only provides a weak soundness that, a proof for ( $\mathrm{u}, \mathrm{w}, T$ ) can convince verifier that ( $\mathrm{u}, \mathrm{w}, T$ ) belongs to a relaxed relation $\mathcal{R}_{\text {bounded } D L}^{*}=\left\{(\mathrm{u}, \mathrm{w}, T ; x, t)\left|\mathrm{u}^{x}=\mathrm{w}^{t} \wedge\right| x\left|\leq 2^{2 \lambda} T,|t| \leq 2^{\lambda}\right\}\right.$, which is sufficient for our goal. Following [DF02, CS97, FO97], the construction is as follows.

Protocol $\mathrm{ZK}_{\text {boundedDL }}$ (Zero-knowledge protocol for $\mathcal{R}_{\text {boundedDL }}$ )
Params: $\mathbb{G} \leftarrow G G e n(\lambda)$; Common Input: $\mathbf{u}, \mathrm{w} \in \mathbb{G}, T \in \mathbb{N}$;
Private Input for $\mathcal{P}: x \in \mathbb{Z}$

1. $\mathcal{P}$ samples $r \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} T\right]$ and sends $\mathbf{z}=\mathbf{u}^{r} \in \mathbb{G}$ to $\mathcal{V}$.
2. $\mathcal{V}$ sends challenge $c \stackrel{\$}{\leftarrow}\left[2^{\lambda}\right]$.
3. $\mathcal{P}$ computes $s=r+c x$ and sends $s$ to $\mathcal{V}$.
4. $\mathcal{V}$ accepts if $\mathrm{u}^{s}=\mathrm{zw}^{c}$ and $s \leq 2^{2 \lambda} T$.

Fig. 2: Protocol ZK $_{\text {boundedDL }}$ [CS97, FO97]

Lemma 1. Protocol $\mathrm{ZK}_{\text {boundedDL }}$ is an honest-verifier statistically zero-knowledge protocol for $\mathcal{R}_{\text {boundedDL }}$, achieving a weak knowledge soundness defined as follows: There exists an extractor such that for any polynomial $p$ and any prover $\mathcal{P}^{*}$ convincing verifier of statement $(\mathrm{u}, \mathrm{w}, T)$ with probability $p^{-1}$, the extractor can extract $\left(x^{\prime}, t\right)$ within an expected polynomial time such that $\left|x^{\prime}\right| \leq 2^{2 \lambda} T,|t| \leq 2^{\lambda}$ and $\mathrm{u}^{x^{\prime}}=\mathrm{w}^{t}$.

Note that the honest-verifier statistically zero-knowledge property of the above lemma directly follows [DF02]. And the weak knowledge soundness can be easily proved by rewinding.

Furthermore, above zero-knowledge protocol can be easily extend to multidimensional discrete-log relation with small exponents (i.e., $\mathcal{R}=\left\{\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathrm{w}, T\right.\right.$; $\left.\left.\left\{x_{i}\right\}_{i \in[n]}\right)\left|\Pi_{i \in[n]} \mathrm{u}_{i}^{x_{i}}=\mathrm{w} \wedge \forall i \in[n],\left|x_{i}\right| \leq T\right\}\right)$, resulting in a similar weak knowledge soundness.
Proof of Knowledge of Exponent (PoKE). Recently, Boneh et al. [BBF19] introduced a way to present an argument of knowledge protocol for the following
relation.

$$
\mathcal{R}_{P o K E}:=\left\{(\mathbf{u}, \mathbf{w} \in \mathbb{G} ; x \in \mathbb{Z}) \mid \mathbf{w}=\mathbf{u}^{x} \in \mathbb{Z}\right\}
$$

Let $\mathcal{P}$ be the prover and $\mathcal{V}$ be the verifier. Let $\operatorname{Primes}(\lambda)$ denote the set of odd prime numbers in $\left[0,2^{\lambda}\right]$. Their protocol is as follows:

## Protocol PoKE (Proof of knowledge of exponent)

Params: $\mathbb{G} \leftarrow G G e n(\lambda), \mathrm{g} \in \mathbb{G} ;$ Common Input: $\mathrm{u}, \mathrm{w} \in \mathbb{G}$;
Private Input for $\mathcal{P}: x \in \mathbb{Z}$

1. $\mathcal{P}$ sends $\mathrm{z}=\mathrm{g}^{x} \in \mathbb{G}$ to $\mathcal{V}$.
2. $\mathcal{V}$ samples $l \stackrel{\oiint}{\leftarrow} \operatorname{Primes}(\lambda)$ and sends $l$ to $\mathcal{P}$.
3. $\mathcal{P}$ finds the quotient $q \in \mathbb{Z}$ and residue $r \in[l]$ such that $x=q l+r$. $\mathcal{P}$ sends $\mathrm{Q}=\mathrm{u}^{q}, \mathrm{Q}^{\prime}=\mathrm{g}^{q}$, and $r$ to $\mathcal{V}$.
4. $\mathcal{V}$ accepts if $r \in[l], \mathrm{Q}^{l} \mathbf{u}^{r}=\mathrm{w}$, and $\mathrm{Q}^{\prime l} \mathrm{~g}^{r}=\mathrm{z}$.

Fig. 3: PoKE protocol [BBF19]

Theorem 1 ([BBF19] Theorem 3.). Protocol PoKE is an argument of knowledge for the relation $\mathcal{R}_{\text {PoKE }}$ in the generic group model.

In practice, there are two common methods used to instantiate groups of unknown order.

RSA group: The multiplicative group $\mathbb{Z}_{n}^{*}$ of integers modulo a product $n=p q$ of large primes $p$ and $q$. Any efficient algorithm that calculates the order can be transformed into an efficient algorithm factoring $n$. In addition, we need to point out that it is difficult to generate the RSA group in a publicly verifiable way without exposing the order. Therefore, we need a trusted party to generate the group.

Class group: The class group of an imaginary quadratic order with discriminant $\Delta$ where $-\Delta$ is a prime and $\Delta \equiv 1 \bmod 4$. As an important property, one can choose a security class group $C l(\Delta)$ by choosing the "good" discriminant $\Delta$ randomly without a trusted party. For more details, one can refer to Buchmann and Hamdy's survey [BH01] and Straka's accessible blog post [Str19] for more details.

At the end of this section, we provide several simple lemmas used for our construction.

Lemma 2. For any positive integers $a$, $A$, and $B$ satisfying $B>A$, we have:

$$
\operatorname{Dist}\left(\left\{x \stackrel{\mathbb{\&}}{\leftarrow} \mathbb{Z}_{a}\right\},\{x \bmod a \mid x \stackrel{\mathbb{\$}}{\leftarrow}[A, B]\}\right) \leq \frac{a}{B-A}
$$

where Dist indicates the statistical distance between distributions.

Lemma 3. For any integers $s_{1}, s_{2}$ and positive integers $a, A, B$ satisfying $B>A$, $\operatorname{gcd}\left(s_{1}, s_{2}\right)=1$, we have:

$$
\operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\left\{x s_{1}+y s_{2} \bmod a \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right\}\right) \leq \frac{3 a}{B-A}
$$

where Dist indicates the statistical distance between distributions.
Lemma 4. For any multiplicative group $\mathbb{G}$ and group elements $\mathrm{g}, \mathrm{h} \in \mathbb{G}$, if there exists coprime integers a,p satisfying $\mathrm{g}^{a}=\mathrm{h}^{p}$, then one can easily compute $\mathrm{h}^{\prime}$ satisfying $\mathrm{g}=\mathrm{h}^{\prime p}$ from $a, p, \mathrm{~g}$ and h .

The proofs of the above three lemmas are shown in Supplementary Material.A.

## 3 New Building Blocks

This section introduces several building blocks that we use in our construction. It comprises of two parts. In the first part, we present a new variant of Boneh et al.'s zero-knowledge protocol for multidimensional discrete-log relation and lightly modify the standard ZKS scheme [PX09, XLL07, XLL08]. In the second part, we construct two new zero-knowledge protocols for pseudo-coprime exponent relation and pseudo- DDH relation over the groups of unknown orders.

### 3.1 Zero-Knowledge Protocol for Multidimensional Discrete-log and Standard ZKS Scheme

In [BBF19], Boneh et al. combined the classical Schnorr $\Sigma$-protocol and the batched PoKE protocol to present a zero-knowledge argument of knowledge protocol (called Protocol ZKPoKRep) for the relation $\mathcal{R}_{\text {multiDL }}=\left\{\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathrm{w}\right.\right.$; $\left.\left.\left\{x_{i}\right\}_{i \in[n]}\right) \mid \Pi_{i \in[n]} \mathbf{u}_{i}^{x_{i}}=\mathrm{w}\right\}$. Their protocol satisfies soundness only when $\left\{\mathrm{u}_{i}\right\}_{i \in[n]}$ is a base specified in the CRS. However, our constructions require the prover to generate such a set $\left\{\mathbf{u}_{i}\right\}_{i \in[n]}$.

Therefore, we construct a new variant of Boneh et al.'s protocol. We call it Protocol $\mathrm{ZK}_{\text {multiDL }}$. Compared to the origin protocol, the prover in our new protocol uses $n$ PoKE protocols to prove the relation $\mathbf{z w}^{c}=\Pi_{i \in[n]} \mathrm{u}_{i}^{s_{i}}$. Here, we require the prover to send $u_{i}^{s_{i}}$ additionally, which doesn't affect the proof of statistical honest verifier zero-knowledge. This allows the extractor to extract $s_{i}$ even when $\left\{\mathbf{u}_{i}\right\}_{i \in[n]}$ is generated by the prover. As a result, we obtain a zero-knowledge protocol for $\mathcal{R}_{\text {multiDL }}$ where $\left\{\mathbf{u}_{i}\right\}_{i \in[n]}$ can be generated by the prover. However, this benefit comes at a price: This protocol only satisfies a weak knowledge soundness that a valid proof can convice the verifier that the statement belongs to a relaxed relation $\mathcal{R}_{\text {multiDL }}^{*}=\left\{\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathrm{w} ;\left\{x_{i}\right\}_{i \in[n]}, t\right) \mid\right.$ $\left.\Pi_{i \in[n]} \mathrm{u}_{i}^{x_{i}}=\mathrm{w}^{t},|t| \leq 2^{\lambda}\right\}$. The concrete construction is shown in Fig.4.

Lemma 5. In the generic group model, Protocol $\mathrm{ZK}_{\text {multiDL }}$ is an honest-verifier statistically zero-knowledge protocol for $\mathcal{R}_{\text {multiDL }}$, achieving a weak knowledge

Protocol $\mathrm{ZK}_{\text {multiDL }}$ (Zero-knowledge protocol for $\mathcal{R}_{\text {multiDL }}$ )
Params: $\mathbb{G} \leftarrow G G e n(\lambda), B \geq|\mathbb{G}| ;$ Common Input: $\left\{\mathrm{u}_{i}\right\}_{i \in[n]}, \mathrm{w} \in \mathbb{G}$;
Private Input for $\mathcal{P}$ : $\left\{x_{i}\right\}_{i \in[n]}$

1. $\mathcal{P}$ samples $r_{i} \stackrel{\S}{\leftarrow}\left[2^{2 \lambda} B\right]$ for each $i \in[n]$ and sends $\mathbf{z}=\Pi_{i \in[n]} \mathbf{u}_{i}^{r_{i}} \in \mathbb{G}$ to $\mathcal{V}$.
2. $\mathcal{V}$ sends challenge $c \stackrel{\$}{\leftarrow}\left[2^{\lambda}\right]$.
3. $\mathcal{P}$ computes $s_{i}=r_{i}+c x_{i}$ for each $i \in[n]$ and sends $\hat{\mathbf{u}}_{i}=\mathbf{u}_{i}^{s_{i}}$ to $\mathcal{V}$.
4. $\mathcal{P}$ and $\mathcal{V}$ run $\operatorname{PoKE}\left(\mathrm{u}, \hat{\mathrm{u}}_{i} ; s_{i}\right)$, and $\mathcal{V}$ output 1 if and only if all PoKE accept and $\Pi_{i \in[n]} \hat{\mathrm{u}}_{i}=\mathrm{zw}^{c}$.

Fig. 4: Protocol $\mathrm{ZK}_{\text {multiDL }}[\mathrm{BBF} 19]$
soundness defined as follows: There exists an extractor such that for any prover $\mathcal{P}^{*}$ convincing the verifier of statement $\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathbf{w}\right)$ with inverse-polynomial probability, the extractor can extract $\left(\left\{x_{i}^{\prime}\right\}_{i \in[n]}, t\right)$ within an expected polynomial time such that $|t| \leq 2^{\lambda}$ and $\Pi_{i \in[n]} \mathrm{u}_{i}^{x_{i}^{\prime}}=\mathrm{w}^{t}$.
proof sketch. The honest-verifier statistically zero-knowledge property can be proved in the same manner as [BBF19] and the weak knowledge soundness follows Lemma. 1 (the extension version for multidimensional DL) and the argument of knowledge property of PoKE (used for extracting $s_{i}$ ) directly.

A complete proof is shown in Supplementary Material.B.
In the remainder of this paper, we only use the protocol $\mathrm{ZK}_{\text {multiDL }}$ for the cases when $n=1$ or 2 . For convinience, we shall refer to these protocols as $\mathrm{ZK}_{D L}$ and $\mathrm{ZK}_{2 D L}$. Additionally, we denote their non-interactive versions obtained via the Fiat-Shamir heuristic as $\mathrm{NIZK}_{D L}$ and $\mathrm{NIZK}_{2 D L}$.
Standard zero-knowledge sets. Here we introduce the construction of standard ZKS in [PX09, XLL07, XLL08], but with some modifications. Instead of using RSA groups, we now use general groups of unknown orders. Furthermore, we use $\mathrm{ZK}_{D L}$ and $\mathrm{ZK}_{2 D L}$ as sub-routine zero-knowledge protocol.

Let $\mathcal{H}_{\text {prime }}$ be a hash function that upon inputting a string outputs a large prime. And let $\mathcal{R}_{D L}=\left\{(\mathrm{u}, \mathrm{w} ; x) \mid \mathbf{u}^{x}=\mathrm{w}\right\}, \mathcal{R}_{2 D L}=\left\{\left(\mathrm{u}_{1}, \mathrm{u}_{2}, \mathrm{w} ; x_{1}, x_{2}\right) \mid \mathrm{u}_{1}{ }^{x_{1}} \mathrm{u}_{2}{ }^{x_{2}}=\right.$ $\mathrm{w}\}$. The modified construction is shown below.

Theorem 2. The protocol constructed in Fig. 5 is a ZKS scheme in the generic group model and random oracle model.

The proof follows from [PX09, XLL07, XLL08]. We present a detailed proof in Supplementary Material.C

Remark 1. One can use the batch technique put forward in [BBF19] to batch the (non-)membership proofs. For example, to prove that $x_{1}^{\prime}, \cdots, x_{t}^{\prime} \in S$, the prover hashes them into primes $p_{1}^{\prime}, \cdots p_{t}^{\prime}$ by $\mathcal{H}_{\text {prime }}$ and then generates the proof

## Standard zero-knowledge set scheme

Setup $\left(1^{\lambda}\right)$ : On input the security parameter $1^{\lambda}$, Setup generates the description of an unknown-order group $\mathbb{G} \leftarrow G G e n(\lambda)$ and a random group element $\mathrm{g} \stackrel{\$}{\leftarrow} \mathbb{G}$. Let $B$ be the upper bound of $\mathbb{G}$ (i.e., $B \geq|\mathbb{G}|)$. Sample the description of a hash function $\mathcal{H}_{\text {prime }}$ that on input a string, outputs a random prime larger than $2^{8 \lambda} B^{3}$. Output CRS $\delta=\left(\mathbb{G}, \mathrm{g}, B, \mathcal{H}_{\text {prime }}\right)$.
Commit $(\delta, S)$ : On input the set $S=\left\{x_{1}, \cdots, x_{m}\right\}$, Commit hashes them into large primes, i.e., for $i \in[m], p_{i} \leftarrow \mathcal{H}_{\text {prime }}\left(x_{i}\right)$. Then Commit samples $r \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]$, and outputs the commitment $\mathrm{C}=\mathrm{g}^{r \Pi_{i \in[m]} p_{i}}$ and the open information $\tau=\left(r, p_{1}, \cdots, p_{m}, S\right)$.
Prove $(\delta,(C, \tau), x, S(x))$ : Parse the input $\tau$ as $\left(r, p_{1}, \cdots, p_{m}, S\right)$.
a) If $S(x)=1$, which means that $x \in S, p=\mathcal{H}_{\text {prime }}(x) \in\left\{p_{1}, \cdots, p_{m}\right\}$, Prove outputs the proof $\pi \leftarrow \mathrm{NIZK}_{D L}\left(\mathrm{~g}^{p}, \mathrm{C} ; r \Pi_{i \in[m]} p_{i} / p\right)$.
b) If $S(x)=\perp$, which means that $x \notin S, p=\mathcal{H}_{\text {prime }}(x) \notin\left\{p_{1}, \cdots, p_{m}\right\}$ and $\operatorname{gcd}\left(p, r \Pi_{i \in[m]} p_{i}\right)=1$, Prove finds $a, b$ such that $a p+b r \Pi_{i \in[m]} p_{i}=1$ and outputs $\pi \leftarrow \operatorname{NIZK}_{2 D L}\left(\mathrm{~g}^{p}, \mathrm{C}, \mathrm{g} ; a, b\right)$.
Verify $(\delta$, C $, x, S(x), \pi)$ : If $S(x)=1$, check whether $\pi$ is a valid NIZK $_{D L}$ proof for statement $\left(\mathrm{g}^{p}, \mathrm{C}\right) \in \mathcal{R}_{D L}$. If $S(x)=\perp$, check whether $\pi$ is a valid $\mathrm{NIZK}_{2 D L}$ proof for statement $\left(\mathrm{g}^{p}, \mathrm{C}, \mathrm{g}\right) \in \mathcal{R}_{2 D L}$. Verify outputs 1 if the check passes and outputs 0 otherwise.

Fig. 5: Protocol ZKS
$\pi \leftarrow \operatorname{NIZK}_{D L}\left(\mathrm{~g}^{\Pi_{i \in[t]} p_{i}^{\prime}}, \mathrm{C} ; r \Pi_{i \in[m]} p_{i} / \Pi_{i \in[t]} p_{i}^{\prime}\right)$. To prove that $x_{1}^{\prime}, \cdots, x_{t}^{\prime} \notin S$, the prover hashes them into primes $p_{1}^{\prime}, \cdots p_{t}^{\prime}$ by $\mathcal{H}_{\text {prime }}$ and finds $a, b \in \mathbb{Z}$ such that $a \Pi_{i \in[t]} p_{i}^{\prime}+b r \Pi_{i \in[m]} p_{i}=1$, and then outputs $\pi \leftarrow \operatorname{NIZK}_{2 D L}\left(\mathrm{~g}^{\Pi \Pi_{i \in[t]} p_{i}^{\prime}}, \mathrm{C}, \mathrm{g} ; a, b\right)$.

### 3.2 Zero-Knowledge Protocols for Pseudo-Coprime Exponent Relation and Pseudo-DDH Relation

As shown in the technique overview subsection, due to the introduction of randomness in ZKS commitment, the basic set-operation relations on committed set can only be reduced to pseudo-coprime exponent relation and pseudo-DDH relation over group elements. Here pseudo-coprime exponent relation means that the greatest common divisor of the exponents of two group elements are small and pseudo-DDH relation means that a group element triple is close to a DDH tuple.

In this subsection, we construct two new zero-knowledge protocols for these two relations. Similar to Schnorr $\Sigma$-protocol, both protocols only provide a weak
knowledge soundness, which are sufficient for our construction of ZKS with setoperation query.
Zero-knowledge protocol for pseudo-coprime exponents relation. Let $\mathrm{u}, \mathrm{v}$ be ZKS commitments to sets $X, Y$ respectively, i.e., $\mathrm{u}=\mathrm{g}^{r_{u} \Pi_{x \in X} \mathcal{H}_{\text {prime }}(x)}$, $\mathrm{v}=\mathrm{g}^{r_{v} \Pi_{x \in Y} \mathcal{H}_{\text {prime }}(x)}$. If $X \cap Y=\emptyset$, it yields that the exponents of $\mathbf{u}, \mathbf{v}$ are almost coprime. We call such a tuple ( $u, v$ ) as a pseudo-coprime exponents tuple and denote the pseudo-coprime exponents relation as follows:

$$
\mathcal{R}_{\text {prime }}=\left\{\left(\mathrm{u}, \mathrm{v}, T ; a_{1}, a_{2}\right) \left\lvert\, \begin{array}{l}
\operatorname{gcd}\left(a_{1}, a_{2}\right) \leq T \\
\mathrm{u}=\mathrm{g}^{a_{1}}, \mathrm{v}=\mathrm{g}^{a_{2}}
\end{array} \quad \wedge\right.\right\}
$$

We provide a zero-knowledge protocol for $\mathcal{R}_{\text {prime }}$ in Fig.6. This protocol only satisfies a weak soundness that, a valid proof can convince the verifer that the statement belongs to a relaxed relation $\mathcal{R}_{\text {prime }}^{*}=\left\{\left(\mathrm{u}, \mathrm{v}, T ; t_{1}, t_{2}, c\right) \mid c \leq 2^{4 \lambda} B T \wedge\right.$ $\left.\mathbf{u}^{t_{1}} \mathbf{v}^{t_{1}}=\mathrm{g}^{c}\right\}$.

$$
\text { Protocol } \mathrm{ZK}_{\text {prime }} \text { (Zero-knowledge protocol for } \mathcal{R}_{\text {prime }} \text { ) }
$$

Params: $\mathbb{G} \leftarrow G G e n(\lambda), B \geq|\mathbb{G}| ;$ Common Input: $\mathbf{u}, \mathrm{v} \in \mathbb{G}, T \in \mathbb{Z}$;
Private Input for $\mathcal{P}: a_{1}, a_{2} \in \mathbb{Z}$

1. $\mathcal{P}$ finds integers $t_{1}, t_{2}$ such that $t_{1} a_{1}+t_{2} a_{2}=\operatorname{gcd}\left(a_{1}, a_{2}\right)$. $\mathcal{P}$ samples $r \stackrel{\$}{\stackrel{\$}{\leftarrow}}\left[2^{\lambda} B\right]$ and sends $\mathrm{Q}=\mathrm{g}^{r \operatorname{gcd}\left(a_{1}, a_{2}\right)}=\mathrm{u}^{r t_{1}} \mathrm{v}^{r t_{2}}$ to $\mathcal{V}$.
2. $\mathcal{P}$ and $\mathcal{V}$ run $\mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{~g}, \mathrm{Q}, 2^{\lambda} B T ; r \operatorname{gcd}\left(a_{1}, a_{2}\right)\right)$ and $\mathrm{ZK}_{2 D L}\left(\mathrm{u}, \mathrm{v}, \mathrm{Q} ; r t_{1}, r t_{2}\right)$

Fig. 6: Protocol $\mathrm{ZK}_{\text {prime }}$

Lemma 6. In the generic group model, $\mathrm{ZK}_{\text {prime }}$ is an honest-verifier statistically zero-knowledge protocol for $\mathcal{R}_{\text {prime }}$, achieving a weak knowledge soundness defined as follows: There exists an extractor such that for any prover $P^{*}$ convincing the verifier with inverse-polynomial probability over statement ( $\mathrm{u}, \mathrm{v}, T$ ), the extractor can extract $t_{1}, t_{2}, c \in \mathbb{Z}$ within an expected polynomial time such that $|c| \leq 2^{4 \lambda} B T$ and $\mathbf{u}^{t_{1}} \mathbf{v}^{t_{2}}=\mathrm{g}^{c}$.

Proof. Completeness is obvious.
Weak knowledge soundness follows from the weak knowledge soundness of $\mathrm{ZK}_{\text {boundedDL }}$ and $\mathrm{ZK}_{2 D L}$. Specifically, the weak knowledge soundness of $\mathrm{ZK}_{\text {boundedDL }}$ allows us to extract $x, t \in \mathbb{Z}$ satisfying that $|x| \leq 2^{3 \lambda} B T,\left|r^{\prime}\right| \leq 2^{\lambda}$ and $\mathrm{Q}^{r^{\prime}}=\mathrm{g}^{x}$. And the weak knowledge soundness of $\mathrm{ZK}_{2 D L}$ enables the extraction of $t_{1}^{\prime}, t_{2}^{\prime}, r^{\prime \prime} \in \mathbb{Z}$ such that $\left|r^{\prime \prime}\right| \leq 2^{\lambda}$ and $\mathrm{Q}^{r^{\prime \prime}}=\mathrm{u}^{t_{1}^{\prime}} \mathrm{v}^{t_{2}^{\prime}}$. With this, we obtain $\mathbf{u}^{r^{\prime} t_{1}^{\prime}} \mathbf{v}^{r^{\prime} t_{2}^{\prime}}=\mathrm{g}^{r^{\prime \prime} x}$. By setting $t_{1}=r^{\prime} t_{1}^{\prime}, t_{2}=r^{\prime} t_{2}^{\prime}, c=r^{\prime \prime} x$, we obtain $\mathbf{u}^{t_{1}} \mathbf{v}^{t_{2}}=\mathrm{g}^{c}$ and $|c| \leq 2^{4 \lambda} B T$.

The simulator Sim of the honest-verifier statistically zero-knowledge property can be constructed as follows: Sim samples $r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]$, sets $\mathbf{Q}=$ $\mathrm{u}^{r_{1}} \mathrm{v}^{r_{2}}$, and then simulates the remaining zero-knowledge protocol to conclude the simulation.

Due to that both $\mathrm{ZK}_{\text {boundedDL }}$ and $\mathrm{ZK}_{2 D L}$ are honest-verifier statistically zero-knowledge, we only need to prove that the distributions of ( $u, v, Q$ ) generated by the simulator and the honest prover are statistically indistinguishable. In other words, we need to show the following: For any fixed $u=g^{a_{1}}, v=g^{a_{2}}$, the statistical distance of the distributions $\left\{\mathrm{g}^{r \operatorname{gcd}\left(a_{1}, a_{2}\right)} \mid r \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$ and $\left\{\mathbf{u}^{r_{1}} \mathbf{v}^{r_{2}}=\right.$ $\left.\mathrm{g}^{r_{1} a_{1}+r_{2} a_{2}} \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$ is exponentially small.

Let $b$ be the order of $\mathrm{g}^{\operatorname{gcd}\left(a_{1}, a_{2}\right)}$, i.e., $b=\operatorname{Ord}\left(\operatorname{g}^{\operatorname{gcd}\left(a_{1}, a_{2}\right)}\right) \leq B$. From Lemma.2, $\left\{r \bmod b \mid r \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$ is exponentially close to the uniform distribution over $\mathbb{Z}_{b}$. Therefore the distribution $\left\{\mathrm{g}^{r \operatorname{gcd}\left(a_{1}, a_{2}\right)} \mid r \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$ is exponential close to the distribution $\left\{\left(\operatorname{g}^{\operatorname{gcd}\left(a_{1}, a_{2}\right)}\right)^{r} \mid r \stackrel{\$}{\leftarrow} \mathbb{Z}_{b}\right\}$. From Lemma.3, $\left\{r_{1} \cdot \frac{a_{1}}{\operatorname{gcd}\left(a_{1}, a_{2}\right)}+r_{2} \cdot \frac{a_{1}}{\operatorname{gcd}\left(a_{1}, a_{2}\right)}\right.$ $\left.\bmod b \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$ is exponentially close to the uniform distribution over $\mathbb{Z}_{b}$. Therefore, we have that the distribution $\left\{\mathrm{g}^{r_{1} a_{1}+r_{2} a_{2}} \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$, which equals $\left\{\left.\left(\operatorname{g}^{\operatorname{gcd}\left(a_{1}, a_{2}\right)}\right)^{r_{1} \cdot \frac{a_{1}}{\operatorname{gcd}\left(a_{1}, a_{2}\right)}+r_{2} \cdot \frac{a_{1}}{\operatorname{gcd}\left(a_{1}, a_{2}\right)}} \bmod b \right\rvert\, r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$, is also exponentially close to the distribution $\left\{\left(\operatorname{ggcd}\left(a_{1}, a_{2}\right)\right)^{r} \mid r \stackrel{\$}{\leftarrow} \mathbb{Z}_{b}\right\}$. This concludes the lemma.

Zero-knowledge protocol for pseudo-DDH relation. Let $u, v, w$ be ZKS commitments to sets $A, B, C$, i.e., $\mathrm{u}=\mathrm{g}^{r_{u} \Pi_{x \in A} \mathcal{H}_{\text {prime }}(x)}, \mathrm{v}=\mathrm{g}^{r_{v} \Pi_{x \in B} \mathcal{H}_{\text {prime }}(x)}$, $\mathrm{w}=\mathrm{g}^{r_{w} \Pi_{x \in C} \mathcal{H}_{\text {prime }}(x)}$. If $C=A \cup B$ and $A \cap B=\emptyset$, it yields that the tuple $(u, v, w)$ is close to a DDH tuple. We call such a tuple ( $u, v, w)$ as a pseudo-DDH tuple and denote the pseudo-DDH relation as follows:

$$
\mathcal{R}_{\text {pseudo-DDH }}=\left\{\left(\mathrm{u}, \mathrm{v}, \mathrm{w}, T ; x, y, a_{1}, a_{2}, a_{3}\right) \left\lvert\, \begin{array}{lc}
\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq T & \wedge \\
\operatorname{gcd}\left(x y, \Pi_{i=1}^{2^{\lambda}|\mathbb{G |}|} i\right)=1 & \wedge \\
\mathrm{u}=\mathrm{g}^{a_{1} x}, \mathrm{v}=\mathrm{g}^{a_{2} y}, \mathrm{w}=\mathrm{g}^{a_{3} x y}
\end{array}\right.\right\} .
$$

In above relation, we require that the integers $x$ and $y$ are products of large primes (the second condition), which is necessary for our distance analysis in the proof of zero-knowledge property. We provide a zero-knowledge protocol for $\mathcal{R}_{\text {pseudo-DDH }}$ in Fig.7, which partially relies on Boneh et al's protocol. This protocol only satisfies a weak soundness that, a valid proof can convince the verifer that the statement belongs to a relaxed relation $\mathcal{R}_{\text {pseudo-DDH }}^{*}=$ $\left\{\left(\mathrm{u}, \mathrm{v}, \mathrm{w}, T ; x, y,\left\{a_{i}, c_{i}\right\}_{i \in[3]}\right)\left|\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq 2^{4 \lambda} B T,\left|c_{1}\right|,\left|c_{2}\right| \leq 2^{6 \lambda} B^{2},\left|c_{3}\right| \leq\right.\right.$ $\left.2^{8 \lambda} B^{3} \wedge \mathrm{u}^{c_{1}}=\mathrm{g}^{a_{1} x}, \mathrm{v}^{c_{2}}=\mathrm{g}^{a_{2} y}, \mathrm{w}^{c_{3}}=\mathrm{g}^{a_{3} x y}\right\}$.

Lemma 7. In the generic group model, $\mathrm{ZK}_{\text {pseudo-DDH }}$ is an honest-verifier statistically zero-knowledge protocol for $\mathcal{R}_{\text {pseudo-DDH }}$, achieving a weak knowledge soundness defined as follows: There exists an extractor such that for any prover $\mathcal{P}^{*}$ convincing the verifier with inverse-polynomial probability over statement ( $\mathbf{u}, \mathrm{v}, \mathrm{w}, T$ ), the extractor can extract $x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3} \in \mathbb{Z}$ such that

Protocol $\mathrm{ZK}_{\text {pseudo-DDH }}$ (Zero-knowledge protocol for $\mathcal{R}_{\text {pseudo-DDH }}$ )
Params: $\mathbb{G} \leftarrow G G e n(\lambda), B \geq|\mathbb{G}| ;$ Common Input: $\mathbf{u}, \mathrm{v}, \mathrm{w} \in \mathbb{G}, T \in \mathbb{Z}$;
Private Input for $\mathcal{P}: a_{1}, a_{2}, a_{3}, x, y \in \mathbb{Z}$

1. $\mathcal{P}$ samples $r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right]$ and sends $\mathrm{u}^{\prime}=\mathrm{g}^{r_{1} x}, \mathrm{v}^{\prime}=\mathrm{g}^{r_{2} y}, \mathrm{w}^{\prime}=\mathrm{g}^{r_{1} r_{2} x y}$ to $\mathcal{V}$.
2. $\mathcal{V}$ sends $l_{1} \stackrel{\$}{\leftarrow} \operatorname{Primes}(\lambda), l_{2} \stackrel{\$}{\leftarrow} \operatorname{Primes}(\lambda)$.
3. $\mathcal{P}$ finds the quotient $q_{1}, q_{2} \in \mathbb{Z}$ and residue $t_{1} \in\left[l_{1}\right], t_{2} \in\left[l_{2}\right]$ such that $r_{1} x=q_{1} l_{1}+t_{1}$ and $r_{2} y=q_{2} l_{2}+t_{2} . \mathcal{P}$ sends $\mathrm{Q}_{1}=\mathrm{g}^{q_{1}}, \mathrm{Q}_{1}^{\prime}=\mathrm{v}^{\prime q_{1}}$ and $\mathrm{Q}_{2}=\mathrm{g}^{q_{2}}, t_{1}$ and $t_{2}$ to $\mathcal{V}$.
4. $\mathcal{V}$ checks $t_{1} \in\left[l_{1}\right], t_{2} \in\left[l_{2}\right], \mathrm{Q}_{1}^{l_{1}} \mathrm{~g}^{t_{1}}=\mathrm{u}^{\prime}, \mathrm{Q}_{1}^{\prime l_{1}} \mathrm{v}^{\prime t_{1}}=\mathrm{w}^{\prime}$, and $\mathrm{Q}_{2}^{l_{2}} \mathrm{~g}^{t_{2}}=\mathrm{v}^{\prime}$.
5. $\mathcal{P}$ samples $r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]$ and sends $\mathrm{u}^{\prime \prime}=\mathrm{u}^{r_{1} r_{u}}, \mathrm{v}^{\prime \prime}=\mathrm{v}^{r_{2} r_{y}}, \mathrm{w}^{\prime \prime}=\mathrm{w}^{r_{1} r_{2} r_{w}}$ to $\mathcal{V}$.
6. $\mathcal{P}$ and $\mathcal{V}$ run $\mathrm{ZK}_{\text {bounded } L L}\left(\mathrm{u}, \mathrm{u}^{\prime \prime}, 2^{3 \lambda} B^{2} ; r_{1} r_{u}\right)$, $\mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{u}^{\prime}, \mathrm{u}^{\prime \prime}, 2^{\lambda} B T ; a_{1} r_{u}\right), \mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{v}, \mathrm{v}^{\prime \prime}, 2^{3 \lambda} B^{2} ; r_{2} r_{v}\right)$, $\mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{v}^{\prime}, \mathrm{v}^{\prime \prime}, 2^{\lambda} B T ; a_{2} r_{v}\right), \mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{w}, \mathrm{w}^{\prime \prime}, 2^{5 \lambda} B^{3} ; r_{1} r_{2} r_{w}\right)$ and $\mathrm{ZK}_{\text {bounded } D L}\left(\mathrm{w}^{\prime}, \mathrm{w}^{\prime \prime}, 2^{\lambda} B T ; a_{3} r_{w}\right)$.

Fig. 7: Protocol ZK $_{p s e u d o-D D H}$
$\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq 2^{4 \lambda} B T\left|c_{1}\right|,\left|c_{2}\right| \leq 2^{6 \lambda} B^{2},\left|c_{3}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{u}^{c_{1}}=\mathrm{g}^{a_{1} x}, \mathrm{v}^{c_{2}}=$ $\mathrm{g}^{a_{2} y}, \mathrm{w}^{c_{3}}=\mathrm{g}^{a_{3} x y}$.

## Proof. Completeness is obvious.

Weak knowledge soundness can be prove through the weak knowledge soundness of $\mathrm{ZK}_{\text {boundedDL }}$ and the knowledge extractor of PoKE. It is worth noting that steps 2 through 4 in our protocol are the same as in Boneh et al.'s PoDDH protocol [BBF19], which roughly consists of two PoKE protocols. We can use the knowledge extractor provided in [BBF19] to extract $x, y$ satisfying $\mathrm{u}^{\prime}=\mathrm{g}^{x}$, $\mathrm{v}^{\prime}=\mathrm{g}^{y}$ and $\mathrm{w}^{\prime}=\mathrm{g}^{x y}$. Meanwhile, the weak knowledge soundness of $\mathrm{ZK}_{\text {boundedDL }}$ allows us to extract $a_{u}, c_{u}, a_{u}^{\prime}, c_{u}^{\prime}$ from the first two $\mathrm{ZK}_{\text {bounded } D L}$ protocols such that $\left|c_{u}\right|,\left|c_{u}^{\prime}\right| \leq 2^{\lambda},\left|a_{u}\right| \leq 2^{5 \lambda} B^{2},\left|a_{u}^{\prime}\right| \leq 2^{3 \lambda} B T$ and $\mathbf{u}^{a_{u}}=\mathrm{u}^{\prime \prime c_{u}}, \mathrm{u}^{\prime a_{u}^{\prime}}=\mathrm{u}^{\prime \prime c_{u}^{\prime}}$. Hence, we have $\mathrm{u}^{a_{u} c_{u}^{\prime}}=\mathrm{g}^{a_{u}^{\prime} c_{u} x}$. By setting $c_{1}=a_{u} c_{u}^{\prime}, a_{1}=a_{u}^{\prime} c_{u}$, we obtain $\left|c_{1}\right| \leq 2^{6 \lambda} B^{2},\left|a_{1}\right| \leq 2^{4 \lambda} B T$ and $\mathrm{u}^{c_{1}}=\mathrm{g}^{a_{1} x}$. Using the same strategy, we can extract $c_{2}, c_{3}, a_{2}, a_{3}$, thus meeting our goal.

The simulator Sim of honest-verifier statistically zero-knowledge property can be constructed as follows: Initially, Sim samples $r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right]$ and sets $\mathrm{u}^{\prime}=\mathrm{g}^{r_{1}}, \mathrm{v}^{\prime}=\mathrm{g}^{r_{2}}, \mathrm{w}^{\prime}=\mathrm{g}^{r_{1} r_{2}}$. In step 3 , Sim finds the quotient $q_{1}, q_{2} \in \mathbb{Z}$ and residue $t_{1}, t_{2}$ such that $r_{1}=q_{1} l_{1}+t_{1}$ and $r_{2}=q_{2} l_{2}+t_{2}$, and then applies the same action as an honest prover. Subsequently, Sim samples $r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]$, sets $\mathrm{u}^{\prime \prime}=\mathrm{u}^{r_{1} r_{u}}, \mathrm{v}^{\prime \prime}=\mathrm{v}^{r_{2} r_{v}}, \mathrm{w}^{\prime \prime}=\mathrm{w}^{r_{1} r_{2} r_{w}}$, and simulates the $\mathrm{ZK}_{\text {bounded } D L}$ protocols to conclude the simulation.

Due to the honest-verifier statistically zero-knowledge of $\mathrm{ZK}_{\text {bounded }}$, we only need to prove that for any fixed statement $(\mathbf{u}, \mathrm{v}, \mathrm{w}, T)$ and challenges $l_{1}, l_{2}$ (note that $l_{1}, l_{2} \leq 2^{\lambda}$ ), the distributions of ( $\mathrm{u}^{\prime}, \mathrm{v}^{\prime}, \mathrm{w}^{\prime}, \mathrm{Q}_{1}, \mathrm{Q}_{1}^{\prime}, \mathrm{Q}_{2}, t_{1}, t_{2}, \mathrm{u}^{\prime \prime}, \mathrm{v}^{\prime \prime}, \mathrm{w}^{\prime \prime}$ ) generated by the simulator and the honest prover are exponentially close. We denote these two distributions by $\mathcal{D}_{\text {sim }}$ and $\mathcal{D}_{P}$ respectively. Thus, for any fixed statement ( $\mathrm{u}, \mathrm{v}, \mathrm{w}, T$ ) and challenges $l_{1}, l_{2}$, we have the following:

$$
\begin{aligned}
\mathcal{D}_{\text {sim }}= & \left\{\left(\mathrm{g}^{r_{1}}, \mathrm{~g}^{r_{2}}, \mathrm{~g}^{r_{1} r_{2}}, \mathrm{~g}^{\left\lfloor r_{1} / l_{1}\right\rfloor},\left(\mathrm{g}^{r_{2}}\right)^{\left\lfloor r_{1} / l_{1}\right\rfloor}, \mathrm{g}^{\left\lfloor r_{2} / l_{2}\right\rfloor}, r_{1} \bmod l_{1},\right.\right. \\
& \left.\left.r_{2} \bmod l_{2}, \mathrm{u}^{r_{1} r_{u}}, \mathrm{v}^{r_{2} r_{v}}, \mathrm{w}^{r_{1} r_{2} r_{w}}\right) \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right], r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\} \\
\mathcal{D}_{P}= & \left\{\left(\mathrm{g}^{r_{1} x}, \mathrm{~g}^{r_{2} y}, \mathrm{~g}^{r_{1} r_{2} x y}, \mathrm{~g}^{\left\lfloor r_{1} x / l_{1}\right\rfloor},\left(\mathrm{g}^{r_{2} y}\right)^{\left\lfloor r_{1} x / l_{1}\right\rfloor}, \mathrm{g}^{\left\lfloor r_{2} y / l_{2}\right\rfloor}, r_{1} x \bmod l_{1},\right.\right. \\
& \left.\left.r_{2} y \bmod l_{2}, \mathrm{u}^{r_{1} r_{u}}, \mathrm{v}^{r_{2} r_{v}}, \mathrm{w}^{r_{1} r_{2} r_{w}}\right) \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right], r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}
\end{aligned}
$$

Denote $f\left(r_{1}, r_{2}, r_{u}, r_{v}, r_{w}\right):=\left(\mathrm{g}^{r_{1}}, \mathrm{~g}^{r_{2}}, \mathrm{~g}^{r_{1} r_{2}}, \mathrm{~g}^{\left\lfloor r_{1} / l_{1}\right\rfloor},\left(\mathrm{g}^{r_{2}}\right)^{\left\lfloor r_{1} / l_{1}\right\rfloor}, \mathrm{g}^{\left\lfloor r_{2} / l_{2}\right\rfloor}, r_{1}\right.$ $\left.\bmod l_{1}, r_{2} \bmod l_{2}, \mathrm{u}^{r_{1} r_{u}}, \mathrm{v}^{r_{2} r_{v}}, \mathrm{w}^{r_{1} r_{2} r_{w}}\right)$. As a key observation, $f\left(r_{1}, r_{2}, r_{u}, r_{v}, r_{w}\right)=$ $f\left(r_{1} \bmod l_{1}|\mathbb{G}|, r_{2} \bmod l_{2}|\mathbb{G}|, r_{u} \bmod |\mathbb{G}|, r_{v} \bmod |\mathbb{G}|, r_{w} \bmod |\mathbb{G}|\right)$. We thus have that $\mathcal{D}_{\text {sim }}=\left\{f\left(r_{1} \bmod l_{1}|\mathbb{G}|, r_{2} \bmod l_{2}|\mathbb{G}|, r_{u} \bmod |\mathbb{G}|, r_{v} \bmod |\mathbb{G}|, r_{w} \bmod |\mathbb{G}|\right) \mid\right.$ $\left.r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right], r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$. Let $x^{\prime}$ (resp. $y^{\prime}$ ) be the element in $\mathbb{Z}_{|\mathbb{G}|}$ satisfy$\operatorname{ing} x x^{\prime} \equiv 1 \bmod \mathbb{G}\left(\right.$ resp. $\left.y y^{\prime} \equiv 1 \bmod \mathbb{G}\right)$. This is possible due to $\operatorname{gcd}(x y,|\mathbb{G}|)=$ 1. Then, we obtain that $\mathcal{D}_{P}=\left\{f\left(r_{1} x \bmod l_{1}|\mathbb{G}|, r_{2} y \bmod l_{1}|\mathbb{G}|, r_{u} x^{\prime} \bmod |\mathbb{G}|, r_{v} y^{\prime}\right.\right.$ $\left.\left.\bmod |\mathbb{G}|, r_{w} x^{\prime} y^{\prime} \bmod |\mathbb{G}|\right) \mid r_{1}, r_{2} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right], r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow}\left[2^{\lambda} B\right]\right\}$. From Lemma. 2 and the fact that $\operatorname{gcd}\left(x, l_{1}|\mathbb{G}|\right)=1, \operatorname{gcd}\left(y, l_{2}|\mathbb{G}|\right)=1$, we have that both of the distributions $\mathcal{D}_{\text {sim }}$ and $\mathcal{D}_{P}$ are exponentially close to the distribution $\left\{f\left(r_{1}, r_{2}, r_{u}, r_{v}\right.\right.$, $\left.\left.r_{w}\right) \mid r_{1} \stackrel{\$}{\leftarrow} \mathbb{Z}_{l_{1}|\mathbb{G}|}, r_{2} \stackrel{\$}{\leftarrow} \mathbb{Z}_{l_{2}|\mathbb{G}|}, r_{u}, r_{v}, r_{w} \stackrel{\$}{\leftarrow} \mathbb{Z}_{|\mathbb{G}|}\right\}$, which concludes the proof.

Note that boths of the protocols provided in this subsection are constantround public-coin protocols. One can use the Fiat-Shamir heuristic to obtain the non-interactive version of these zero-knowledge protocols. These non-interactive protocols satisfy zero-knowledge property and the same weak knowledge soundness property in the random oracle model. We denote these two non-interactive protocols as NIZK $_{\text {prime }}$ and NIZK $_{\text {pseudo-DDH }}$.

## 4 Zero-Knowledge Set with Set-Operation Queries

In this section, we introduce the notion of ZKS with set-operation queries, which is the key ingredient for achieving our end goal of ZK-FEDBs. Moreover, we provide a concrete construction of ZKS with set-operation queries based on groups of unknown orders.

### 4.1 Definition

Informally, ZKS with set-operation queries allow one to commit to several sets $\left\{S_{i}\right\}_{i \in[m]}$, and then convincingly answer a) the (non-)membership queries and
b) for any combined operation $\mathcal{Q}$ represented as a "circuit" of unions, intersections and set-differences, the queries in the form as "send me all records $x$ in $\mathcal{Q}\left(S_{1}, \cdots, S_{m}\right)$," without revealing any extra knowledge. The formal definition of ZKS with set-operation queries is as follows:

Definition 2 (ZKS with Set-Operation Queries). A ZKS with set-operation queries consists of six algorithms, (Setup, Com, Prove, Verify, SO.Prove, SO.Verify), where Setup, Com, Prove, Verify are in the same form as a standard ZKS and

- $\pi \leftarrow \operatorname{SO} . \operatorname{Prove}\left(\delta, \widetilde{c o m}, \widetilde{\tau}, \mathcal{Q}, S_{\text {output }}\right):$ On input the $C R S \delta$, the list of set commitments and the associated opening information $\widetilde{c o m}=\left(\operatorname{com}_{1}, \cdots\right.$, com $\left._{m}\right)$, $\widetilde{\tau}=\left(\tau_{1}, \cdots, \tau_{m}\right)$ where $\left(\operatorname{com}_{i}, \tau_{i}\right) \in \operatorname{Com}\left(\delta, S_{i}\right)$, a combined operation $\mathcal{Q}$, and the output set $S_{\text {output }}$, SO.Prove outputs a proof $\pi$ of $S_{\text {output }}=\mathcal{Q}\left(S_{1}, \cdots, S_{m}\right)$.
- $0 / 1 \leftarrow \operatorname{SO} . \operatorname{Verify}\left(\delta, \widetilde{c o m}, \mathcal{Q}, S_{\text {output }}, \pi\right)$ : On input the CRS $\delta$, the list of commitments $\widetilde{c o m}$, the combined operation $\mathcal{Q}$, the output $S_{\text {output }}$, and the proof $\pi$, SO.Verify either outputs 1 (denoting accept) or 0 (denoting reject).
and satisfies the following properties:
- Completeness: Completeness consists of two parts,
a) For any set $S$ and any $x$,
$\operatorname{Pr}\left[\operatorname{Verify}(\delta, \operatorname{com}, x, S(x), \pi)=1 \left\lvert\, \begin{array}{c}\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ;(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, S) ; \\ \pi \leftarrow \operatorname{Prove}(\delta, \operatorname{com}, \tau, x, S(x))\end{array}\right.\right]=1$
b) For any sets $\left\{S_{i}\right\}_{i \in[m]}$ and any combined operation $\mathcal{Q}$ which takes $m$ sets as input and outputs one set, let $S_{\text {output }}=\mathcal{Q}\left(S_{1}, \cdots, S_{m}\right)$, and thus
$\operatorname{Pr}\left[\begin{array}{c|c}\text { SO.Verify }(\delta, \widetilde{c o m}, \mathcal{Q}, \\ \left.S_{\text {output }}, \pi\right)=1 & \delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ; \\ \forall i \in[m],\left(\operatorname{com}, \tau_{i}\right) \leftarrow \operatorname{Com}\left(\delta, S_{i}\right) ; \\ \pi \leftarrow \operatorname{SO} . \operatorname{Prove}\left(\delta, \widetilde{\operatorname{com}}, \widetilde{\tau}, \mathcal{Q}, S_{\text {output }}\right)\end{array}\right]=1$
where $\widetilde{\text { com }}=\left(\operatorname{com}_{1}, \cdots\right.$, com $\left._{m}\right)$ and $\widetilde{\tau}=\left(\tau_{1}, \cdots, \tau_{m}\right)$.
- Function Binding: For any PPT adversary $\mathcal{A}$, the probability that $\mathcal{A}$ wins the following game is negligible:

1. The challenger generates a CRS $\delta$ by running $\operatorname{Setup}\left(1^{\lambda}\right)$ and gives $\delta$ to the adversary $\mathcal{A}$.
2. The adversary $\mathcal{A}$ outputs a set of commitments $\left\{\operatorname{com}_{i}\right\}_{i \in[m]}$ and the following tuples:
(a) A series of (non-)membership query-proof tuples $\left\{\left(\operatorname{com}_{j}^{\prime}, x_{j}, v_{j}, \pi_{j}\right)\right\}_{j \in\left[n_{1}\right]}$, where $\operatorname{com}_{j}^{\prime} \in\left\{\operatorname{com}_{i}\right\}_{i \in[m]}$ (suppose that $\operatorname{com}_{j}^{\prime}=\operatorname{com}_{t_{j}}$ ).
(b) A series of set-operation query-proof tuples $\left\{\left(\widetilde{c o m}_{j}, \mathcal{Q}_{j}, S_{j}^{\prime}, \pi_{j}^{\prime}\right)\right\}_{j \in\left[n_{2}\right]}$, where $\widetilde{c o m}_{j}$ is a list of commitments contained in $\left\{\text { com }_{i}\right\}_{i \in[m]}$ (supposing that $\left.\widetilde{c o m}_{j}=\left(\operatorname{com}_{t_{j 1}}, \operatorname{com}_{t_{j 2}}, \cdots\right)\right)$.
3. The adversary $\mathcal{A}$ wins the game if the following hold:
(a) For each $j \in\left[n_{1}\right]$, Verify $\left(\operatorname{com}_{j}^{\prime}, x_{j}, v_{j}, \pi_{j}\right)=1$
(b) For each $j \in\left[n_{2}\right]$, SO.Verify $\left({\widetilde{\operatorname{com}_{j}}}_{j}, \mathcal{Q}_{j}, S_{j}^{\prime}, \pi_{j}^{\prime}\right)=1$.
(c) There do not exist sets $\left\{S_{i}\right\}_{i \in[m]}$ satisfying $S_{t_{j}}\left(x_{j}\right)=v_{j}$ for each $j \in$ $\left[n_{1}\right]$ and $\mathcal{Q}_{j}\left(\widetilde{S}_{j}\right)=S_{j}^{\prime}$ for each $j \in\left[n_{2}\right]$, where $\widetilde{S}_{j}=\left(S_{t_{j 1}}, S_{t_{j 2}}, \cdots\right)$.

- Zero-Knowledge: There exists a simulator Sim such that for any PPT adversary $\mathcal{A}$, the absolute value of the difference

$$
\begin{aligned}
& \operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{P}}\left(\delta, s t_{\mathcal{A}},\left\{\operatorname{com}_{i}\right\}_{i \in[m]}\right)=1 \left\lvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right), \\
\left(\left\{S_{i}\right\}_{i \in[m]}, s t_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
\text { for } i \in[m],\left(\operatorname{com}_{i}, \tau_{i}\right) \leftarrow \operatorname{Com}\left(\delta, S_{i}\right)
\end{array}\right.\right]- \\
& \operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{S}}\left(\delta, s t_{\mathcal{A}},\left\{\operatorname{com}_{i}\right\}_{i \in[m]}\right)=1 \left\lvert\, \begin{array}{c}
\left(\delta, s t_{\delta}\right) \leftarrow \operatorname{Sim}\left(1^{\lambda}\right), \\
\left(\left\{S_{i}\right\}_{i \in[m]}, s t_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
\left(\left\{\operatorname{com}_{i}\right\}_{i \in[m]}, s t_{S}\right) \leftarrow \operatorname{Sim}\left(\delta, m, s t_{\delta}\right)
\end{array}\right.\right]
\end{aligned}
$$

is negligible in $\lambda$, where $\mathcal{O}_{P}$ and $\mathcal{O}_{S}$ are defined as follows:
$\mathcal{O}_{P}:$ On input $\left(\right.$ com $\left._{i}, x\right)$ for some $i \in[m], \mathcal{O}_{P}$ outputs $\pi \leftarrow \operatorname{Prove}\left(\delta, \operatorname{com}_{i}, \tau_{i}, x, S_{i}(x)\right)$.
On input $(\widetilde{\text { com }}, \mathcal{Q})$ where $\widetilde{\text { com }}=\left(\right.$ com $_{t_{1}}, \cdots$, com $\left._{t_{n}}\right)$ for some $t_{1}, \cdots, t_{n} \in$ $[m], \mathcal{O}_{P}$ outputs $\pi \leftarrow \operatorname{SO}$. Prove $\left(\delta, \widetilde{\text { com }}, \widetilde{\tau}, \mathcal{Q}, \mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{n}}\right)\right)$ where $\widetilde{\tau}=$ $\left(\tau_{t_{1}}, \cdots, \tau_{t_{n}}\right)$. In other cases, $\mathcal{O}_{P}$ outputs $\perp$.
$\mathcal{O}_{S}:$ On input $\left(\operatorname{com}_{i}, x\right)$ for some $i \in[m], \mathcal{O}_{S}$ outputs $\pi \leftarrow \operatorname{Sim}\left(\delta, \operatorname{com}, s t_{S}, x, S_{i}(x)\right)$.
On input $(\widetilde{\text { com }}, Q)$ where $\widetilde{\text { com }}=\left(\right.$ com $_{t_{1}}, \cdots$, com $\left._{t_{n}}\right)$ for some $t_{1}, \cdots, t_{n} \in$ $[m], \mathcal{O}_{S}$ outputs $\pi \leftarrow \operatorname{Sim}\left(\delta, \widetilde{c o m_{c o m}^{s}}, s t_{S}, \mathcal{Q}, \mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{n}}\right)\right)$. In other cases, $\mathcal{O}_{S}$ outputs $\perp$.

### 4.2 Construction of ZKS with Set-Operation Queries

This subsection describes our construction of a ZKS scheme with set-operation queries. Our construction builds on the standard ZKS descirbed in Section.3.1. The Setup,Commit,Prove,Verify algorithms remain the same as Fig.5, and we only show how to construct SO.Prove and SO.Verify algorithms.
Combined Operations. In this paper, we denote a combined operation $\mathcal{Q}$ by a "circuit" of intersection " $\cap$ ", union " $\cup$ ", and set-difference " $\backslash$ ". Firstly, we demonstrate how to prove a basic set operation (namely the intersection, union or set-difference) on committed sets.
Algorithm for Intersection. Here we present a non-interactive protocol to prove that a commitment $\mathrm{C}_{I}$ commits to the intersection of two sets committed in $\mathrm{C}_{S_{1}}$ and $\mathrm{C}_{S_{2}}$. Our protocol satisfies a special-purpose knowledge soundness, which roughly ensures the following:

- If one can generate a membership proof showing that $x$ belongs to the set committed in $\mathrm{C}_{I}$, then the extractor can generate membership proofs showing that $x$ belongs to the sets committed in $\mathrm{C}_{S_{1}}$ and $\mathrm{C}_{S_{2}}$.
- If one can generate a non-membership proof showing that $x$ does not belong to the set committed in $C_{I}$, then the extractor can generate a nonmembership proof showing that $x$ does not belong to either the set committed in $\mathrm{C}_{S_{1}}$ or the set committed in $\mathrm{C}_{S_{2}}$

Follow the fact that, for any $S_{1}$ and $S_{2}$, proving $I=S_{1} \cap S_{2}$ only requires to show that $I$ is a subset of $S_{1}$ and $S_{2}$, and $J_{1}=S_{1} \backslash I, J_{2}=S_{2} \backslash I$ are disjointed. We construct the zero-knowledge protocol Intersection-NIZK shown in Fig. 8. For any set $S=\left\{x_{1}, \cdots, x_{m}\right\}$, we denote by $\mathcal{H}_{\text {prime }}(S)=\left\{\mathcal{H}_{\text {prime }}\left(x_{1}\right), \cdots, \mathcal{H}_{\text {prime }}\left(x_{m}\right)\right\}$.

## Protocol Intersection-NIZK

Common Input: $\delta=\left(\mathbb{G}, \mathrm{g}, B, \mathcal{H}_{\text {prime }}\right), \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{I}$;
Private Input for Prover: $S_{1}, S_{2}, I, \tau_{S_{1}}, \tau_{S_{2}}, \tau_{I}$ satisfying that
$\left(\mathrm{C}_{S_{1}}, \tau_{S_{1}}\right) \in \operatorname{Commit}\left(\delta, S_{1}\right) ;\left(\mathrm{C}_{S_{2}}, \tau_{S_{2}}\right) \in \operatorname{Commit}\left(\delta, S_{2}\right) ;$
$\left(\mathrm{C}_{I}, \tau_{I}\right) \in \operatorname{Commit}(\delta, I)$ and $S_{1} \cap S_{2}=I$.

## Prover:

1. Generate the commitments $C_{J_{1}}$ and $C_{J_{2}}$ to the sets $J_{1}=S_{1} \backslash I$ and $J_{2}=S_{2} \backslash I$.
2. Run $\pi_{1} \leftarrow \operatorname{NIZK}_{\text {pseudo-DDH }}\left(\mathrm{C}_{I}, \mathrm{C}_{J_{1}}, \mathrm{C}_{S_{1}}, 2^{\lambda} B\right)$ and $\pi_{2} \leftarrow \operatorname{NIZK}_{\text {pseudo-DDH }}\left(\mathrm{C}_{I}, \mathrm{C}_{J_{2}}, \mathrm{C}_{S_{2}}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
3. Run $\pi_{3} \leftarrow \operatorname{NIZK}_{\text {prime }}\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
4. Output $\pi=\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, \pi_{1}, \pi_{2}, \pi_{3}\right)$

Verifier: Output 1 iff. the proofs contained in $\pi$ are valid.
Fig. 8: Protocol Intersection-NIZK

Lemma 8. Intersection-NIZK is a zero-knowledge protocol, achieving a special purpose knowledge soundness defined as follows: There exists an extractor $E=$ $\left(E_{1}, E_{2}\right)$ such that for any prover $\mathcal{P}^{*}$ convincing the verifier with inverse-polynomial probability over input $\left(\delta, \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{I}\right), E_{1}^{\mathcal{P}^{*}}$ can extract $w$ in expected polynomial time such that the following holds:

1. On input $w, \mathrm{~g}_{a} \in \mathbb{G}$ and prime $p \in \mathbb{Z}$ satisfying $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{I}=\mathrm{g}_{a}^{p}$, $E_{2}\left(w,\left(\mathrm{~g}_{a}, p\right)\right)$ can output $\mathrm{g}_{b}$ and $\mathrm{g}_{c}$ such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$ and $\mathrm{C}_{S_{2}}=\mathrm{g}_{c}^{p}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ such that prime $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{I_{,}}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$, $E_{2}(w,(a, b, p))$ can output $a^{\prime}, b^{\prime} \in \mathbb{Z}$ such that $\mathrm{C}_{S_{1}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{g}$ or $\mathrm{C}_{S_{2}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{g}$.

Proof. Completeness directly follows the stucture of ZKS commitment, therefore we skip it here.

The simulator of the zero-knowledge property only needs to generate $\mathrm{C}_{J_{1}}=$ $\mathrm{g}^{r_{1}}$ and $\mathrm{C}_{J_{2}}=\mathrm{g}^{r_{2}}$ by sampling $r_{1}, r_{2} \stackrel{\&}{\leftarrow}\left[2^{\lambda} B\right]$, and generate $\pi_{1}, \pi_{2}, \pi_{3}$ using the simulator of $\mathrm{NIZK}_{\text {pseudo-DDH }}$ and $\mathrm{NIZK}_{\text {prime }}$. Then the zero-knowledge property follows from the fact that the distributions of $\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}$ generated by the simulator
are statistically indistinguishable from those generated by an honest prover and the zero-knowledge property of $\mathrm{NIZK}_{\text {pseudo-DDH }}$ and $\mathrm{NIZK}_{\text {prime }}$.

The proof of the special purpose knowledge soundness is as follows.
From the weak knowledge soundness of $\mathrm{NIZK}_{\text {pseudo-DDH }}, E_{1}$ can extract $w_{1}=\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$ such that $\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}\right|,\left|c_{2}\right| \leq$ $2^{6 \lambda} B^{2},\left|c_{3}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}, \mathrm{C}_{J_{1}}^{c_{2}}=\mathrm{g}^{a_{2} y}, \mathrm{C}_{S_{1}}^{c_{3}}=\mathrm{g}^{a_{3} x y}$; and $w_{2}=$ $\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$ such that $\left|a_{1}^{\prime}\right|,\left|a_{2}^{\prime}\right|,\left|a_{3}^{\prime}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}^{\prime}\right|,\left|c_{2}^{\prime}\right| \leq 2^{6 \lambda} B^{2}$, $\left|c_{3}^{\prime}\right| \leq 2^{8 \lambda} B^{3}$, and $C_{I}^{c_{1}^{\prime}}=\mathrm{g}^{a_{1}^{\prime} x^{\prime}}, \mathrm{C}_{J_{2}}^{c_{2}^{\prime}}=\mathrm{g}^{a_{2}^{\prime} y^{\prime}}, \mathrm{C}_{S_{3}}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$. From the weak knowledge soundness of $\mathrm{NIZK}_{\text {prime }}$, $E_{1}$ can extract $w_{3}=\left(t_{1}, t_{2}, c\right)$ such that $|c| \leq 2^{5 \lambda} B^{2}$ and $\mathrm{C}_{J_{1}}^{t_{1}} \mathrm{C}_{J_{2}}^{t_{2}}=\mathrm{g}^{c}$. Here, $E_{1}$ outputs $w=\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$.

Nextly, we show how $E_{2}$ works to conclude the proof:

1. On input $w, \mathrm{~g}_{a} \in \mathbb{G}$ and prime $p \in \mathbb{Z}$ satisfying $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{I}=\mathrm{g}_{a}^{p}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and parses $w_{1}$ as $\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}\right.$, $\left.c_{2}, c_{3}\right)$. Since $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}$, it follows that $\mathrm{g}_{a}^{c_{1} p}=\mathrm{g}^{a_{1} x}$. We claim that $p \mid a_{1} x$, otherwise, from Lemma.4, an attacker could easily find a $p$-root of $g$ and break the strong RSA assumption. Since $p$ is a prime larger than $a_{1}$, it follws that $p \mid x$ and $\mathrm{C}_{S_{1}}^{c_{3}}=\mathrm{g}^{a_{3} x y}=\left(\mathrm{g}^{a_{3} x_{p} y}\right)^{p}$ where $x_{p}=x / p \in \mathbb{Z}$. As $\operatorname{gcd}\left(p, c_{3}\right)=1$, from Lemma.4, $E_{2}$ can easily compute $\mathrm{g}_{b}$ from $\left(c_{3}, \mathrm{~g}^{a_{3} x y / p}\right)$ such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$. Using the same strategy, $E_{2}$ can also compute $\mathrm{g}_{c}$ such that $\mathrm{C}_{S_{2}}=\mathrm{g}_{c}^{p}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ satisfying that $p$ is a prime larger than $2^{8 \lambda} B^{3}$ and $\mathrm{C}_{I}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and further parses $w_{1}$ as $\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$. We claim that $\operatorname{gcd}(p, x)=1$, since it is known that $\mathrm{C}_{I}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$ and $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}$; otherwise, an attacker could easily break the strong RSA assumption. If $\operatorname{gcd}(p, y)=1$ (or equivalently, $\operatorname{gcd}\left(p, a_{3} x y\right)=1$ ), $E_{2}$ can easily find integers $\alpha, \beta$ satisfying $\alpha p+\beta a_{3} x y=1$, and output $a^{\prime}=\beta c_{3}$ and $b^{\prime}=\alpha$ such that $\mathrm{C}_{S_{1}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{C}_{S_{1}}^{\beta c_{3}} \mathrm{~g}^{\alpha p}=\mathrm{g}^{\beta a_{3} x y} \mathrm{~g}^{\alpha p}=\mathrm{g}$. Similarly, parsing $w_{2}=\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$, if $\operatorname{gcd}\left(p, y^{\prime}\right)=1, E_{2}$ can also compute $a^{\prime}, b^{\prime} \in \mathbb{Z}$ such that $\mathrm{C}_{S_{2}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{g}$. The construction of $E_{2}$ concludes by claiming that at least one of the $\operatorname{gcd}(p, y)=1, \operatorname{gcd}\left(p, y^{\prime}\right)=1$ must happen. Otherwise, an attacker could easily break the strong RSA assumption as follows: Since $p$ is a large prime and $\operatorname{gcd}(p, y) \neq 1, \operatorname{gcd}\left(p, y^{\prime}\right) \neq 1$, it follows that $p|y, p| y^{\prime}$. Then, from Lemma. 4 and the fact $\mathrm{C}_{J_{1}}^{c_{2}}=\mathrm{g}^{a_{2} y}, \mathrm{C}_{J_{2}}^{c_{2}^{\prime}}=\mathrm{g}^{a_{2}^{\prime} y^{\prime}}$, it can compute $\mathrm{h}_{1}, \mathrm{~h}_{2}$ such that $\mathrm{C}_{J_{1}}=\mathrm{h}_{1}^{p}$ and $\mathrm{C}_{J_{2}}=\mathrm{h}_{2}^{p}$. Subsequently, from Lemma. 4 and the fact $C_{J_{1}}^{t_{1}} \mathrm{C}_{J_{2}}^{t_{2}}=\mathrm{g}^{c}$ where $w_{3}=\left(t_{1}, t_{2}, c\right)$, it can compute h such that $\mathrm{h}^{p}=\mathrm{g}$, breaking the strong RSA assumption.

Algorithm for Union. Herein we present a non-interactive protocol to prove that a commitment $\mathrm{C}_{U}$ commits to the union of two sets committed in $\mathrm{C}_{S_{1}}$ and $\mathrm{C}_{S_{2}}$. Our protocol satisfies a special-purpose knowledge soundness, which roughly ensures the following:

- If one can generate a membership proof showing that $x$ belongs to the set committed in $\mathrm{C}_{U}$, the extractor can generate a membership proof showing that $x$ belongs to the set committed in either $\mathrm{C}_{S_{1}}$ or $\mathrm{C}_{S_{2}}$.
- If one can generate a non-membership proof showing that $x$ does not belong to the set committed in $\mathrm{C}_{I}$, then the extractor can generate non-membership proofs showing that $x$ does not belong to the sets committed in $\mathrm{C}_{S_{1}}$ and $\mathrm{C}_{S_{2}}$.
We construct the zero-knowledge protocol Union-NIZK in Fig. 9.


## Protocol Union-NIZK

Common Input: $\delta=\left(\mathbb{G}, \mathrm{g}, B, \mathcal{H}_{\text {prime }}\right), \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{U}$;
Private Input for Prover: $S_{1}, S_{2}, U, \tau_{S_{1}}, \tau_{S_{2}}, \tau_{U}$ satisfying that
$\left(\mathrm{C}_{S_{1}}, \tau_{S_{1}}\right) \in \operatorname{Commit}\left(\delta, S_{1}\right) ;\left(\mathrm{C}_{S_{2}}, \tau_{S_{2}}\right) \in \operatorname{Commit}\left(\delta, S_{2}\right) ;\left(\mathrm{C}_{U}, \tau_{U}\right) \in$
$\operatorname{Commit}(\delta, U)$ and $S_{1} \cup S_{2}=U$.
Prover

1. Generates the commitment $\mathrm{C}_{I}, \mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}$ to the sets $I=S_{1} \cap S_{2}, J_{1}=U \backslash S_{1}, J_{2}=U \backslash S_{2}$.
2. Run $\pi_{1} \leftarrow \mathrm{NIZK}_{\text {pseudo }-D D H}\left(\mathrm{C}_{I}, \mathrm{C}_{J_{1}}, \mathrm{C}_{S_{2}}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
3. Run $\pi_{2} \leftarrow \operatorname{NIZK}_{\text {pseudo-DDH }}\left(\mathrm{C}_{S_{1}}, \mathrm{C}_{J_{1}}, \mathrm{C}_{U}, 2^{\lambda} B\right)$ and $\pi_{3} \leftarrow \operatorname{NIZK}_{\text {pseudo-DDH }}\left(\mathrm{C}_{S_{2}}, \mathrm{C}_{J_{2}}, \mathrm{C}_{U}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
4. Output $\pi=\left(\mathrm{C}_{I}, \mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, \pi_{1}, \pi_{2}, \pi_{3}\right)$

Verifier: Output 1 iff. the proofs contained in $\pi$ are valid.
Fig. 9: Protocol Union-NIZK

Lemma 9. Union-NIZK is a zero-knowledge protocol, achieving a special purpose knowledge soundness defined as follows: There exists an extractor $E=\left(E_{1}, E_{2}\right)$ such that for any prover $\mathcal{P}^{*}$ convincing the verifier with inverse-polynomial probability over input $\left(\delta, \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{I}\right), E_{1}^{\mathcal{P}^{*}}$ can extract $w$ within an expected time such that the following hold:

1. On input $w$ and $\mathrm{g}_{a} \in \mathbb{Z}$ and prime $p$ satisfying $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{U}=\mathrm{g}_{a}^{p}$, $E_{2}\left(w,\left(\mathrm{~g}^{a}, p\right)\right)$ can output $\mathrm{g}_{b}$ such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$ or $\mathrm{C}_{S_{2}}=\mathrm{g}_{b}^{p}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ such that prime $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{U}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$, $E_{2}(w,(a, b, p))$ can output $a^{\prime}, b^{\prime}, a^{\prime \prime}, b^{\prime \prime} \in \mathbb{Z}$ such that $\mathrm{C}_{S_{1}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{g}$ and $\mathrm{C}_{S_{2}}^{a^{\prime \prime}} \cdot \mathrm{g}^{b^{\prime \prime} p}=\mathrm{g}$.
The proof of this lemma is similar to Lemma.8. We defer it to Supplementary Material.D.

Algorithm for Set-Difference. We present a non-interactive protocol to prove that the difference $D$ between two sets $S_{1}, S_{2}$ committed in $\mathrm{C}_{S_{1}}$ and $\mathrm{C}_{S_{2}}$ (i.e., $D=$ $S_{1} \backslash S_{2}$ ) is committed in C ${ }_{D}$. Our protocol satisfyies a special-purpose knowledge soundness, which roughly ensures the following:

- If one can generate a membership proof showing that $x$ belongs to the set committed in $C_{D}$, the extractor can generate a membership proof showing that $x$ belongs to the set committed in $C_{S_{1}}$ and a non-membership proof showing that $x$ doesn't belong to the set committed in $\mathrm{C}_{S_{2}}$.
- If one can generate a non-membership proof showing that $x$ does not belong to the set committed in $\mathrm{C}_{D}$, the extractor can generate a non-membership proof showing that $x$ does not belong to the set committed in $\mathrm{C}_{S_{1}}$ or a membership proof showing that $x$ belongs to the set committed in $\mathrm{C}_{S_{2}}$.
We construct the zero-knowledge protocol Difference-NIZK in Fig. 10.


## Protocol Difference-NIZK

Common Input: $\delta=\left(\mathbb{G}, \mathrm{g}, B, \mathcal{H}_{\text {prime }}\right), \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{D}$;
Private Input for Prover: $S_{1}, S_{2}, S_{D}, \tau_{S_{1}}, \tau_{S_{2}}, \tau_{D}$ satisfying that
$\left(\mathrm{C}_{S_{1}}, \tau_{S_{1}}\right) \in \operatorname{Commit}\left(\delta, S_{1}\right) ;\left(\mathrm{C}_{S_{2}}, \tau_{S_{2}}\right) \in \operatorname{Commit}\left(\delta, S_{2}\right) ;\left(\mathrm{C}_{D}, \tau_{D}\right) \in$
Commit $(\delta, D)$ and $S_{1} \backslash S_{2}=D$.
Prover:

1. Generate the commitments $\mathrm{C}_{I}, \mathrm{C}_{J}$ to the sets $I=S_{1} \cap S_{2}, J=S_{2} \backslash I$.
2. Run $\pi_{1} \leftarrow \operatorname{NIZK}_{\text {pseudo }-D D H}\left(\mathrm{C}_{I}, \mathrm{C}_{D}, \mathrm{C}_{S_{1}}, 2^{\lambda} B\right)$ and $\pi_{2} \leftarrow \operatorname{NIZK}_{\text {pseudo-DDH }}\left(\mathrm{C}_{I}, \mathrm{C}_{J}, \mathrm{C}_{S_{2}}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
3. Run $\pi_{3} \leftarrow \operatorname{NIZK}_{\text {prime }}\left(\mathrm{C}_{D}, \mathrm{C}_{S_{2}}, 2^{\lambda} B\right)$ using the required witness contained in the opening information.
4. Output $\pi=\left(\mathrm{C}_{I}, \mathrm{C}_{J}, \pi_{1}, \pi_{2}, \pi_{3}\right)$

Verifier: Output 1 iff. the proofs contained in $\pi$ are valid.

Fig. 10: Protocol Difference-NIZK

Lemma 10. Difference-NIZK is a zero-knowledge protocol, achieving a special purpose knowledge soundness defined as follows: There exists a extractor $E=$ $\left(E_{1}, E_{2}\right)$ such that for any prover $\mathcal{P}^{*}$ convincing the verifier with inverse-polynomial probability over input $\left(\delta, \mathrm{C}_{S_{1}}, \mathrm{C}_{S_{2}}, \mathrm{C}_{D}\right), E_{1}^{\mathcal{P}^{*}}$ can extract $w$ such that the following holds:

1. On input $w, \mathrm{~g}_{a} \in \mathbb{G}$ and prime $p \in \mathbb{Z}$ such that $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{D}=\mathrm{g}_{a}^{p}$, $E_{2}\left(w,\left(\mathrm{~g}_{a}, p\right)\right)$ can output $\mathrm{g}_{b}$ and $a, b$ such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$ and $\mathrm{C}_{S_{2}}^{a} \mathrm{~g}^{p b}=\mathrm{g}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ such that prime $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{D}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$, $E_{2}(w,(a, b, p))$ can output $\mathrm{g}_{a}$ or $a^{\prime}, b^{\prime}$ such that $\mathrm{C}_{S_{2}}=\mathrm{g}_{a}^{p}$ or $\mathrm{C}_{S_{1}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=g$.

The proof of this lemma is similar to Lemma.8, and we defer it to Supplementary Material.D.

Algorithm for Combined Operations. Using above algorithms, we now construct the SO.Prove and SO.Verify algorithms to conclude the construction of

ZKS with set-operation queries. Remind that a combined operation $\mathcal{Q}$ is a circuit comprised of gates and wires. Each gate corresponds to an intersection, union, or set difference operation. Just like in Boolean circuits, when given a string as input, each wire in Boolean circuit has a deterministic bit in $\{0,1\}$. Each wire in the set-operation circuit corresponds to a deterministic set when provided with a specific input.

Therefore, to prove that a combined operation $\mathcal{Q}$ on (committed) sets is performed honestly, we only need to show that each gate in $\mathcal{Q}$ is performed honestly, i.e., for each gate corresponding a basic set operation, the (committed) set corresponding to the output wire is the result of applying this set operation to the (committed) sets corresponding to the input wires.

Without loss of generality, assume that the gates of $\mathcal{Q}$ are numbered based on their execution order. That is to say, the input wires of the gate $i$ are either the output wire of some wire $j<i$ or an input wire of $\mathcal{Q}$, and the output wire of the last gate is also the output wire of $\mathcal{Q}$. The protocol is shown in Fig.11:

Theorem 3. The algorithms (Setup, Com, Prove, Verify) in Fig. 5 together with the algorithms (SO.Prove, SO.Verify) in Fig. 11 consist a ZKS with set-operation queries in the generic group model and random oracle model.

Proof. Completeness is oblivious.
To prove the function binding property, we will show the existence of a extractor $E$ satisfying that, for any PPT adversary $\mathcal{A}$ generating a series of valid query-proof tuples with a noticeable probability, $E$ can either extract a series of sets satisfying all queries or break the strong RSA assumption. Here, $E$ is constructed as follows.

1. First, $E$ invokes $\mathcal{A}$ to obtain $m$ commitments, $\mathrm{C}_{1}, \cdots, \mathrm{C}_{m}$. Then, $E$ initializes $2 m+1$ sets, labeled as $S_{0}, S_{1}, S_{1}^{\prime}, \cdots, S_{m}, S_{m}^{\prime}$. Here, $S_{0}$ is used to record all the elements $x$ appearing in the query-proof queries generated by $\mathcal{A}$ (including the elements in the output set of a set-operation query). In addition, for any $i \in[m], S_{i}$ is the sets of elements that, believed by $E$, are contained in the set committed in $\mathrm{C}_{i} ; S_{i}^{\prime}$ is the sets of elements that, believed by $E$, are not contained in the set committed in $\mathrm{C}_{i}$. Here, $E$ invokes $\mathcal{A}$ to obtain the query-proof tuples and adds all appearing elements to $S_{0}$.
2. For each membership proof proving that $x$ belongs to the set committed in $\mathrm{C}_{i}, E$ adds $x$ to $S_{i}$, and extracts and records the tuple ( $x, \mathrm{~g}_{x}, p, \mathrm{C}_{i}$ ) from the proof such that $\mathrm{g}_{x}^{p}=\mathrm{C}_{i}$ and $p=\mathcal{H}_{\text {prime }}(x)$. (The extraction of the tuple is trivial). We call such a tuple as membership tuple. For each nonmembership proof proving that $x$ does not belong to the set committed in $\mathrm{C}_{i}$, $E$ adds $x$ to $S_{i}^{\prime}$, and extracts and records $\left(x, a, b, p, \mathrm{C}_{i}\right)$ such that $\mathrm{C}_{i}^{a} \mathrm{~g}^{p b}=\mathrm{g}$ and $p=\mathcal{H}_{\text {prime }}(x)$. We call such a tuple as non-membership tuple. Furthmore, for each set-operation query-proof tuple, $E$ uses the extractors $E_{1}$ of Intersection-NIZK, Union-NIZK and Difference-NIZK to extract the corresponding $w$.
3. For each element $x \in S_{0}, E$ applies the following. For each set-operation query-proof tuple, if $x$ belongs to the output set $S_{\text {output }}$ whose commitment

## Algorithm for Verifiable Combined Operations

SO.Prove $\left(\delta, \widetilde{c o m}, \widetilde{\tau}, \mathcal{Q}, S_{\text {output }}\right)$ : On input the $\operatorname{CRS} \delta$, the list of commitments and the associated opening information $\widetilde{c o m}=\left(\mathrm{C}_{1}, \cdots, \mathrm{C}_{m}\right), \widetilde{\tau}=\left(\tau_{1}, \cdots, \tau_{m}\right)$ where $\left(\mathrm{C}_{i}, \tau_{i}\right) \in \operatorname{Com}\left(\delta, S_{i}\right)$, a combined operation $\mathcal{Q}$ and the target output set $S_{\text {output }}$. SO.Prove runs as follows.

1. Recover the sets $\left\{S_{i}\right\}_{i \in[m]}$ from the opening information. Regard $\mathcal{Q}$ as a "circuit" and let $l$ be the number of gates. Run $\mathcal{Q}\left(S_{1}, \cdots, S_{m}\right)$ to obtain the sets $S_{1}^{\prime}, \cdots, S_{l}^{\prime}$ corresponding to the output wires of $l$ gates in $\mathcal{Q}$ (note that $S_{l}^{\prime}=S_{\text {output }}$ ). Generate the commitments $\mathrm{C}_{1}^{\prime}, \cdots, \mathrm{C}_{l}^{\prime}$ to the sets $S_{1}^{\prime}, \cdots, S_{l}^{\prime}$. (Note that the sets corresponding to the input wires of circuit are already committed by $\left\{\mathrm{C}_{i}\right\}_{i \in[m]}$.
2. For each gate $i$, suppose $S_{a_{i}}, S_{b_{i}}$ are the sets corresponding to its input wires, $S_{c_{i}}$ is the set corresponding to its output wire and $\mathrm{C}_{a_{i}}, \mathrm{C}_{b_{i}}, \mathrm{C}_{c_{i}}$ are their commitments.
(a) If the gate corresponds to "interaction", SO.Prove runs

(b) If the gate corresponds to "union", SO.Prove runs $\pi_{i} \leftarrow$ Union- $\operatorname{NIZK}\left(\delta, \mathrm{C}_{a_{i}}, \mathrm{C}_{b_{i}}, \mathrm{C}_{c_{i}}\right)$.
(c) If the gate corresponds to "set-difference", SO.Prove runs $\pi_{i} \leftarrow \operatorname{Difference-NIZK}\left(\delta, \mathrm{C}_{a_{i}}, \mathrm{C}_{b_{i}}, \mathrm{C}_{c_{i}}\right)$.
3. Output $\pi=\left(\mathrm{C}_{1}^{\prime}, \cdots, \mathrm{C}_{l}^{\prime}, \pi_{1}, \cdots, \pi_{l}, \tau_{l}^{\prime}\right)$, where $\tau_{l}^{\prime}$ is the opening information of $\mathrm{C}_{l}^{\prime}$.

SO.Verify $\left(\delta, \widetilde{\text { com }}, \mathcal{Q}, S_{\text {output }}, \pi\right)$ : Parse $\pi$ as $\left(\mathrm{C}_{1}^{\prime}, \cdots, \mathrm{C}_{l}^{\prime}, \pi_{1}, \cdots, \pi_{l}, \tau_{l}^{\prime}\right)$. Regard $\mathcal{Q}$ as a "circuit" in the same way as the prover. For each gate $i$, suppose $\mathrm{C}_{a_{i}}, \mathrm{C}_{b_{i}}$ are the commitments that commit to the sets corresponding to the input wires and $\mathrm{C}_{c_{i}}$ is the commitment that commits to the set corresponding to the output wire. If this gate corresponds to "interaction" (resp. "union", "set-difference"), check whether $\pi_{i}$ is a valid Intersection-NIZK (resp. Union-NIZK, Difference-NIZK) proof over the statement $\delta, \mathrm{C}_{a_{i}}, \mathrm{C}_{b_{i}}, \mathrm{C}_{c_{i}}$. Use $\tau_{l}^{\prime}$ to check whether $\mathrm{C}_{l}^{\prime}$ is a commitment to the set $S_{\text {output }}$. Output 1 iff. all checks pass.

Fig. 11: Protocol for Verifiable Combined Operations
is $\mathrm{C}_{l}^{\prime}, E$ can obtain a membership tuple $\left(x, \mathrm{~g}_{x}, p, \mathrm{C}_{l}^{\prime}\right)$ from proof. On the other hand, if $x$ does not belong to the output set, then $E$ can obtain a nonmembership tuple $\left(x, a, b, p, \mathrm{C}_{l}^{\prime}\right)$. According to the special purpose knowledge soundness of Intersection-NIZK, Union-NIZK, and Difference-NIZK, for each gate, when given a (non-)membership tuple associated to the output wires (we call a (non-)membership tuple associated to a wire if the commitment in this tuple is the one committing to the set corresponding to this wire),
one can extract one or two (non-)membership tuples associated to the input wires. $E$ can hence recursively obtain a series of tuples associated to input wires of the combined operation. As a result, for each obtained tuple of the form $\left(x, \mathrm{~g}^{\prime}, p, \mathrm{C}_{i}\right), E$ adds $x$ to $S_{i}$, and for each obtained tuple of the form $\left(x, a, b, p, \mathrm{C}_{i}\right), E$ adds $x$ to $S_{i}^{\prime}$.
4. If there are no contradictions (that is, there are no elements $x$ and $i \in$ [ $m$ ] such that $x \in S_{i} \wedge x \in S_{i}^{\prime}$ ), then $E$ outputs $S_{1}, \cdots, S_{m}$. Otherwise, it means that there exists $\left(x, \mathrm{~g}_{x}, p, \mathrm{C}_{i}\right)$ and $\left(x, a, b, p, \mathrm{C}_{i}\right)$ such that $\mathrm{g}_{x}^{p}=\mathrm{C}_{i}$ and $\mathrm{C}_{i}^{a} \mathrm{~g}^{p b}=\mathrm{g}$, breaking the strong RSA Assumption.

Now we only need to show that the sets $S_{1}, \cdots, S_{m}$ outputted by $E$ satisfy all queries. From step 2, we can see that these sets already satisfy the (non)membership queries. As for set-operation queries, we need to show that: For each set-operation query-proof $\left(\mathrm{C}_{t_{1}}, \cdots, \mathrm{C}_{t_{k}}, \mathcal{Q}, S_{\text {output }}, \pi\right), \mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{k}}\right)=$ $S_{\text {output }}$.

Let $l$ be the number of the gates of $\mathcal{Q}$, parse $\pi$ as $\left(\mathrm{C}_{1}^{\prime}, \cdots, \mathrm{C}_{l}^{\prime}, \pi_{1}, \cdots, \pi_{l}, \tau_{l}^{\prime}\right)$. Run $\mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{k}}\right)$ to obtain the sets $S_{1}^{\prime}, \cdots, S_{l}^{\prime}$ correspnding to the output wires of the gates in $\mathcal{Q}$ (thus, $S_{l}^{\prime}=\mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{k}}\right)$ ). Denote by $\left(S_{1}^{\prime \prime}, \cdots, S_{k+l}^{\prime \prime}\right)=$ $\left(S_{t_{1}}, \cdots, S_{t_{k}}, S_{1}^{\prime}, \cdots, S_{l}^{\prime}\right)$ and ( $\left.\mathrm{C}_{1}^{\prime \prime}, \cdots, \mathrm{C}_{k+l}^{\prime \prime}\right)=\left(\mathrm{C}_{t_{1}}, \cdots, \mathrm{C}_{t_{k}}, \mathrm{C}_{1}^{\prime}, \cdots, \mathrm{C}_{l}^{\prime}\right)$. Remind that $E$ will extract lots of tuples associated to the wires in $\mathcal{Q}$ in step 3. Here, we recursively prove the following statements are true for each $i \in[k+l]$ :

For each $x \in S_{0}$, if $E$ used to extract a tuple of the form $\left(x, \mathrm{~g}^{\prime}, p, \mathrm{C}_{i}^{\prime \prime}\right)$ in step 3, then $x \in S_{i}^{\prime \prime}$; And if $E$ used to extract a tuple of the form $\left(x, a, b, p, \mathrm{C}_{i}^{\prime \prime}\right)$ in step 3 , then $x \notin S_{i}^{\prime \prime}$.

Firstly, from the definition of $S_{1}, \cdots, S_{m}$, above statements are true for $i \in[k]$. Suppose above statements are true for $i \in[k+t-1]$. Then for gate $t$ with sets $S_{j_{1}}^{\prime \prime}, S_{j_{2}}^{\prime \prime}\left(j_{1}, j_{2} \leq k+t-1\right)$ corresponding to the input wires, if the gate corresponding to "interactive" and $\left(x, \mathrm{~g}_{a}, p, \mathrm{C}_{k+t}^{\prime \prime}\right)\left(\mathrm{resp} .\left(x, a, b, p, \mathrm{C}_{k+t}^{\prime \prime}\right)\right)$ is extracted, then from the knowledge soundness of Intersection-NIZK, $\left(x, \mathrm{~g}_{b}, p, \mathrm{C}_{j_{1}}^{\prime \prime}\right)$ and $\left(x, \mathrm{~g}_{c}, p, \mathrm{C}_{j_{2}}^{\prime \prime}\right)$ (resp. $\left(x, a^{\prime}, b^{\prime}, \mathrm{C}_{j_{1}}^{\prime \prime}\right)$ or $\left.\left(x, a^{\prime}, b^{\prime}, \mathrm{C}_{j_{2}}^{\prime \prime}\right)\right)$ are extracted by $E$. Since $j_{1}, j_{2} \leq k+t-1$, it follows that $x \in S_{j_{1}}^{\prime \prime}, x \in S_{j_{2}}^{\prime \prime}\left(\right.$ resp. $x \notin S_{j_{1}}^{\prime \prime}$ or $\left.x \notin S_{j_{2}}^{\prime \prime}\right)$, and therefore $x \in S_{k+t}^{\prime \prime}=S_{j_{1}}^{\prime \prime} \cap S_{j_{2}}^{\prime \prime}$ (resp. $x \notin S_{k+t}^{\prime \prime}=S_{j_{1}}^{\prime \prime} \cap S_{j_{2}}^{\prime \prime}$ ). The case that gate $t$ corresponds to "union" or "set-difference" can be proved similarly. Therefore above statement is also true for $i=k+t$. Recursively, the above statements are true for each $i \in[k+l]$. Note that $S_{k+l}^{\prime \prime}$ is the output set. Remind that if $x \in S_{\text {output }}$ (resp. $x \notin S_{\text {output }}$ ), $E$ will extract ( $x, \mathrm{~g}^{\prime}, p, \mathrm{C}_{l+k}^{\prime \prime}$ ) (resp. $\left.\left(x, a, b, p, \mathrm{C}_{l+k}^{\prime \prime}\right)\right)$, which means that $x \in S_{k+l}^{\prime \prime}\left(\right.$ resp. $\left.x \notin S_{m+l}^{\prime \prime}\right)$. Therefore we have $\mathcal{Q}\left(S_{t_{1}}, \cdots, S_{t_{k}}\right)=S_{l}^{\prime}=S_{k+l}^{\prime \prime}=S_{\text {output }}$, which concludes the proof of function binding.

For the zero-knowledge property, due to that the distribution of the ZKS commitment is statistically indistinguishable from $\left\{\mathrm{g}^{r} \mid r \leftarrow\left[2^{\lambda} B\right]\right\}$, the simulator can sample element from $\left\{\mathrm{g}^{r} \mid r \leftarrow\left[2^{\lambda} B\right]\right\}$ as the commitments and then use the simulators of Intersection-NIZK, Union-NIZK and Difference-NIZK to conclude the simulations.

Remark 2. One can use the randomness $r_{l}^{\prime}$ applied in the commitment $\mathrm{C}_{l}^{\prime}$ to replace the opening information $\tau_{l}^{\prime}$, which is also sufficient to check whether $\mathrm{C}_{l}^{\prime}$ is a commitment to $S_{\text {output }}$. Therefore the proof size of a set-operation query is only linear in the size of combined operation $\mathcal{Q}$ and the length of elements in $S$.

## 5 Zero-Knowledge Functional Elementary Databases

This section consists of three parts. Firstly, we discribe the difinition of ZKFEDBs. Secendly, we show how to transform a Boolean circuit query into a set-operation query on related sets. Finially we show how to construct a ZKFEDBs from standard ZE-EDBs and ZKS with set-operation queries.

### 5.1 Definition of Zero-Knowledge Functional Elementary Databases

Informally, a ZK-FEDB allows one to commit an elementary database $D$ of keyvalue pairs $(x, v)$ and then, for any Boolean circuit $f$, convincingly answer the queries in the form of "send me all records $(x, v)$ in D satisfying $f(x, v)=1$ ". Here we write the output database as $D(f)$ (i.e., $D(f)=\{(x, v) \in D \mid f(x, v)=1\}$ ) and regard the membership queries (supported by the standard ZK-EDB) as a type of special function query.

Definition 3 (Zero-Knowledge Functional Elementary Databases). $A$ Zero-Knowledge Functional Elementary Database consists of four algorithms (Setup, Com, Prove, Verify),

- $\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right):$ On input a security parameter $1^{\lambda}$, Setup outputs a random string (or a structured reference string) $\delta$ as the CRS.
- $(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, D):$ On input a CRS $\delta$ and an elementary database $D$, Com outputs a commitment of database com and opening information $\tau$.
- $\pi \leftarrow \operatorname{Prove}\left(\delta\right.$, com $\left., \tau, f, D_{\text {output }}\right):$ On input the CRS $\delta$, the database commitment and the associated opening information (com, $\tau$ ), a Boolean circuit $f$, and the target output $D_{\text {output }}$, Prove outputs a proof $\pi$ for $D_{\text {output }}=D(f)$.
- $0 / 1 \leftarrow \operatorname{Verify}\left(\delta\right.$, com, $\left.f, D_{\text {output }}, \pi\right)$ : On input the CRS $\delta$, the commitment com, the boolean circuit $f$, the target output $D_{\text {output }}$ and the proof $\pi$, Verify accepts or rejects.

It satisfies the following three properties:

- Completeness: For any elementary database $D$ and any Boolean circuit $f$,

$$
\operatorname{Pr}\left[\operatorname{Verify}(\delta, \operatorname{com}, f, D(f), \pi)=1 \left\lvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) ;(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, D) ; \\
\pi \leftarrow \operatorname{Prove}(\delta, \operatorname{com}, \tau, f, D(f))
\end{array}\right.\right]=1
$$

- Function binding: For any PPT adversary $\mathcal{A}$, the probability that $\mathcal{A}$ wins in the following game is negligible:

1. The challenger generates a CRS $\delta$ by running Setup $\left(1^{\lambda}\right)$ and gives $\delta$ to adversary $\mathcal{A}$.
2. The adversary $\mathcal{A}$ outputs a commitment com and a series of function query-proof tuples $\left\{\left(f_{i}, D_{i}, \pi_{i}\right)\right\}_{i \in[n]}$.
3. The adversary $\mathcal{A}$ wins the game if the following hold: a) For each $i \in[n]$, $\operatorname{Verify}\left(\delta\right.$, com $\left., f_{i}, D_{i}, \pi_{i}\right)=1$ and b) there does not exist a database $D$ satisfying $D\left(f_{i}\right)=D_{i}$ for each $i \in[n]$.

- Zero-Knowledge: There exists a simulator Sim such that for any PPT adversary $\mathcal{A}$, the absolute value of the difference

$$
\left.\begin{array}{l}
\operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{P}}\left(\delta, s t_{\mathcal{A}}, \operatorname{com}\right)=1 \left\lvert\, \begin{array}{c}
\delta \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),\left(D, s t_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
(\operatorname{com}, \tau) \leftarrow \operatorname{Com}(\delta, D)
\end{array}\right.\right]- \\
\operatorname{Pr}\left[\mathcal{A}^{\mathcal{O}_{S}}\left(\delta, s t_{\mathcal{A}}, \operatorname{com}\right)=1 \left\lvert\, \begin{array}{c}
\left.\delta, s t_{\delta}\right) \leftarrow \operatorname{Sim}\left(1^{\lambda}\right),\left(D, s t_{\mathcal{A}}\right) \leftarrow \mathcal{A}(\delta), \\
\left(\operatorname{com}, s t_{S}\right) \leftarrow \operatorname{Sim}\left(\delta, s t_{\delta}\right)
\end{array}\right.\right]
\end{array}\right] .
$$

is negligible in $\lambda$. where $\mathcal{O}_{P}$ and $\mathcal{O}_{S}$ are defined as follows:
$\mathcal{O}_{P}:$ On input a Boolean circuit $f, \mathcal{O}_{P}$ outputs $\pi \leftarrow \operatorname{Prove}(\delta$, com, $\tau, f, D(f))$.
$\mathcal{O}_{S}$ : On input a Boolean circuit $f, \mathcal{O}_{S}$ outputs $\pi \leftarrow \operatorname{Sim}\left(s t_{S}, f, D(f)\right)$.

### 5.2 Circuit Transformation

In this subsection, we show how to transform a Boolean circuit query into a set-operation query.

Roughly, we construct a deterministic algorithm that on input a Boolean circuit $f$ output a combined operation $\mathcal{Q}$ (a 'circuit' of unions, intersections and setdifferences) such that, the set of keys belonging to the output dabases of querying Boolean circuit $f$, (i.e., $\{x \mid \exists v,(x, v) \in D \wedge f(x, v)=1\}$ ) equals to the output of combined operation $\mathcal{Q}$ on the corresponding related sets $\left\{S_{i}^{b}\right\}_{b \in[0,1], i \in[n]}$, which are defined as follows:

$$
S_{i}^{b}=\{x \in \operatorname{Sup}(D) \mid \text { the } i \text {-th bit of " } x \| v \text { " is } b\} .
$$

The construction of above deterministic algorithm is as follows.
Algorithm $Q \leftarrow \operatorname{Tran}(f)$ : On input the boolean circuit $f:\{0,1\}^{n} \rightarrow\{0,1\}$, $\operatorname{Tran}(f)$ outputs $\mathcal{Q}$, a combined operation having an input of $2 n$ sets $\left(S_{1}^{0}, S_{1}^{1}\right.$, $\cdots, S_{n}^{0}, S_{n}^{1}$ ), and outputs a set $S^{\prime}$. Here, $\mathcal{Q}$ is constructed as follows:

Tran first associates the $i$-th input wires of $f$ with the two sets $\left(S_{i}^{0}, S_{i}^{1}\right)$. Supposing that $f$ contains $l$ gates $\left(n_{1}, \cdots, n_{l}\right)$, without loss of generality, we require the input wires of $n_{i}$ to be either the input wires of $f$ or the output wires of gates $\left(n_{1}, \cdots, n_{i-1}\right)$, and the output of gate $n_{l}$ is also the output of $f$. Then for $i$ from 1 to $l$, we have the following:

1. If gate $n_{i}$ is "AND" gate, and the sets associated with the two input wires are $\left(S_{\text {input1 }}^{0}, S_{\text {input } 1}^{1}\right),\left(S_{\text {input } 2}^{0}, S_{\text {input } 2}^{1}\right)$, then denote the sets associated with the output wire as $\left(S_{\text {input } 1}^{1} \cap S_{\text {input } 2}^{1}, S_{\text {input } 1}^{0} \cup S_{\text {input } 2}^{0}\right)$.
2. If gate $n_{i}$ is "OR" gate, and the sets associated with the two input wires are $\left(S_{\text {input } 1}^{0}, S_{\text {input } 1}^{1}\right),\left(S_{\text {input } 2}^{0}, S_{\text {input } 2}^{1}\right)$, then denote the sets associated with the output wire as $\left(S_{\text {input } 1}^{1} \cup S_{\text {input } 2}^{1}, S_{\text {input } 1}^{0} \cap S_{\text {input } 2}^{0}\right)$.
3. If gate $n_{i}$ is "NOT" gate, and the sets associated with the two input wires are $\left(S_{\text {input }}^{0}, S_{\text {input }}^{1}\right)$, then denote the sets associated with the output wire as ( $S_{\text {input }}^{1}, S_{\text {input }}^{0}$ ).

Supposing that $\left(S^{0}, S^{1}\right)$ are the sets associated with the output wire of gate $n_{l}$, $\mathcal{Q}$ outputs $S^{1}$ (now $S^{1}$ is a set-operation formula on $\left\{S_{i}^{b}\right\}_{b \in\{0,1\}, i \in[n]}$ ).

Denote by Sup the algorithm that on input a key-value database $D=$ $\left\{\left(x_{1}, v_{1}\right), \cdots,\left(x_{m}, v_{m}\right)\right\}$, outputs the set of keys belonging to $D$, i.e., $\operatorname{Sup}(D)=$ $\left\{x_{1}, \cdots, x_{m}\right\}$. We then have the following:

Lemma 11. Tran is a deterministic algorithm satisfying that for any Boolean circuit $f$ and any key-value databases $D$,

$$
\mathcal{Q}\left(S_{1}^{0}, S_{1}^{1}, \cdots, S_{n}^{0}, S_{n}^{1}\right)=\operatorname{Sup}(D(f))
$$

where $S_{i}^{b}=\{x \in \operatorname{Sup}(D) \mid$ the $i$-th bit of " $x \| v$ " is b\}, and $D(f)=\{(x, v) \in$ $D \mid f(x, v)=1\}$.
proof sketch. Suppose $S_{i}^{0}, S_{i}^{1}$ are the sets associated to the $i$-th wire defined as in Tran (remind that for input wire $i \in[2 n], S_{i}^{b}=\{x \in \operatorname{Sup}(D) \mid$ the $i$-th bit of " $x \| v$ " is $b\}$ ), then one can conclude the correctness of above lemma by recursively checking that for each wire $i$ in $f, S_{i}^{b}=\{x \mid \exists v$ s.t. $(x, v) \in D \wedge$ the value of the $i$-th wire of $f(x, v)$ is $b\}$, which means that $\mathcal{Q}\left(S_{1}^{0}, S_{1}^{1}, \cdots, S_{n}^{0}, S_{n}^{1}\right)=$ $\{x \mid \exists v$ s.t. $(x, v) \in D \wedge$ the value of the output wire of $f(x, v)$ is 1$\}=\operatorname{Sup}(D(f))$.

### 5.3 Construction

In this section, we present a construction of the ZK-FEDB from a standard ZK-EDB (Setup $_{D}, \operatorname{Com}_{D}$, Prove $_{D}$, Verify $_{D}$ ) and a ZKS with set-operation queries $\left(\right.$ Setup $_{S}$, Com $_{S}$, Prove $_{S}$, Verify $_{S}$, SO.Prove $_{S}$, SO.Verify ${ }_{S}$ ).

The construction of ZK-FEDBs is shown in Fig.12.
Theorem 4. The scheme shown in Fig.12 is a zero-knowledge functional elementary database scheme.

Proof. The completeness follows from Lemma. 11 directly.
To prove the function binding property, we will show that, supposing there exists a PPT adversary $\mathcal{A}$ that on input a random $\operatorname{CRS} \delta$, outputs a commitment $C$ and a series of valid query-proof tuples $\left\{f_{i}, D_{i}, \pi_{f_{i}}\right\}_{i \in[t]}$ such that $\operatorname{Verify}\left(\delta, C, f_{i}, D_{i}, \pi_{f_{i}}\right)=1$ with noticeable property. Then $D=\cup_{i \in[t]} D_{i}$ is a database satisfying $D\left(f_{i}\right)=D_{i}$.

First, we claim that $D$ is indeed a database (that is, for each $x \in \operatorname{Sup}(D)$, there is at most one value $v$ satisfying $(x, v) \in D$ ), otherwise, one can break the soundness of the ZK-EDB scheme $\left(\operatorname{Setup}_{D}, \operatorname{Com}_{D}\right.$, Prove $_{D}$, Verify $\left._{D}\right)$.

Second, we claim that for each $i \in[t], D\left(f_{i}\right)=D_{i}$. Denote by $S_{i}^{b}=\{x \in$ $\operatorname{Sup}(D) \mid$ the $i$-th bit of $x \| v$ is $b\}$. From the function binding of ZKS with setoperation queires, we know that there exists sets $S_{i}^{\prime b}$ satisfying the first and third checks of the verifier in each proof, which means the following:

## Zero-Knowledge Functional Elementary Databases

Setup ( $1^{\lambda}$ ): On input the security parameter $1^{\lambda}$, Setup generates $\delta_{D} \leftarrow \operatorname{Setup}_{D}\left(1^{\lambda}\right)$ and $\delta_{S} \leftarrow \operatorname{Setup}_{S}\left(1^{\lambda}\right)$. Output CRS $\delta=\left(\delta_{D}, \delta_{S}\right)$.

Commit $(\delta, D)$ : On input the database $D$ and $\delta=\left(\delta_{D}, \delta_{S}\right)$, Commit runs $\left(C_{D}, \tau_{D}\right) \leftarrow \operatorname{Com}_{D}\left(\delta_{D}, D\right)$. For each $b \in\{0,1\}, i \in[2 l]$, denote by $S_{i}^{b}=\{x \in \operatorname{Sup}(D) \mid$ the $i$-th bit of $x \| v$ is $b\}$. Commit $S_{i}^{b}$ using the ZKS scheme, i.e., $\left(\mathrm{C}_{i}^{b}, \tau_{i}^{b}\right) \leftarrow \operatorname{Com}_{S}\left(\delta_{S}, S_{i}^{b}\right)$. Output the commitment $C=\left(C_{D},\left\{C_{i}^{b}\right\}_{b \in\{0,1\}, i \in[2 l]}\right)$ and the open information $\tau=\left(\tau_{D},\left\{\tau_{i}^{b}\right\}_{b \in\{0,1\}, i \in[2 l]}\right)$.
Prove $(\delta, C, \tau, f, D(f))$ : Prover transforms Boolean circuit $f$ into a combined operations $\mathcal{Q}$ using the algorithm Tran. Run $\pi_{\mathcal{Q}} \leftarrow \operatorname{SO}^{\operatorname{Prove}}{ }_{S}\left(\delta_{S},\left\{\mathrm{C}_{i}^{b}\right\},\left\{\tau_{i}^{b}\right\}, \mathcal{Q}, \operatorname{Sup}(D(f))\right)$. For each $x \in S u p(D(f))$, run $\pi_{x} \leftarrow \operatorname{Prove}_{D}\left(\delta_{D}, C_{D}, \tau_{D}, x, D(x)\right)$ and for $b \in\{0,1\}, i \in[2 l]$, run $\pi_{x, i}^{b} \leftarrow \operatorname{Prove}_{S}\left(\delta_{S}, \mathrm{C}_{i}^{b}, \tau_{i}^{b}, x, S_{i}^{b}(x)\right)$. Output $\pi=\left(\pi_{Q},\left\{\pi_{x}, \pi_{x, i}^{b}\right\}_{x \in \operatorname{Sup}(D(f)), b \in\{0,1\}, i \in[2 l]}\right)$.
$\operatorname{Verify}(\delta, C, f, D(f), \pi)$ : Parse $C$ as $\left(C_{D},\left\{C_{i}^{b}\right\}_{b \in\{0,1\}, i \in[2 l]}\right)$, parse the input $\pi$ as $\left(\pi_{\mathcal{Q}},\left\{\pi_{x}, \pi_{x, i}^{b}\right\}_{x \in \operatorname{Sup}(D(f)), b \in\{0,1\}, i \in[2 l]}\right)$ and run $Q=\operatorname{Tran}(f)$. Output 1 iff. the following checks pass:

1. SO.Verify ${ }_{S}\left(\delta_{S},\left\{\mathrm{C}_{i}^{b}\right\}, \mathcal{Q}, \operatorname{Sup}(D(f)), \pi_{Q}\right)=1$
2. For each $x \in \operatorname{Sup}(\mathcal{D}(f))$, $\operatorname{Verify}_{D}\left(\delta_{D}, C_{D}, x, D(x), \pi_{x}\right)=1$.
3. For each $x \in \operatorname{Sup}(\mathcal{D}(f))$ and $b \in\{0,1\}, i \in[2 l]$, Verify ${ }_{S}\left(\delta_{S}, \mathrm{C}_{i}^{b}, x, S_{i}^{b}(x), \pi_{x, i}^{b}\right)=1$

Fig. 12: ZK-FEDB

1. $\mathcal{Q}_{i}\left(S_{1}^{\prime 0}, S_{1}^{\prime 1}, \cdots, S_{n}^{\prime 0}, S_{n}^{\prime 1}\right)=\operatorname{Sup}\left(D_{i}\right)$ where $\mathcal{Q}_{i}=\operatorname{Tran}\left(f_{i}\right)$.
2. For each $i \in[2 l]$ and $x \in \operatorname{Sup}(D), x \in S_{i}^{\prime b_{x, i}}$ and $x \notin S_{i}^{\prime 1-b_{x, i}}$ where $b_{x, i}$ is the $i$-th bit of $x \| D(x)$.
From the second property above, we have $S_{i}^{b}=S_{i}^{\prime b} \cap \operatorname{Sup}(D)$. Now, from the first property, we have that $\mathcal{Q}_{i}\left(S_{1}^{0}, S_{1}^{1}, \cdots, S_{2 l}^{0}, S_{2 l}^{1}\right)=\mathcal{Q}_{i}\left(S_{1}^{\prime 0} \cap \operatorname{Sup}(D), S_{1}^{\prime 1} \cap\right.$ $\left.\operatorname{Sup}(D), \cdots, S_{2 l}^{\prime 0} \cap \operatorname{Sup}(D), S_{2 l}^{\prime 1} \cap \operatorname{Sup}(D)\right)=D_{i} \cap \operatorname{Sup}(D)=D_{i}$. From Lemma.11, we have $D\left(f_{i}\right)=D_{i}$, which concludes the proof.

The zero-knowledge property directly follows the zero-knowledge property of ZK-EDB and ZKS with set-operation queries.

Proof size analysis. As shown Fig.12, the proof for query $f$ consists of a set operation proof of ZKS scheme, $|D(f)|$ proofs of standard ZK-EDB scheme and $2 \ell|D(f)|$ (non-)membership proofs of ZKS scheme. When using the ZKS scheme constructed in Section.4, the proof size for combined operation is linear in the size of $\mathcal{Q}$ (therefore the size of $f$ ) and $\ell$ (Remark.2). And as we shown
in (Remark.1), we could batch the $2 \ell|D(f)|$ (non-)membership proofs of ZKS scheme into $2 \ell$ proofs. We further construct a standard ZK-EDB scheme in Supplementary Material.5, which achieves constant-size batched proof. When utilizing this ZK-EDB, the proof size of our ZK-FEDB scheme is only linearly in the size of $f$ and the length of the records in $D$, independent of the size of $D$ and $D(f)$.
Applications. Our construction of the ZK-FEDB can be used to construct a Key Transparency system via [CDGM19]'s paradigm. It is easy to see that our construction also satisfies the append-only property. The resulting Key Transparency system achieves enhanced functionality, which enables clients to query public keys in a more flexible manner.
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## Supplementary Material

## A The proofs of Lemma.2, Lemma. 3 and Lemma. 4

Lemma. 2 For any positive integers $a, A$ and $B$ satisfying that $B>A$, we have that:

$$
\operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\{x \bmod a \mid x \stackrel{\$}{\leftarrow}[A, B]\}\right) \leq \frac{a}{B-A}
$$

where Dist means the statistical distance between distributions.
Proof. For any integer $t \in a$, we have that $\operatorname{Pr}\left[x=t \mid x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right]=1 / a$ and $\operatorname{Pr}[x \bmod a=$ $t \mid x \stackrel{\&}{\leftarrow}[A, B]]=\frac{\lfloor(B-A) / a\rfloor}{B-A}$ or $\frac{\lfloor(B-A) / a\rfloor+1}{B-A} \in\left[\frac{1}{a}-\frac{1}{B-A}, \frac{1}{a}+\frac{1}{B-A}\right]$. Therefore we have that

$$
\begin{aligned}
& \operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\{x \bmod a \mid x \stackrel{\$}{\leftarrow}[A, B]\}\right) \\
= & \Sigma_{t \in[a]}\left|\operatorname{Pr}\left[x=t \mid x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right]-\operatorname{Pr}[x \bmod a=t \mid x \stackrel{\$}{\leftarrow}[A, B]]\right| \leq \frac{a}{B-A} .
\end{aligned}
$$

Lemma. 3 For any integers $s_{1}, s_{2}$ and positive integers $a, A, B$ satisfying that $B>A, \operatorname{gcd}\left(s_{1}, s_{2}\right)=1$, we have that:

$$
\operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\left\{x s_{1}+y s_{2} \bmod a \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right\}\right) \leq \frac{3 a}{B-A}
$$

where Dist means the statistical distance between distributions.
Proof. For any $t \in \mathbb{Z}_{a}$, denote by $S_{t}$ the set of pairs $(x, y) \in \mathbb{Z}_{a}^{2}$ satisfying that $x s_{1}+y s_{2} \equiv t \bmod a$. Due to that $\operatorname{gcd}\left(s_{1}, s_{2}\right)=1$, there exists integers $b_{1}, b_{2}$ such that $b_{1} s_{1}+b_{2} s_{2}=1$. Therefore, for each $i \in \mathbb{Z}_{a}$,

$$
\left(t b_{1}+i s_{2} \quad \bmod a\right) s_{1}+\left(t b_{2}-i s_{1} \quad \bmod a\right) s_{2} \equiv t \quad \bmod a
$$

and thus, for each $i \in \mathbb{Z}_{a},\left(t b_{1}+i s_{2} \bmod a, t b_{2}-i s_{1} \bmod a\right) \in S_{t}$.
Further more, for each $i \neq j$ in $\mathbb{Z}_{a}$, it follows that $\left(t b_{1}+i s_{2} \bmod a, t b_{2}-i s_{1}\right.$ $\bmod a) \neq\left(t b_{1}+j s_{2} \bmod a, t b_{2}-j s_{1} \bmod a\right)\left(\right.$ remind that $\left.\operatorname{gcd}\left(s_{1}, s_{2}\right)=1\right)$. Therefore for any $t \in \mathbb{Z}_{a},\left|S_{t}\right| \geq a$. Recall that $\cup_{t \in \mathbb{Z}_{a}} S_{t} \subset \mathbb{Z}_{a}^{2}$, it follows that $a^{2} \leq \Sigma_{t \in \mathbb{Z}_{a}}\left|S_{t}\right| \leq\left|\mathbb{Z}_{a}^{2}\right|=a^{2}$. Therefore, for any $t \in \mathbb{Z}_{a},\left|S_{t}\right|=a$.

Now, for any $t \in \mathbb{Z}_{a}$, it follows that

$$
\begin{aligned}
& \operatorname{Pr}\left[x s_{1}+y s_{2} \quad \bmod a=t \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right] \\
= & \Sigma_{\left(x^{\prime}, y^{\prime}\right) \in S_{t}} \operatorname{Pr}\left[x \equiv x^{\prime} \quad \bmod a, y \equiv y^{\prime} \quad \bmod a \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right] .
\end{aligned}
$$

Above probability lies in range $\left[a\left(\frac{1}{a}-\frac{1}{B-A}\right)^{2}, a\left(\frac{1}{a}+\frac{1}{B-A}\right)^{2}\right]$. Therefore, if $B-A>a$, we have that

$$
\begin{aligned}
& \operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\left\{x s_{1}+y s_{2} \bmod a \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right\}\right) \\
= & \Sigma_{t \in \mathbb{Z}_{a}}\left|\operatorname{Pr}\left[x=t \mid x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right]-\operatorname{Pr}\left[x s_{1}+y s_{2} \bmod a=t \mid x, y \stackrel{\$}{\leftarrow}[A, B]\right]\right| \\
\leq & \frac{2 a}{B-A}+\left(\frac{a}{B-A}\right)^{2} \leq \frac{3 a}{B-A} .
\end{aligned}
$$

In the other hand, if $B-A \leq a$, it follows that $\operatorname{Dist}\left(\left\{x \stackrel{\$}{\leftarrow} \mathbb{Z}_{a}\right\},\left\{x s_{1}+y s_{2}\right.\right.$ $\bmod a \mid x, y \stackrel{\$}{\leftarrow}[A, B]\}) \leq 1 \leq \frac{3 a}{B-A}$. The lemma is conclude.

Lemma. 4 For any multiplicative group $\mathbb{G}$ and group elements $\mathrm{g}, \mathrm{h} \in \mathbb{G}$, if there exists coprime integers $a, p$ satisfying that $\mathbf{g}^{a}=\mathrm{h}^{p}$, then one can easily compute $\mathrm{h}^{\prime}$ satisfying that $\mathrm{g}=\mathrm{h}^{\prime p}$ from $a, p, \mathrm{~g}$ and h .

Proof. Due to that $\operatorname{gcd}(a, p)=1$, we can easily compute integers $t_{1}, t_{2}$ such that $t_{1} a+t_{2} p=1$. Thus we have that $\mathrm{g}^{a}=\mathrm{h}^{p} \Rightarrow \mathrm{~g}^{a t_{1}}=\mathrm{h}^{p t_{1}} \Rightarrow \mathrm{~g}^{a t_{1}+p t_{2}}=\mathrm{h}^{p t_{1}} \mathrm{~g}^{p t_{2}}$ $\Rightarrow \mathrm{g}=\left(\mathrm{h}^{t_{1}} \mathrm{~g}^{t_{2}}\right)^{p}$. Then, set $\mathrm{h}^{\prime}=\mathrm{h}^{t_{1}} \mathrm{~g}^{t_{2}}$ and we have $\mathrm{g}=\mathrm{h}^{\prime p}$.

## B The proof of Lemma. 5

Proof. Completeness is obvious.
The weak knowledge soundness follows that: Given an acceptable proof obtained from the prover, from the argument of knowledge property of PoKE, one can extract $\left\{s_{i}\right\}_{i \in[n]}$ satisfying zw $^{c}=\Pi_{i \in[n]} \mathrm{u}_{i}^{s_{i}}$. Rewind to step 2 and repeat with fresh random challenge until obtain another acceptable proof. Again, from the argument of knowledge property of PoKE, one can extract $\left\{s_{i}^{\prime}\right\}_{i \in[n]}$ satisfying $\mathrm{zw}^{c^{\prime}}=\Pi_{i \in[n] \mathrm{U}_{i}^{s_{i}^{\prime}}}$ for different challenge $c^{\prime}$. Therefore, we have that $\mathrm{w}^{c-c^{\prime}}=$ $\Pi_{i \in[n]} \mathrm{u}_{i}^{s_{i}-s_{i}^{\prime}}$, which concludes the weak knowledge soundness.

The simulator of honest-verifier statistically zero-knowledge property is constructed as follows: On input random challenges $c, \ell_{i}$ (where $\ell_{i}$ is the challenge of the $i$-th PoKE) and statement $\left(\left\{\mathrm{u}_{i}\right\}_{i \in[n]}, \mathrm{w}=\Pi_{i \in[n]} \mathrm{u}_{i}^{x_{i}}\right)$, the simulator Sim chooses $s_{i} \stackrel{\$}{\leftarrow}\left[2^{2 \lambda} B\right]$ for each $i \in[n]$ and computes $\hat{\mathbf{u}}_{i}=\mathbf{u}_{i}^{s_{i}}$ and $\mathrm{z}=\Pi_{i \in[n]} \hat{\mathrm{u}} / \mathbf{w}^{c}$. Then $\operatorname{Sim}$ runs $\operatorname{PoKE}\left(\mathbf{u}_{i}, \hat{\mathrm{u}}_{i} ; s_{i}\right)$ with challenge $\ell_{i}$ honestly to conclude the simulation.

Therefore, for any fixed $\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathrm{w}, c,\left\{\ell_{i}\right\}_{i \in[n]}$, the distribution of the simulation transcript $\operatorname{Tran}_{\text {Sim }}$ is $\left\{\left(\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathbf{w}\right),\left\{\mathbf{u}_{i}^{s_{i}}\right\}_{i \in[n]}, c, \operatorname{Tran}_{\text {PoKE }_{i}}\right) \mid s \leftarrow\left[2^{2 \lambda} B\right]\right\}$, where $\operatorname{Tran}_{\text {PoKE }_{i}}=\left(\mathrm{g}^{s_{i}}, \ell_{i}, \mathrm{u}_{i}^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, \mathrm{g}{ }^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, s_{i} \bmod \ell_{i}\right)$. And the distribution of the real world transcript $\operatorname{Tran}_{\text {Real }}$ is $\left\{\left(\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathbf{w}\right),\left\{\mathbf{u}_{i}^{s_{i}}\right\}_{i \in[n]}, c, \operatorname{Tran}_{\text {PoKE }_{i}}\right) \mid r_{i} \leftarrow\right.$ $\left.\left[2^{2 \lambda} B\right], s_{i}=r_{i}+c x_{i}\right\}$, where $\operatorname{Tran}_{\text {PoKE }_{i}}=\left(\mathrm{g}^{s_{i}}, \ell_{i}, \mathrm{u}_{i}^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, \mathrm{g}^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, s_{i} \bmod \ell_{i}\right)$. Denote by $\mathcal{F}\left(\left\{s_{i}\right\}_{i \in[n]}\right)=\left(\left(\left\{\mathbf{u}_{i}\right\}_{i \in[n]}, \mathrm{w}\right),\left\{\mathrm{u}_{i}^{s_{i}}\right\}_{i \in[n]}, c,\left(\mathrm{~g}^{s_{i}}, \ell_{i}, \mathrm{u}_{i}^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, \mathrm{g}{ }^{\left\lfloor s_{i} / \ell_{i}\right\rfloor}, s_{i}\right.\right.$
$\left.\bmod \ell_{i}\right)$ ). We have the following:

$$
\begin{gathered}
\operatorname{Tran}_{\text {Sim }}=\left\{\mathcal{F}\left(\left\{s_{i}\right\}_{i \in[n]}\right) \mid \forall i \in[n], s_{i} \leftarrow\left[2^{2 \lambda} B\right]\right\} \\
\operatorname{Tran}_{\text {Real }}=\left\{\mathcal{F}\left(\left\{s_{i}\right\}_{i \in[n]}\right) \mid \forall i \in[n], r_{i} \leftarrow\left[2^{2 \lambda} B\right], s_{i}=r_{i}+c x_{i}\right\}
\end{gathered}
$$

As an important observation, $\mathcal{F}\left(\left\{s_{i}\right\}_{i \in[n]}\right)=\mathcal{F}\left(\left\{s_{i} \bmod l_{i}|\mathbb{G}|\right\}_{i \in[n]}\right)$. As a result, to prove that $\operatorname{Tran}_{\text {Sim }} \stackrel{s}{\approx} \operatorname{Tran}_{\text {Real }}$, we only need to prove that for each $i,\left\{s_{i}\right.$ $\left.\bmod l_{i}|\mathbb{G}| \mid s_{i} \leftarrow\left[2^{2 \lambda} B\right]\right\} \stackrel{s}{\approx}\left\{s_{i} \bmod l_{i}|\mathbb{G}| \mid r_{i} \leftarrow\left[2^{2 \lambda} B\right], s_{i}=r_{i}+c x_{i}\right\}$, which follows from Lemma.2.

## C The proof of Theorem. 2

Proof. Completeness is obvious.
Soundness follows that: Suppose there exists an adversary $\mathcal{A}$ breaking the soundness property, which means that, upon inputting a random CRS $\delta, \mathcal{A}$ can output ( $\mathrm{C}, x, v, v^{\prime}, \pi, \pi^{\prime}$ ) such that with a noticeable probability, $v \neq v^{\prime}$ (without loss of generality, we assume that $v=1$ and $\left.v^{\prime}=\perp\right)$ and $\operatorname{Verify}(\delta, \mathrm{C}, x, v, \pi)=$ $\operatorname{Verify}\left(\delta, \mathrm{C}, x, v^{\prime}, \pi^{\prime}\right)=1$.

Let $p=\mathcal{H}_{\text {prime }}(x)$. Then, from the weak knowledge soundness of NIZK $_{D L}$, one can extract $(a, t)$ such that $|t| \leq 2^{\lambda}$ and $\mathrm{g}^{a p}=\mathrm{C}^{t}$. From Lemma. 4 and $\operatorname{gcd}(p, t)=1$, one can compute h s.t. $\mathrm{C}=\mathrm{h}^{p}$. From the weak knowledge soundness of $\mathrm{NIZK}_{2 D L}$, one can extract $\left(a^{\prime}, b^{\prime}, t^{\prime}\right)$ such that $\left|t^{\prime}\right| \leq 2^{\lambda}$ and $\left(\mathrm{g}^{p}\right)^{a^{\prime}} \mathrm{C}^{b^{\prime}}=\mathrm{g}^{t^{\prime}}$. We therefore have $\left(\mathrm{g}^{a^{\prime}} \mathrm{h}^{b^{\prime}}\right)^{p}=\mathrm{g}^{t^{\prime}}$. Again, from Lemma. 4 and $\operatorname{gcd}\left(p, t^{\prime}\right)=1$, one can easily compute $\mathrm{h}^{\prime}$ s.t. $\mathrm{h}^{\prime p}=\mathrm{g}$, breaking the strong RSA assumption. Therefore, in the generic group model (where strong RSA assumption holds [DF02]), the weak knowledge soundness concludes.

Zero-knowledge property follows the zero-knowledge property of $\mathrm{NIZK}_{D L}$ and $\mathrm{NIZK}_{2 D L}$. Upon inputting a random CRS $\delta$, the simulator Sim samples $r \leftarrow$ $\left[2^{\lambda} B\right]$ and outputs the commitment $\mathrm{C}=\mathrm{g}^{r}$. To simulate the proof, Sim directly runs the simulator of $\mathrm{NIZK}_{D L}$ and $\mathrm{NIZK}_{2 D L}$. From Lemma.2, the distribution of simulated commitment $\left\{\mathrm{g}^{r} \mid r \leftarrow\left[2^{\lambda} B\right]\right\}$ is statistically indistinguishable from the uniform distribution over group $\langle\mathrm{g}\rangle$. In addition, for any set $S=\left\{x_{1}, \cdots, x_{m}\right\}$ and $\left(p_{1}, \cdots, p_{m}\right)=\left(\mathcal{H}_{\text {prime }}\left(x_{1}\right), \cdots, \mathcal{H}_{\text {prime }}\left(x_{m}\right)\right)$, the distribution of honest commitment $\left\{\mathrm{g}^{r \Pi_{i \in[m]} p_{i}} \mid r \leftarrow\left[2^{\lambda} B\right]\right\}$ is also statistically indistinguishable from the uniform distribution over group $\langle g\rangle\left(\right.$ note that $\operatorname{gcd}\left(\Pi_{i \in[m]} p_{i}, \operatorname{Ord}(\mathrm{~g})\right)=1$, and therefore $\mathrm{g}^{\Pi_{i \in[m]} p_{i}}$ is still a generator of the group $\langle\mathrm{g}\rangle$ ). As a result, the distributions of the simulated and honest commitments are statistically indistinguishable. Together with the zero-knowledge property of $\mathrm{NIZK}_{D L}$ and $\mathrm{NIZK}_{2 D L}$, no PPT adversary can tell the simulator apart from the honest committer and prover, which concludes the proof.

## D The proof of Lemma. 9 and Lemma. 10

In this section, we prove the security of protocols Union-NIZK and Difference-NIZK.

## Proof of Lemma.9:

Completeness directly follows the stucture of ZKS commitment.
The simulator of the zero-knowledge property only needs to generate $\mathrm{C}_{J_{1}}=$ $\mathrm{g}^{r_{1}}, \mathrm{C}_{J_{2}}=\mathrm{g}^{r_{2}}$ and $\mathrm{C}_{I}=\mathrm{g}^{r_{3}}$ by sampling $r_{1}, r_{2}, r_{3} \leftarrow\left[2^{\lambda} B\right]$, and generate $\pi_{1}, \pi_{2}, \pi_{3}$ using the simulator of $\mathrm{NIZK}_{\text {pseudo-DDH }}$. Then the zero-knowledge property follows from the fact that the distributions of $C_{J_{1}}, \mathrm{C}_{J_{2}}, \mathrm{C}_{I}=\mathrm{g}^{r_{3}}$ generated by the simulator are statistically indistinguishable from those generated by an honest prover and the zero-knowledge property of $\mathrm{NIZK}_{\text {pseudo-DDH }}$.

The proof of the special purpose knowledge soundness is as follows.
From the weak knowledge soundness of $\mathrm{NIZK}_{\text {pseudo-DDH }}, E_{1}$ can extract $w_{1}=\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$ such that $\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}\right|,\left|c_{2}\right| \leq$ $2^{6 \lambda} B^{2},\left|c_{3}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}, \mathrm{C}_{J_{1}}^{c_{2}}=\mathrm{g}^{a_{2} y}, \mathrm{C}_{S_{2}}^{c_{3}}=\mathrm{g}^{a_{3} x y} ; w_{2}=\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}\right.$, $\left.a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$ such that $\left|a_{1}^{\prime}\right|,\left|a_{2}^{\prime}\right|,\left|a_{3}^{\prime}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}^{\prime}\right|,\left|c_{2}^{\prime}\right| \leq 2^{6 \lambda} B^{2},\left|c_{3}^{\prime}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{C}_{S_{1}}^{c_{1}^{\prime}}=\mathrm{g}^{a_{1}^{\prime} x^{\prime}}, \mathrm{C}_{J_{1}}^{c_{2}^{\prime}}=\mathrm{g}^{a_{2}^{\prime} y^{\prime}}, \mathrm{C}_{U}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}} ;$ and $w_{3}=\left(x^{\prime \prime}, y^{\prime \prime}, a_{1}^{\prime \prime}, a_{2}^{\prime \prime}, a_{3}^{\prime \prime}, c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, c_{3}^{\prime \prime}\right)$ such that $\left|a_{1}^{\prime \prime}\right|,\left|a_{2}^{\prime \prime}\right|,\left|a_{3}^{\prime \prime}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}^{\prime \prime}\right|,\left|c_{2}^{\prime \prime}\right| \leq 2^{6 \lambda} B^{2},\left|c_{3}^{\prime \prime}\right| \leq 2^{8 \lambda} B^{3}$, and $C_{S_{2}}^{c_{1}^{\prime \prime}}=$ $\mathrm{g}^{a_{1}^{\prime \prime} x^{\prime \prime}}, \mathrm{C}_{J_{2}}^{c_{2}^{\prime \prime}}=\mathrm{g}^{a_{2}^{\prime \prime} y^{\prime \prime}}, \mathrm{C}_{U}^{c_{3}^{\prime \prime}}=\mathrm{g}^{a_{3}^{\prime \prime} x^{\prime \prime} y^{\prime \prime}}$. Here, $E_{1}$ outputs $w=\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, \mathrm{C}_{U}, w_{1}, w_{2}, w_{3}\right)$.

Nextly, we show how $E_{2}$ works to conclude the proof:

1. On input $w, \mathrm{~g}_{a} \in \mathbb{G}$ and prime $p \in \mathbb{Z}$ satisfying $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{U}=\mathrm{g}_{a}^{p}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and parses $w_{2}$ as $\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}\right.$, $\left.c_{2}^{\prime}, c_{3}^{\prime}\right)$. Since $\mathrm{C}_{U}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$, it follows that $\mathrm{g}_{a}^{c_{3}^{\prime} p}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$. We claim that $p \mid a_{3}^{\prime} x^{\prime} y^{\prime}$, otherwise, from Lemma.4, an attacker could easily find a $p$-root of g and break the strong RSA assumption. Since $p$ is a prime larger than $a_{3}^{\prime}$, it follows that $p \mid x^{\prime}$ and/or $p \mid y^{\prime}$. If $p \mid x^{\prime}$, from $\mathrm{C}_{S_{1}}^{c_{1}^{\prime}}=\mathrm{g}^{a_{1}^{\prime} x^{\prime}}$ and $\operatorname{gcd}\left(p, c_{1}^{\prime}\right)=1, E_{2}$ can easily compute $\mathrm{g}_{b}$ by Lemma. 4 such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$. If $p \mid y^{\prime}, E_{2}$ can similarly compute $\mathrm{g}_{c}$ such that $\mathrm{C}_{J_{1}}=\mathrm{g}_{c}^{p}$. Parse $w_{1}$ as $\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$, then it follows that $\mathrm{g}_{c}^{p c_{2}}=\mathrm{C}_{J_{1}}^{c_{2}}=\mathrm{g}^{a_{2} y}$. We claim that $p \mid y$, otherwise, from Lemma.4, an attacker could break the strong RSA assumption. As $\mathrm{C}_{S_{2}}^{c_{3}}=\mathrm{g}^{a_{3} x y}$ and $\operatorname{gcd}\left(p, c_{3}\right)=1, E_{2}$ can easily compute $\mathrm{g}_{d}$ such that $\mathrm{C}_{S_{2}}=\mathrm{g}_{d}^{p}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ satisfying that $p$ is a prime larger than $2^{8 \lambda} B^{3}$ and $\mathrm{C}_{U}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and parses $w_{2}$ as $\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$. Since $\mathrm{C}_{U}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$, it follows that $\operatorname{gcd}\left(p, x^{\prime}\right)=1$, otherwise, from Lemma. 4 and $\mathrm{C}_{U}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$, an attacker could easily find a $p$-root of g and break the strong RSA assumption. Then, $\operatorname{gcd}\left(p, a_{1}^{\prime} x^{\prime}\right)=1$, and $E_{2}$ can easily find integers $\alpha, \beta$ satisfying $\alpha p+\beta a_{1}^{\prime} x^{\prime}=1$, and then $\mathrm{C}_{S_{1}}^{c_{1}^{\prime} \beta} \mathrm{g}^{\alpha p}=\mathrm{g}$. Setting $a^{\prime}=\beta c_{1}^{\prime}$ and $b^{\prime}=\alpha$, then $\mathrm{C}_{S_{1}}^{a^{\prime}} \cdot \mathrm{g}^{b^{\prime} p}=\mathrm{g}$. In the same strategy, $E_{2}$ can compute $a^{\prime \prime}, b^{\prime \prime}$ from $w_{3}$ such that $C_{S_{2}}^{a^{\prime \prime}} \cdot \mathrm{g}^{b^{\prime \prime} p}=\mathrm{g}$, which concludes the proof.

## Proof of Lemma.10:

Completeness directly follows the stucture of ZKS commitment.
The simulator of the zero-knowledge property only needs to generate $\mathrm{C}_{I}=$ $\mathrm{g}^{r_{1}}$ and $\mathrm{C}_{J}=\mathrm{g}^{r_{2}}$ by sampling $r_{1}, r_{2} \leftarrow\left[2^{\lambda} B\right]$, and generate $\pi_{1}, \pi_{2}, \pi_{3}$ using the simulator of $\mathrm{NIZK}_{\text {pseudo }-D D H}$ and $\mathrm{NIZK}_{\text {prime }}$. Then the zero-knowledge property
follows from the fact that the distributions of $\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}$ generated by the simulator are statistically indistinguishable from those generated by an honest prover and the zero-knowledge property of $\mathrm{NIZK}_{\text {pseudo-DDH }}$ and $\mathrm{NIZK}_{\text {prime }}$.

The proof of the special purpose knowledge soundness is as follows.
From the weak knowledge soundness of $\mathrm{NIZK}_{\text {pseudo-DDH }}, E_{1}$ can extract $w_{1}=\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$ such that $\left|a_{1}\right|,\left|a_{2}\right|,\left|a_{3}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}\right|,\left|c_{2}\right| \leq$ $2^{6 \lambda} B^{2},\left|c_{3}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}, \mathrm{C}_{D}^{c_{2}}=\mathrm{g}^{a_{2} y}, \mathrm{C}_{S_{1}}^{c_{3}}=\mathrm{g}^{a_{3} x y}$; and $w_{2}=$ $\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$ such that $\left|a_{1}^{\prime}\right|,\left|a_{2}^{\prime}\right|,\left|a_{3}^{\prime}\right| \leq 2^{5 \lambda} B^{2},\left|c_{1}^{\prime}\right|,\left|c_{2}^{\prime}\right| \leq 2^{6 \lambda} B^{2}$, $\left|c_{3}^{\prime}\right| \leq 2^{8 \lambda} B^{3}$, and $\mathrm{C}_{I}^{c_{1}^{\prime}}=\mathrm{g}^{a_{1}^{\prime} x^{\prime}}, \mathrm{C}_{J}^{c_{2}^{\prime}}=\mathrm{g}^{a_{2}^{\prime} y^{\prime}}, \mathrm{C}_{S_{2}}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$. From the weak knowledge soundness of $\mathrm{NIZK}_{\text {prime }}, E_{1}$ can extract $w_{3}=\left(t_{1}, t_{2}, c\right)$ such that $c \leq 2^{5 \lambda} B^{2}$ and $\mathrm{C}_{D}^{t_{1}} \mathrm{C}_{S_{2}}^{t_{2}}=\mathrm{g}^{c}$. Here, $E_{1}$ outputs $w=\left(\mathrm{C}_{D}, \mathrm{C}_{S_{2}}, w_{1}, w_{2}, w_{3}\right)$.

Nextly, we show how $E_{2}$ works to conclude the proof:

1. On input $w, \mathrm{~g}_{a} \in \mathbb{G}$ and prime $p \in \mathbb{Z}$ satisfying $p \geq 2^{8 \lambda} B^{3}$ and $\mathrm{C}_{D}=\mathrm{g}_{a}^{p}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and parses $w_{1}$ as $\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}\right.$, $\left.c_{3}\right)$. Since $\mathrm{C}_{D}^{c_{2}}=\mathrm{g}^{a_{2} y}$, it follows that $\mathrm{g}_{a}^{c_{2} p}=\mathrm{g}^{a_{2} y}$. We claim that $p \mid a_{2} y$, otherwise, from Lemma.4, an attacker could easily find a $p$-root of $g$ and break the strong RSA assumption. Since $p$ is a prime larger than $a_{2}$, it follows that $p \mid y$ and $\mathrm{C}_{S_{1}}^{c_{3}}=\mathrm{g}^{a_{3} x y}=\left(\mathrm{g}^{a_{3} x y / p}\right)^{p}$. As $\operatorname{gcd}\left(p, c_{3}\right)=1, E_{2}$ can easily compute $\mathrm{g}_{b}$ by Lemma. 4 such that $\mathrm{C}_{S_{1}}=\mathrm{g}_{b}^{p}$. Meanwhile, parse $w_{3}$ as $\left(t_{1}, t_{2}, c\right)$, it follows that $\mathbf{g}_{a}^{p t_{1}} \mathrm{C}_{S_{2}}^{t_{2}}=\mathrm{C}_{D}^{t_{1}} \mathrm{C}_{S_{2}}^{t_{2}}=\mathrm{g}^{c}$. Since $\mathrm{C}_{S_{2}}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}$, we have $\operatorname{gcd}\left(p, a_{3}^{\prime} x^{\prime} y^{\prime}\right)=1$, otherwise, from Lemma. 4 and $\mathrm{g}_{a}^{p t_{1}} \mathrm{C}_{S_{2}}^{t_{2}}=\mathrm{g}^{c}$, an attacker could easily break the strong RSA assumption. Then, $E_{2}$ can efficiently find $\alpha, \beta \in \mathbb{Z}$ such that $\alpha p+\beta a_{3}^{\prime} x^{\prime} y^{\prime}=1$. By setting $a^{\prime}=\beta c_{3}^{\prime}, b^{\prime}=\alpha, E_{2}$ outputs $a^{\prime}, b^{\prime}$ such that $\mathrm{C}_{S_{2}}^{a^{\prime}} \mathrm{g}^{b^{\prime} p}=\mathrm{g}$.
2. On input $w$ and $a, b, p \in \mathbb{Z}$ satisfying that $p$ is a prime larger than $2^{8 \lambda} B^{3}$ and $\mathrm{C}_{D}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}, E_{2}$ firstly parses $w$ as $\left(\mathrm{C}_{J_{1}}, \mathrm{C}_{J_{2}}, w_{1}, w_{2}, w_{3}\right)$ and parses $w_{1}$ as $\left(x, y, a_{1}, a_{2}, a_{3}, c_{1}, c_{2}, c_{3}\right)$. Since $\mathrm{C}_{D}^{c_{2}}=\mathrm{g}^{a_{2} y}$, it follows that $\operatorname{gcd}(p, y)=1$, otherwise, from Lemma. 4 and $C_{D}^{a} \cdot \mathrm{~g}^{b p}=\mathrm{g}$, an attacker could easily find a $p$-root of g and break the strong RSA assumption. There are two cases, $p \nmid x$ or $p \mid x$. When $p \nmid x$, it follows that $\operatorname{gcd}\left(p, a_{3} x y\right)=1$. $E_{2}$ can efficiently compute $\alpha, \beta \in \mathbb{Z}$ such that $\alpha p+\beta a_{3} x y$. By setting $a^{\prime}=\beta c_{3}^{\prime}, b^{\prime}=\alpha, E_{2}$ outputs $a^{\prime}, b^{\prime}$ such that $\mathrm{C}_{S_{1}}^{\beta c_{3}} \mathrm{~g}^{\alpha p}=\mathrm{g}$. When $p \mid x$, it follows that $\mathrm{C}_{I}^{c_{1}}=\mathrm{g}^{a_{1} x}=$ $\left(\mathrm{g}^{a_{1} x / p}\right)^{p}$. From Lemma.4, $E_{2}$ can compute $\mathrm{g}_{a}$ such that $\mathrm{C}_{I}=\mathrm{g}_{a}^{p}$. Parse $w_{2}$ as $\left(x^{\prime}, y^{\prime}, a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)$, it follows that $\mathrm{g}_{a}^{c_{1}^{\prime} p}=\mathrm{C}_{I}^{c_{1}^{\prime}}=\mathrm{g}^{a_{1}^{\prime} x^{\prime}}$. Thus, $p \mid x^{\prime}$, otherwise an attacker could easily break the strong RSA assumption. Then one have that $\mathrm{C}_{S_{2}}^{c_{3}^{\prime}}=\mathrm{g}^{a_{3}^{\prime} x^{\prime} y^{\prime}}=\left(\mathrm{g}^{a_{3}^{\prime} x_{p}^{\prime} y^{\prime}}\right)^{p}$, and therefore, from Lemma.4, $E_{2}$ can efficiently compute $\mathrm{g}_{b}$ such that $\mathrm{C}_{S_{2}}=\mathrm{g}_{b}^{p}$.

## E Constant-Size Zero-Knowledge Elementary Databases

In this section, we present a standard ZK-EDB scheme achieving constant commitment and proof size from groups of unknown orders.

Setup $\left(1^{\lambda}\right)$ : On input the security parameter $1^{\lambda}$, Setup generates the description of an unknown-order group $\mathbb{G} \leftarrow G G e n(\lambda)$ and a random group element $\mathrm{g} \stackrel{\$}{\leftarrow} \mathbb{G}$. Suppose $B$ is the upper bound of $\mathbb{G}$ (i.e., $B \geq|\mathbb{G}|)$. Sample the description of a hash function $\mathcal{H}_{\text {prime }}$ that on input a string, outputs a random prime larger than $2^{\lambda+\ell} B$. Output $\operatorname{CRS} \delta=\left(\mathbb{G}, \mathrm{g}, B, \mathcal{H}_{\text {prime }}\right)$.

Commit $(\delta, D)$ : On input the set $D=\left\{\left(x_{i}, v_{i}\right)\right\}_{i \in[m]}$ where for each $i \in[m],\left(x_{i}, v_{i}\right) \in\{0,1\}^{l} \times\{0,1\}^{l}$, Commit hashes keys into large primes, i.e., for each $i \in[m], p_{i} \leftarrow \mathcal{H}_{\text {prime }}\left(x_{i}\right)$. Denote by $t=\Sigma_{i \in[m]} v_{i} \cdot \Pi_{j \neq i} p_{j} \cdot\left(\Pi_{j \neq i} p_{j}^{-1} \bmod p_{i}\right)$ such that $t \bmod p_{i}=v_{i}$. Sample $r, r^{\prime} \leftarrow\left[2^{\lambda} B\right]$ uniformly, and output the commitment $C=\left(\mathrm{c}_{1}, \mathrm{c}_{2}\right)=\left(\mathrm{g}^{r \Pi_{i \in[m]} p_{i}}, \mathrm{~g}^{t+r^{\prime} \Pi_{i \in[m]} p_{i}}\right)$ and the open information $\tau=\left(r, r^{\prime}, p_{1}, \cdots, p_{m}, D\right)$.
Prove $(\delta,(C, \tau), x, D(x))$ : Parse the input $\tau$ as $\left(r, r^{\prime}, p_{1}, \cdots, p_{m}, D\right)$.

- If $D(x)=v \neq \perp$, it follows that $p=\mathcal{H}_{\text {prime }}(x) \in\left\{p_{1}, \cdots, p_{m}\right\}$. Prove runs $\pi_{1} \leftarrow \operatorname{NIZK}_{D L}\left(\mathrm{~g}^{p}, \mathrm{c}_{1} ; r \Pi_{i \in[m]} p_{i} / p\right), \pi_{2} \leftarrow \mathrm{NIZK}_{D L}\left(\mathrm{~g}^{p}, \mathrm{c}_{2} \cdot \mathrm{~g}^{-v}\right.$; $\left.\left(t+r \Pi_{i \in[m]} p_{i}-v\right) / p\right)$ and outputs $\pi=\left(\pi_{1}, \pi_{2}\right)$.
- If $D(x)=\perp$, which means that $p=\mathcal{H}_{\text {prime }}(x) \notin\left\{p_{1}, \cdots, p_{m}\right\}$ and $\operatorname{gcd}\left(p, r \Pi_{i \in[m]} p_{i}\right)=1$, Prove finds $a, b$ such that $a p+b r \Pi_{i \in[m]} p_{i}=1$, and outputs $\pi \leftarrow \mathrm{NIZK}_{2 D L}\left(\mathrm{~g}^{p}, \mathrm{c}_{1}, \mathrm{~g} ; a, b\right)$.
$\operatorname{Verify}(\delta, C, x, D(x), \pi)$ : If $D(x)=v \neq \perp$, check whether $\pi$ consists of two valid $\mathrm{NIZK}_{D L}$ proofs for statement ( $\mathrm{g}^{p}, \mathrm{c}_{1}$ ) and ( $\mathrm{g}^{p}, \mathrm{c}_{2} \cdot \mathrm{~g}^{-v}$ ). If $D(x)=\perp$, check whether $\pi$ is a valid $\mathrm{NIZK}_{2 D L}$ proof for statement ( $\left.\mathrm{g}^{p}, \mathrm{c}_{2}, \mathrm{~g}\right) \in \mathcal{R}_{2 D L}$. Output 1 iff. the check pass.

Fig. 13: Protocol ZK-EDB

Theorem 5. The protocol constructed in Fig. 13 is a secure $Z K-E D B$ scheme in the generic group model and random oracle model.
proof sketch. The proof of the above theorem is similar to that of Theorem.2. The completeness is oblivious and the zero-knowledge property follows the zero-knowledge property of $\mathrm{ZK}_{D L}$ and $\mathrm{ZK}_{2 D L}$ and the fact that the distribution of $c_{1}, c_{2}$ is statistically indistinguishable from the uniform distribution over group $\langle g\rangle$.

Because $c_{1}$ is actually a ZKS for set $\operatorname{Sup}(D)$, from the soundness of ZKS scheme, no adversary can prove that $x \in \operatorname{Sup}(D)$ and $x \notin \operatorname{Sup}(D)$ simultaneously. Now, suppose there exists an adversary that can simultaneously prove $(x, v) \in D$ and $\left(x, v^{\prime}\right) \in D$, and $v \neq v^{\prime}$. It then means that the adversary can generate two valid proofs $\mathrm{ZK}_{D L}$ for statements $\left(\mathrm{g}^{p}, \mathrm{c}_{2} \cdot \mathrm{~g}^{-v}\right),\left(\mathrm{g}^{p}, \mathrm{c}_{2} \cdot \mathrm{~g}^{-v^{\prime}}\right)$, where
$p=\mathcal{H}_{\text {prime }}(x)$. From the weak knowledge soundness of $\mathrm{ZK}_{D L}$, one can extract $(a, b),\left(a^{\prime}, b^{\prime}\right)$ such that $b, b^{\prime} \leq 2^{\lambda}, \mathfrak{g}^{p a}=\left(\mathrm{c}_{2} \cdot \mathrm{~g}^{-v}\right)^{b}$ and $\mathrm{g}^{p a^{\prime}}=\left(\mathrm{c}_{2} \cdot \mathrm{~g}^{-v^{\prime}}\right)^{b^{\prime}}$. We then have $\left(\mathrm{g}^{a b^{\prime}-a^{\prime} b}\right)^{p}=\mathrm{g}^{\left(v^{\prime}-v\right) b b^{\prime}}$. Furthermore, since $\operatorname{gcd}\left(p,\left(v^{\prime}-v\right) b b^{\prime}\right)=1$, an attacker could easily find a $p$-root of $g$ and break the strong RSA assumption, which concludes the proof.

Remark 3. One can use the batch technique put forward in [BBF19] to batch the (non-)membership proofs. For example, to prove that $\left(x_{1}^{\prime}, v_{1}^{\prime}\right), \cdots,\left(x_{t}^{\prime}, v_{t}^{\prime}\right) \in$ $D$, the prover hashes the keys into primes $p_{1}^{\prime}, \cdots p_{t}^{\prime}$ by $\mathcal{H}_{\text {prime }}$ and generates the proof $\pi=\left(\pi_{1}, \pi_{2}\right), \pi_{1} \leftarrow \operatorname{NIZK}_{D L}\left(\mathrm{~g}^{\Pi_{i \in[t]} p_{i}^{\prime}}, \mathrm{C} ; r \Pi_{i \in[m]} p_{i} / \Pi_{i \in[t]} p_{i}^{\prime}\right), \pi_{2} \leftarrow$ $\left.\operatorname{NIZK}_{D L}\left(\mathrm{~g}^{p}, \mathrm{c}_{2} \cdot \mathrm{~g}^{-\tilde{v}} ;\left(t+r \Pi_{i \in[m]} p_{i}-\tilde{v}\right) / \Pi_{i \in[t]} p_{i}^{\prime}\right)\right)$ where $\tilde{v}$ is the least integer that satisfies $\left.\tilde{v} \equiv v_{i}^{\prime} \bmod \Pi_{i \in[t]} p_{i}^{\prime}\right)$ for each $i \in[t]$. To prove that $x_{1}^{\prime}, \cdots, x_{t}^{\prime} \notin$ $\operatorname{Sup}(D)$, the prover hashes them into primes $p_{1}^{\prime}, \cdots p_{t}^{\prime}$ by $\mathcal{H}_{\text {prime }}$ and finds integers $a, b$ such that $a \Pi_{i \in[t]} p_{i}^{\prime}+b r \Pi_{i \in[m]} p_{i}=1$, and then outputs $\pi \leftarrow$ $\mathrm{NIZK}_{2 D L}\left(\mathrm{~g}^{\Pi_{i \in[t]} p_{i}^{\prime}}, \mathrm{C}, \mathrm{g} ; a, b\right)$.

