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Abstract

In a recent work, Cremers, Naor, Paz, and Ronen (CRYPTO ’22) point out
the problem of catastrophic impersonation in balanced password authen-
ticated key exchange protocols (PAKEs). Namely, in a balanced PAKE,
when a single party is compromised, the attacker learns the password and
can subsequently impersonate anyone to anyone using the same password.
The authors of the work present two solutions to this issue: CHIP, an
identity-binding PAKE (iPAKE), and CRISP, a strong identity-binding
PAKE (siPAKE). These constructions prevent the impersonation attack
by generating a secret key on setup that is inextricably tied to the party’s
identity, and then deleting the password. Thus, upon compromise, all an
attacker can immediately do is impersonate the victim. The strong variant
goes further, preventing attackers from performing any precomputation
before the compromise occurs.

In this work we present LATKE, an iPAKE from lattice assumptions
in the random oracle model. In order to achieve security and correctness,
we must make changes to CHIP’s primitives, security models, and protocol
structure.

Disclaimer. The LATKE iPAKE (Figure 4) is not secure as described.
The nrSK security definition in Section 3.3.1 is too weak to satisfy
the hypothesis of CHIP’s proof of security in [CNPR22, Theorem 1],
specifically in the simulation of TestPwd.

The IBKA we define in this paper is intentionally not secure against
chosen-ciphertext attacks. It was believed that chosen-plaintext security
was sufficient. But by composing the output of our IBKA with a fuzzy
PAKE, we introduce an oracle which tells the participants whether their
IBKA shared secrets are close. The authors of [DGJ+19], describe an
attack in this scenario which results in full LWE key recovery in a small
number of queries.

Concretely, if a user Bob is compromised by Mallory (revealing mpk,
uskB , and pwfileB), Mallory can initiate a small number of sessions with
Alice and derive Alice’s secret key uskA without having to brute force
the password used to create pwfileB . This violates the intention of the
iPAKE construction, which is to mitigate the catastrophic impersonation
property of ordinary PAKEs.

This shortcoming will be fixed in a future version of this paper.

Keywords: key agreement, password-based cryptography, IIoT, post-
quantum cryptography
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1 Introduction

A human-entered password is, for better and worse, one of the most
common methods of authentication today. For some technologies, the
human is there to enter the password every time, e.g., logging into a
website, or connecting to a server via SSH. In these settings, neither party,
neither the client nor the server, needs to store passwords for very long.
However, there are settings and protocols wherein the participants have
no choice but to store passwords for an indefinite term. Examples include
WiFi equipment and nodes in a home or industrial mesh network. It is
this setting we will concern ourselves with, as the consequences of device
compromise are more severe.

Devices with shared long-term (possibly low-entropy) passwords need
a way of establishing a high-entropy shared secret in order to facilitate
secure communication. In a seminal work, Bellovin and Merritt [BM92]
describe a password-authenticated key exchange (PAKE)—a protocol in
which two parties can use mutual knowledge of a password to establish a
secure communication channel over an untrusted network. PAKE usage is
widespread, being deployed Apple’s iCloud credential recovery system, in
e-passports to secure the NFC protocol, and in the pairing protocol for
WiFi networks [Hv22]. The protocols in these examples—namely SRP-
6a [srp], PACE [CGIP12], and Dragonfly/SAE [Har15]—are balanced or
symmetric PAKEs (often referred to simply as PAKEs). That is, any party
in these protocols can initiate a session with any other party. Another
type of PAKE, which we do not consider in this work, are augmented, or
asymmetric PAKEs, which are designed for the scenario wherein one party
is always a server and the other is always a client.

Binding to identity. A balanced PAKE is not the ideal primitive to use
in a large network of peers who store passwords indefinitely. The authors
of [CNPR22] point out that PAKEs have a catastrophic impersonation
property—if a single device is compromised, the attacker recovers the
password, and can use it to impersonate any device to any other device on
the network. They present a solution to this issue with CHIP, an identity-
binding PAKE (iPAKE), which replaces the on-device stored password
with key material that is derived from the combination of the password
with some identity information about the device (e.g., a simple identity
string like “vacuum #5”). With this change, all an attacker is able to do
from a compromised device is (1) impersonate the compromised device to
other devices, or (2) mount a brute force attack to derive the password
from the key material. The presentation of CHIP is fairly generic: it is
phrased as the composition of an identity-based key agreement protocol
(IBKA) with an ordinary PAKE. The iPAKE is proven secure in the
Universal Composability (UC) model [Can01] using the authors’ (novel)
definition of iPAKE functionality. The same paper also introduces CRISP,
a strong iPAKE (siPAKE), which frustrates attack type (2) by making
precomputation infeasible. With CRISP, an attacker can only begin their
brute-force search once a compromise has already happened.

Need for post-quantum constructions. Being built from Diffie-
Hellman-type assumptions, the CHIP and CRISP constructions are ex-
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tremely efficient, both in computation and communication cost. But as
the horizon for cryptographically relevant quantum computers becomes
shorter [You22], it is important to have readily available alternatives which
rely on post-quantum assumptions. This is especially relevant in systems
which handle data that is intended to be confidential for a long period of
time, and in systems which have a long migration or updating period for
their devices and firmware, as is common in industrial settings [Pau22]. As
of this writing, to the authors’ knowledge, no iPAKE from post-quantum
assumptions has been constructed.

Our contribution. In this work, we present Lattice password-Authenticated
identity-Tied Key Exchange (LATKE), an iPAKE from lattice assump-
tions in the random oracle model, built using the CHIP/CRISP framework.
We will begin the construction with an existing lattice-based IBKA and
iteratively tweak it until it satisfies the properties required by the CHIP
framework (Section 3). Interestingly, these tweaks will break both security
and correctness of the IBKA. We call the resulting scheme an output-fuzzy
IBKA (OF-IBKA)—a key agreement protocol in which the two copies
of the shared secret in any honest execution are approximately but not
exactly equal. We will patch the security issue by identifying a model that
is weaker than the one used by CHIP’s IBKA [FG10], but still sufficient
for iPAKE security. We will patch the correctness issue by replacing the
ordinary PAKE functionality with a fuzzy PAKE [DHP+18], i.e., a PAKE
that which can tolerate passwords that differ up to some distance in some
metric (Section 4). We prove the OF-IBKA secure in the new model, and
show that the final construction realizes the iPAKE functionality in the
UC model.

Finally, we present several avenues for future work (Section 5), including
a new fPAKE which we posit is secure in the BPR model [BPR00] under
the Pairing with Errors (PWE) assumption (reducible from Module-LWE).
This new fPAKE is significantly more efficient than that of [DHP+18],
though it is likely not possible to prove UC-secure. We conclude with the
question of what security guarantees can be made about an iPAKE outside
of the UC model.

1.1 CHIP overview

CHIP [CNPR22] offers an appealing generic construction for an iPAKE,
requiring just an ordinary PAKE and an identity-based key agreement
protocol (IBKA). The construction uses the IBKA in a novel way, not as a
trusted third party, but as a mechanism to generate a public key and issue
oneself an identity-bound secret key. In the framework, this is called a
password file—a value derived from the password, but bound to a specific
party’s identity. In the case of CHIP, the password file is an IBKA user
secret key usk, along with the main public key mpk.

On setup, a party with password pw and identifier id generates the main
keypair by executing the KeyGen procedure of an IBKA using H(pw) as
the random coins. The party then generates usk by executing the Extract
procedure of the IBKA on id, using knowledge the main secret key. With
the password file in hand, the party then deletes all intermediate values,
including the password. In the online part of CHIP, two parties run the
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CHIP.GenPwfile(1n, sid, pw, id)→ pwfile

1 : r := H(sid, pw)

2 : (msk,mpk) := IBKA.KeyGen(1n; r)

3 : usk← IBKA.Extract(msk,mpk, id)

4 : pwfile := (sid, usk,mpk)

5 : delete pw, r,msk

6 : return pwfile

Alice(pwfileA, ssid) Bob(pwfileB , ssid)

(sid, uskA,mpk) := pwfileA (sid, uskB ,mpk) := pwfileB

uskA, idB , sid uskB , idA, sid

k
IBKA

k

k, tr, sid, ssid k, tr, sid, ssid

k′
PAKE

k′

return k′ return k′

Figure 1: An outline of the CHIP protocol. IBKA and PAKE are generic identity-
based key agreement and password-authenticated key exchange algorithms,
respectively. tr represents the protocol transcript up to that point. sid and ssid
are session identifiers, as defined in Section 2.8.

key agreement protocol using the knowledge of their respective password
files, and use the result as the input to an ordinary PAKE protocol. The
result of the PAKE is the final shared secret. This protocol is illustrated
in Figure 1.

The primary purpose of composing with an ordinary PAKE is forward
secrecy—if the IBKA is not itself forward-secret, composing with a PAKE
will prevent an attacker who learns pw from going back through recorded
(possibly interfered-with) CHIP transcripts and deriving the session key.
This structure is helpful in our use case. It implies that it is possible to
use weak (non-forward-secret, non-CCA-secure) IBKA schemes without
compromising security of the larger scheme, since parties will always pass
the output through a PAKE.

IBKA requirements. CHIP requires its IBKA to satisfy two properties.
First, it must be resistant to key compromise impersonation (KCI) attacks
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(full security definition in Section 2.7). That is, if Mallory compromises
Alice, then Mallory should not be able to do anything beyond imperson-
ate Alice to other parties. Importantly, Mallory should not be able to
impersonate Bob to Alice, or worse, impersonate Bob to Charlie. Second,
to prevent brute-forcing, the IBKA must have a message flow that is
independent of the random coins r used in KeyGen (here, H(pw)). That
is, an adversary should not be able to use the messages exchanged in the
IBKA protocol to tell whether a particular r was used. We call this keygen
coin independence (Section 2.4).

Our goal is to construct an identity-binding PAKE in the model of
CHIP, using lattice-based cryptographic assumptions. Since (structured)
lattice-based PAKEs already exist [KV09, GK10, CDVW12, DAL+17,
BBDQ18, JGH+20, RG22], it appears the only question is in how to
construct an IBKA with the above properties. However, our answer to
this will directly constrain our choice of PAKE, yielding a construction
that differs slightly from the original CHIP blueprint.

2 Preliminaries

In this section we present the notation, definitions, and security models
necessary for the construction of LATKE. Among these are some novel
definitions, namely those of an output-fuzzy IBKA and keygen coin inde-
pendence, which we require for later theorem statements.

2.1 Notation

We write Zq to represent Z/qZ for a non-negative integer q. Matrices are
written in bold uppercase, A ∈ Zn×m

q , and vectors are written in bold
lowercase v ∈ Zn

q . The transpose of A and v are denoted by AT and
vT , respectively. The components of a vector are denoted with subscripts,
v = (v1, . . . , vn). For v ∈ Zn

q , we define ∥v∥p to be the ℓp norm of v̄ ∈ Zn,
where each v̄i is the representative of v in {−⌊q/2⌋, . . . , ⌈q/2⌉}.

We write non-deterministic algorithms as Alg(x; r) where x denotes
its input, and r denotes its random coins. We write x ← S to denote
sampling a value from the probability distribution, denoted by calligraphic
letters, S, and x←$ S to denote sampling a value uniformly from the set
S. For zero-knowledge proof systems, we write relations as R = {(x;w) :
P (x,w)}, where x is the instance, w is the witness, and P is some efficiently
computable predicate. For our security proofs we will consider probabilistic
polynomial time (PPT) adversaries, and denote them with calligraphic
letters A. We denote the output x, x′ of either side of an interactive
protocol between parties A,B by (x, x′)← (A⇔ B). We use n to denote
the security parameter.

We use little-ω notation, f(n) ∈ ω(g(n)) for f, g : N → R to mean
that f dominates g asymptotically. That is, for any c > 0, there is an n0

such that f(n) > cg(n) for all n > n0. We say a function f : N → R is
negligible in n, denoted f(n) = negl(n), iff |f(n)| = n−ω(1) or, equivalently,
for any c > 0, there is an n0 such that f(n) > n−c for all n > n0. We say
a function f : N → R is polynomial in n, denoted f(n) = poly(n), iff for
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some M,d > 0, there is an n0 such that |f(n)| ≤Mnc for all n > n0. We
say a f : N → R is noticeable in n, iff for some M,d > 0, there is an n0

such that |f(n)| ≥M/nc for all n > n0.

2.2 Probability

A probability ensemble S is an infinite sequence of probability distributions
S1,S2, . . . , where each Si is over a set Ai ⊂ {0, 1}ℓ(i), where ℓ(n) = poly(n)
is some length function. The statistical distance between two probability
distributions S,S ′ over sets A,A′ is

∆(S,S ′) = 1

2

∑
x∈A∪A′

|Pr[y = x | y ← S]− Pr[y = x | y ← S ′]|.

We say that two probability ensembles S,S ′ are statistically indistin-
guishable, denoted S s≈ S ′ iff ∆(Sn,S ′n) = negl(n). We say that two
probability ensembles S,S ′ are computationally indistinguishable under
the P-hardness assumption, denoted S c≈ S ′, iff, for any PPT distinguisher
D with noticeable success probability—i.e., |Pr[D(S) = 0]−Pr[D(S ′) = 0]|
is noticeable—there exists a PPT adversary B against the P problem with
noticeable success probability. We say that an event X in some probability
ensemble S occurs with overwhelming probability iff Pr[X] = 1 − f(n)
where f(n) = negl(n).

2.3 PAKEs and iPAKEs

PAKE definition. We describe the function of a PAKE and its intended
security properties. A (balanced) password-authenticated key exchange
protocol, is a two-party key exchange protocol wherein both parties use
mutual knowledge of a low-entropy password pw to establish a high-entropy
shared session key. While there is no single security definition [BPR00,
CHK+05, AHH21, RX22], the security goal for a PAKE is to (1) prevent
passive adversaries (i.e., eavesdroppers) from learning anything about
the password, and (2) limit active adversaries to one password guess per
protocol instance even if given access to session keys.

An instructive example of an insecure PAKE: the parties perform an
unauthenticated Diffie-Hellman key exchange to derive shared secret ss,
then let the session key be k = KDF(pw, ss). While this scheme satisfies
goal (1), it fails goal (2). A meddler-in-the-middle (MitM) adversary can
insert themselves into the key exchange to derive ss. Then, if the adversary
learns k at any point, it can brute force the password offline by simply
re-running the KDF with different pw until its output equals k. A common
technique that secure PAKEs use to prevent this attack is to blind the
Diffie-Hellman key shares by multiplying by a password-derived group
element [KOY01, BG03, JG04, AP05].

Authentication. PAKEs are either explicitly or implicitly authenticated.
A PAKE is explicitly authenticated if both parties know at the end of the
protocol whether the protocol succeeded or failed, i.e., whether they have
established a shared session key with an honest party or not. A PAKE is
implicitly authenticated if the parties do not know whether the protocol

6



succeeded or failed. Frequently, it suffices to consider just implicitly
authenticated PAKEs. One generic way of adding explicit authentication
to an implicit PAKE whose output is a hash is to perform the final hash
twice, with domain-separated hash functions, and use one of them to
compute and share a MAC of a fixed string. That is, if the final key is
k = H(x), then k′ := H′(x) and the confirmation tag of party i ∈ {0, 1} is
computed as MACk′(i) and shared with party 1− i [Kra05, Section 8].

Catastrophic impersonation in PAKEs. Balanced PAKEs are not
very robust to corruption. They require all parties to store a copy of the
password indefinitely. Thus, an attacker who corrupts a party, i.e., obtains
their long-term secrets, will learn pw and be able to impersonate any party
with that password. Since all the PAKE authentication property does is
ensure the two parties know the same password, there is no way to detect
the imposter.

iPAKE definition. The notion of identity-binding PAKE (iPAKE)
was first introduced in [CNPR22] and instantiated as CHIP. For the full
simulation security definition, we refer the reader to the original paper. In
words, the purpose of the iPAKE construction is to serve as a PAKE which
mitigates the catastrophic impersonation scenario described above. Rather
than store the password indefinitely, parties in an iPAKE protocol run a
one-time procedure GenPwfile on setup, wherein they supply an identifier
string of their choosing (e.g., “Andrew’s smartwatch”) and the password.
The procedure outputs a new secret, called a password file pwfile, which is
inextricably bound to the identifier string. The party then stores pwfile
and deletes pw.

In the future, if a party, Alice, is compromised and her device contents
is dumped, the attacker only learns pwfile. With this, the attacker can
impersonate Alice to anyone, but it cannot impersonate Bob to Alice,
nor Bob to Charlie. The attacker can mount a brute force attack against
pwfile to derive pw, but this is already significantly more computation
than was required in the PAKE instance, especially if H(pw) is computed
with a time- and memory-intensive password hashing function, such as
scrypt [Per09], Argon2 [BDK15], or Balloon [BCS16].

2.4 Identity-based key agreement protocol

We define the structure of a key agreement protocol as in [CK01, Kra05,
FG10], adapted to an identity-based setting.

An identity-based key agreement protocol (IBKA) is an interactive
protocol wherein pairs of parties communicate to derive a shared secret
ss. Each party has a unique public ID. The KeyGen procedure (possibly
executed by a trusted third party) establishes the public parameters for the
protocol as well as the main secret key msk and main public key mpk. The
Extract procedure, which is possibly non-deterministic, takes an identifier
string id and uses knowledge of msk to issue a user secret key usk. A party
with id and a corresponding usk can then participate in the key agreement
protocol.

Sessions. An instance of the protocol is called a session, defined by
the quadruple (idA, idB , trout, trin), where trout is the transcript of outgoing
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messages, and trin is the transcript of incoming messages. The two par-
ties participating in a session, here idA and idB , are called peers. Two
sessions with swapped IDs and transcripts as said to be matching, i.e.,
(idA, idB , trout, trin) and (idB , idA, trin, trout) are matching sessions (in other
words, they are the same session, just from different perspectives).

Each participant maintains the session state, which includes the running
incoming and outgoing transcripts, as well as all random coins. Once the
protocol terminates, the session is completed, and the party will output its
shared secret and delete the session state. Note that a completed session
might have an incomplete matching session. Sessions may also be aborted,
meaning the party stops the protocol and outputs no shared secret.

Properties. We will informally use the term authenticity to refer to the
property that a party in a secure IBKA is ensured that its session’s shared
secret is only known to its peer. This is encompassed by the definition of
SK-security in Section 2.7.

Due to the details of LATKE’s construction, we will not be able to
show perfect or even statistical correctness, i.e., that both parties in an
honest execution of the protocol will derive the same shared secret with
overwhelming probability. Instead, we will use a notion of approximate
correctness. We call the new construction an output-fuzzy IBKA.

Definition (Output-fuzzy identity-based key agreement (OF-IBKA)). An
identity-based key agreement protocol is called output-fuzzy with d-distance
δ iff, for any honest execution of the protocol, the shared secret of the two
parties are within distance δ of each other under the distance function d,
with overwhelming probability. Formally, for any pair of parties (idA, idB),

Pr

d(ss, ss′) > δ

∣∣∣∣∣∣∣∣
(msk,mpk)← KeyGen(1n)
uskA ← Extract(msk, idA)
uskB ← Extract(msk, idB)

(ss, ss′)← (A(uskA)⇔ B(uskB))

 = negl(n).

We will also need a way of hiding the random coins of our KeyGen
procedure from any passive adversary, since the CHIP construction uses
H(pw) as the random coins. This is captured by the following definition,
first stated informally in [CNPR22].

Definition (Keygen coin independence). An IBKA is keygen coin indepen-
dent iff protocol transcripts reveal nothing about the random coins used in
the KeyGen procedure. Formally, consider the following experiment, given
a PPT adversary A: sample distinct r0, r1 ←$ {0, 1}n, pick b ←$ {0, 1},
let (msk,mpk) ← KeyGen(1n; r0), and let {tri} be a poly(n)-sized set of
IBKA execution transcripts between honest parties identified by {idi}. The
IBKA is keygen coin independent iff for any PPT adversary A, and for
all choices of {idi},

AdvkgciA (n) =

∣∣∣∣12 − Pr [A(rb, {tri}, {idi}) = b]

∣∣∣∣ = negl(n)

Remark 1. If the goal is, as in a PAKE, to limit the adversary’s number
of password guesses (here, guesses at r0), to one per protocol execution,
then the above definition is too weak to use in general. The definition
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only considers passive adversaries, and it is fathomable that an active
adversary might obtain a significant advantage in this game. The reason
this definition is sufficient for our (and CHIP’s) use case is because both
protocols have message flows which do not depend on incoming messages.
That is, it is not possible for an active adversary to make an honest party
behave differently (other than aborting due to a bad zero-knowledge proof,
which we discuss below). Protocols without this property will have to use
a definition that captures adversary capabilities similar to those in the
nrSK-security game (Section 3.3.1).

Remark 2. We contrast keygen coin independence with key escrow
freeness, as used in [BCGP08]. This property requires that a passive
adversary with knowledge of msk cannot derive shared secret. This is
distinct from keygen coin independence. In the latter property, a passive
adversary is allowed to derive shared secrets, but cannot know when it
succeeded, i.e., it cannot know whether its msk guess is correct. This may
seem like a strictly weaker requirement than key escrow freeness, but it is
entirely separate; there are key-escrow-free protocols [BCGP08, Protocol
2] which are not keygen coin independent due to their generic use of a
KEM. The lack of keygen coin independence in KEM-based schemes is
discussed in Section 3.1.

2.5 Zero-knowledge proofs

We will require a noninteractive zero-knowledge proof-of-knowledge (NIZK)
scheme for our IBKA construction. Informally, a NIZK is a two-round
protocol wherein a prover convinces a verifier of some efficiently checkable
statement. Often the statement will have some information that the prover
wants to keep hidden. This, as a collection, is called the statement’s
witness. The public parts of the statement are called the instance. For
example, in the statement “I know a set of assignments for the variables
x1, . . . , xn such that the boolean circuit C(x1, . . . , xn) = 1”, the set of
assignments is the witness, and the circuit C (and its depth, and the input
size n) is the instance.

NIZK functionality. For formal definitions of a zero-knowledge proof-of-
knowledge protocols, we refer the reader to [Tha23]. For our presentation,
it will suffice to explain the procedure the scheme exposes, as well as the
properties they satisfy.

Setup(1n, R)→ (pk, vk) Constructs the proving and verifying keys for the
relation R.

Prove(pk, x, w)→ π Constructs a zero-knowledge proof of the given rela-
tion with respect to instance x and witness w.

Vfy(vk, x, π)→ {0, 1} Verifies the proof π of the given relation with respect
to the instance x. Returns 1 on success.

Correctness. The property of correctness implies that valid proofs pass
verification with overwhelming probability. That is, if (x,w) ∈ R,

Pr

[
Vfy(vk, x, π) = 1

∣∣∣∣ (pk, vk)← Setup(1n, R)
π ← Prove(pk, x, w)

]

9



is overwhelming.

Soundness. The property of soundness implies the existence of an
extractor for a proof system. An extractor Ext(x, π) for the relation R is an
efficient algorithm which, given a valid proof, will return the witness used
to generate that proof. Obviously the NIZK scheme would be insecure if
the extractor worked in any context. In reality, the extractor needs extra
help, e.g., by having access to the prover and repeatedly rewinding it,
by operating in the algebraic group model and extracting from algebraic
provers, or by operating in the random oracle model and programming
the random oracle as needed.

Zero-knowledge. The property of zero-knowledge implies the existence
of a simulator for a proof system. A simulator Sim(x) is an efficient
algorithm which, given an instance, will produce a valid proof π which is
distributed identically to the honest proofs generated by Prove(pk, x, w),
for any valid w. Again, a NIZK scheme would be insecure if a simulator
worked in any context. To function, the simulator needs extra help, e.g.,
by knowing some trapdoor information about the proving key or by being
able to program the random oracle.

For the sake of concreteness in the LATKE construction, we may
consider the NIZK presented in [LNP22], which is proven sound and
zero-knowledge in the random oracle model from (Module-)LWE and
(Module-)SIS hardness assumptions. The relation we use in the IBKA,
RISIS (Section 3.2), is extremely efficient to prove in this system.

2.6 Lattice definitions and lemmas

Here we define the structures, hardness assumptions, and lemmas we will
need for LATKE.

Discrete Gaussian distribution. An n-dimensional lattice Λ is a
discrete subgroup of Rn. The Gaussian function ρs on Rn with parameter
s ∈ R+, centered at c ∈ Rn is defined as

ρs,c(x) := exp(−π∥x− c∥22/s2)

The discrete Gaussian distribution DΛ,s,c on an n-dimensional lattice Λ
with parameter s ∈ R+, centered at c ∈ Rn is defined to be the distribution
with probability density function

DΛ,s,c(x) :=
ρs,c(x)∑

y∈Λ ρs,c(y)
.

For brevity, we will omit the subscript c if c = 0.

Learning with errors. For a probability distribution χ on Zq, the
Learning with Errors (LWE) distribution Aq,n,m,χ is sampled by selecting
A←$ Zn×m

q , s←$ Zn
q , and e← χm, and outputting (A,AT s+ e).

The LWE problem, denoted LWEq,n,m,χ is to distinguish a sample from
Aq,n,m,χ from a sample from the uniform distribution on (Zn×m

q ,Zm
q ).

Preimage sampleable functions. We use the definitions from [GPV08].
A preimage sampleable function (PSF) scheme (GenTrap, SampleDom,
SamplePre) is a tuple of procedures over domain Dn and range Rn with
an efficiently computable function family fa : Dn → Rn such that:
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GenTrap(1n)→ (a, t) Generates an instance a, which is the description
of some function in the function family fa. Also generates secret
trapdoor t, which is used for preimage sampling.

SampleDom(1n)→ x Samples an element from a (possibly non-uniform)
distribution on Dn, for which the distribution of fa(x) is (statistically
close to) uniform over Rn.

SamplePre(a, t, y)→ x Given a target y ∈ Rn, uses the trapdoor informa-
tion to sample an element from (a distribution statistically close to)
the conditional distribution x← SampleDom(1n), given fa(x) = y.

In this work, we will only consider linear PSFs, i.e., PSFs of the form
described in [GPV08, MP12], where fA(E) = AE for A ∈ Zn×m

q and
E ∈ Zm×ℓ

q , for integers q,m, n, ℓ, where SampleDom is DZm,s for some
s > 0, and where the instance A returned by GenTrap is statistically close
to the uniform distribution. In the multi-bit encryption setting, when
U = [u1, . . . ,uℓ], we use the notation

SamplePre(U) := [SamplePre(u1), . . . , SamplePre(uℓ)],

so that if E← SamplePre(U), then AE = U.
In some theorems, we will also impose a min-entropy requirement on

the output distribution of SamplePre. A useful bound is given in the
following lemma. In practice, the “sufficiently large” clause is satisfied by
n far smaller than the security parameter.

Lemma 1 (Adapted from [GPV08, Lemma 2.10]). For any n-dimensional
lattice Λ with sufficiently large n, c ∈ Rn and s ≥ 2ω(

√
logn)), and for

every c ∈ Λ, the min-entropy of DΛ,s,c is at least n− 1.

We include some lemmas that describe the distributions of some lattice
operations.

Lemma 2 (Adapted from [GPV08, Lemma 2.9]). For any n-dimensional
lattice Λ, c ∈ Λ, and s = ω(

√
logn),

Pr
x←DΛ,s,c

[∥x− c∥2 > s
√
n] = negl(n).

Lemma 3 (Leftover Hash Lemma [ILL89, BS23]). Let H be a (1 + ν)/N-
universal hash function family over (K,S, T ), where N := |T |. That is, for
any distinct x, x′ ∈ S,

Pr
k←$K

[H(k, x) = H(k, x′)] ≤ (1 + ν)/N.

If k, x1, . . . , xℓ are mutually independent random variables, where k is
uniform over K and each xi is over S and has min-entropy at least h, then
the statistical distance between (k,H(k, x1), . . . ,H(k, xℓ)) and the uniform
distribution on K × T ℓ is at most ℓ

√
2−hN + ν/2.

Lemma 4 (Adapted from [Pei10, Theorem 3.1]). Let s1, s2 > 0 with
s2 = s21 + s22. Let Λ1,Λ2 be n-dimensional lattices and s1, s2 = ω(

√
logn),

and let c1, c2 ∈ Rn be arbitrary. Consider the following probabilistic
experiment:

Choose x2 ← DΛ2,s2,c2 then choose x1 ← x2 +DΛ1,s1,c1−x2 .

The marginal distribution of x1 is statistically indistinguishable from
DΛ1,s,c1 .
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2.7 Canetti-Krawczyk model

We will prove LATKE’s IBKA secure in (a modified version of) the Canetti-
Krawczyk (CK) model [CK01]. This is a standard model for key agreement
protocols, and the same model that CHIP’s choice of IBKA [FG10] uses.
Similarly to [FG10], we do not include the property of forward secrecy,1

and we do include the property of key compromise impersonation (KCI)
resistance (formalized in [Kra05]). In words, KCI resistance ensures that
the scenario wherein Mallory compromises Alice, then impersonates Bob
to Alice, is infeasible. In a KCI-resistant protocol, the only person Mallory
could impersonate is Alice herself. We make additional, nonstandard
modifications, and argue their appropriateness in Section 3.3.1.

Model definitions. The authors of [CK01] present a game-based ap-
proach to modeling adaptive adversaries in an authenticated key agreement
protocol. The adversary is permitted to start new sessions between hon-
est parties, intercept their messages, inject messages, and corrupt them
in various ways. To keep track of which parties are honest, we use the
terminology of owner of the session—the party at which the session exists,
i.e., the party for which a session state is being stored by the simulator (or
an honest party, in the real world). The owner can be either the initiator
or responder of the protocol. We may assume every session has an owner
(otherwise, the session is just the adversary talking to itself). The party
which whom an owner wishes to establish a shared secret is called a peer.
A peer may also be controlled by the simulator (or an honest party in the
real world).

Formally, the CK model permits the adversary A to query the following
oracles regarding the state of protocol sessions and participating parties.
We use tr as shorthand for (trout, trin) and trT for (trin, trout).

NewSession(idA, idB , role) Creates a new session where idA is the owner
and idB is the peer, and specifies the role (initiator or responder)
of idA in the session. If initiator, then idA may send a message to
idB as the protocol specifies.

Send(idA, idB ,m) Sends a message m from idB to idA, where idA is the
owner of an existing session.

Corrupt(idA) Reveals to A all the long-term keys belonging to party idA.

RevealKey(idA, idB , tr) Reveals to A the shared secret derived by party id
in the given completed session.

RevealState(idA, idB , tr) Reveals to A the session state of party idA in the
given incomplete session.

Test(idA, idB , tr) Flips a coin b. If b = 0, reveals to A the owner’s copy of
the shared secret in the given completed session.2 If b = 1, sends to
A a uniformly selected value from the shared secret space.

1The authors of [FG10] show weak forward secrecy of their IBKA, but this property is not
used by CHIP. See Section 3.3.1.

2This is made slightly more specific than the original definition, which assumes that both
parties have the same shared secret. This will not be the case in our construction. Revealing
the owner’s secret key is the appropriate choice, since this is the party that the adversary
hasn’t necessarily corrupted in some way.
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The following security definition measures an adversary’s ability to
tell the difference between the real shared secret of the Test session and a
uniformly chosen one. The definition requires the notion of cleanness in
order to prevent trivial attacks:

Definition (Session cleanness). A session in the CK model is clean iff the
adversary did not have access access to the session’s state upon creation.
This means the adversary did not call RevealState during its establishment,
or RevealKey upon completion on (idA, idB , tr) or (idB , idA, tr

T ). The ad-
versary may have called Corrupt(idA) or Corrupt(idB), but if it did, it was
not actively controlling the party during the session’s establishment.

Definition (Session key (SK) security with KCI resistance). Let Π be a
key agreement protocol, and let A be an adversary. Consider the following
security experiment. A is permitted to arbitrarily interact with the oracles
defined above, on the condition that it makes at most one Test query, whose
contents we denote by (idA, idB , tr). Eventually A terminates and outputs
its single-bit response b′ to the test query.

Π is SK-secure with KCI resistance iff the advantage of any PPT A at
guessing b is negligible, where (idA, idB , tr) is clean, (idB , idA, tr

T ) is clean
if it exists, and Corrupt has never been called on the session peer. That is,
with these conditions,

AdvskA := |Pr[b = b′]− 1/2| = negl(n).

2.8 Universal Composability

The Universal Composability (UC) model, introduced by Canetti [Can01],
is an alternative to the game-based model of security more commonly used
in cryptography. Broadly, the model frames cryptographic protocols as
idealized functionalities, which can be thought of as black boxes with a
tightly constrained interface to the outside world. The UC simulation-based
security definition guarantees that these functionalities can be concurrently
composed with each other and used as subprotocols in larger protocols.
Informally, the main security definition is that a protocol Π UC-realizes
a functionality F iff there exists a simulator with access to F that can
convincingly simulate an execution of Π to an adversary who believes it
can communicate with all the parties of Π. A protocol Π UC-realizes
F in the F ′-hybrid model iff it realizes F when all parties in Π and the
adversary are permitted to make queries to an unbounded number of copies
of of F ′. The UC composition theorem states that, if Π′ UC-realizes F ′,
then Π using Π′ UC-realizes F in the bare model, i.e., we can compose
protocols that realize functionalities, and they behave as if they were the
composition of the functionalities themselves.

iPAKE functionality. The CHIP framework we build on is proven
secure in the UC framework assuming the existence of a UC-secure PAKE.
That is, it UC-realizes the FiPAKE functionality in the FPAKE model. Since
our construction does not require a re-evaluation of the security proofs of
CHIP, we omit the definitions of both these functionalities. Full definitions
can be found in [CNPR22].

The only details about the FiPAKE we will need to keep track of for our
use are the session identifiers. Each new session in FiPAKE is associated
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with a static session identifier sid, which identifies a group of parties who
wish to authenticate amongst themselves, e.g., devices in a particular room
in a building, sid = “Room 305”. In addition, prior to the beginning of
a new iPAKE session, a sub-session identifier ssid is established between
parties. This uniquely identifies that particular execution of the protocol.
This can be established by out-of-band means, or by, e.g., exchanging
nonces [BLR04]. For clarity of presentation, we will assume in our protocol
definitions that the sid and ssid establishment has already occurred.

3 A lattice-based output-fuzzy IBKA

In this section we construct a lattice-based output-fuzzy identity-based key
agreement protocol with the two properties that the CHIP construction
requires, namely KCI resistance and keygen coin independence. The
protocol is described in its entirety in Figure 4.

A starting point. We begin with the identity-based encryption (IBE)
scheme presented in [GPV08]. This is shown in Figure 2, modified to be an
IBKEM rather than an IBE. It is built using a linearpreimage sampleable
function scheme (GenTrap, SampleDom, SamplePre). To set up, a party
calls GenTrap and derives a main keypair (msk = T,mpk = A). To derive
a decryption key usk for identifier id, a party calls SamplePre and uses
knowledge of the trapdoor information msk to compute a short solution E
such that H(id) = AE. To encapsulate, a party uses the main public key
A and the identifier string to encrypt a random plaintext. To decapsulate,
a party uses their knowledge of usk to decrypt the ciphertext.

We may use this IBKEM as a building block for an IBKA using the
generic compiler introduced in [BCGP08, Protocol 1]. At a high level, this
protocol, given any (IB)KEM, runs two rounds of (IB)KEM encapsulations,
i.e., A→ B and B → A, and passes the results through a key derivation
function (KDF). For CCA-secure (IB)KEMs, the authors show that this is
a KCI-resistant key agreement protocol, and that it provides no forward
secrecy (i.e., an adversary who learns both participants’ decapsulation
keys can decrypt past sessions).

This security result says nothing of the protocol’s keygen coin inde-
pendence, however. In fact, this isn’t a property that can generically
hold. For example, suppose a CCA-secure IBKEM is modified to send
mpk along with the encapsulated key. This modified scheme is clearly still
CCA-secure, but it would trivially break the keygen coin independence
property of the IBKA that used it, since mpk is (part of) the output of
IBKEM.KeyGen(1n;H(pw)). To build a scheme with keygen coin indepen-
dence, we must do so in a white-box way.

Our starting point for LATKE is this generic construction, instantiated
using the CPA-secure IBKEM described in Figure 2. On its face, this
scheme may not be secure due to the weak choice of IBKEM. Further, some
of the modifications we make in order to achieve keygen coin independence
will break correctness, and break security even further. We will solve
the correctness issue by using a fuzzy PAKE in place of a PAKE in the
CHIP construction, and we will solve the security issue by relaxing (with
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Public Parameters. LWE params n, q, χ,m. Preimage sampleable func-
tion scheme (GenTrap, SampleDom, SamplePre) with sampling domain DZm,s.
Plaintext size ℓ = poly(n). A random oracle H : {0, 1}∗ → Zn×ℓ

q .

IBE.Setup(1n, 1m, q)→ (msk,mpk)

1 : (T,A)← GenTrap(1n, 1m, q)

2 : return (T,A)

IBE.Extract(mpk,msk, id)→ usk

1 : U := H(id)

2 : usk← SamplePre(msk,U)

3 : return usk

IBE.Enc(A, id,m ∈ {0, 1}ℓ)→ (c1, c2)

1 : U := H(id)

2 : s←$ Zn
q

3 : x1,x2 ← χm+ℓ

4 : c1 := AT s+ x1

5 : c2 := UT s+ x2 + ⌊q/2⌋ ·m

6 : return (c1, c2) ∈ Zm
q × Zℓ

q

IBE.Dec(usk = E, (c1, c2))→ b

1 : m′ := c2 −ET c1

2 : return ⌊m′⌉

Figure 2: The identity-based encryption mechanism from [GPV08]. ⌊v⌉
denotes the element-wise rounding operation which, for element i, equals 0
if vi ∈ {−⌊q/4⌋, . . . , ⌈q/4⌉}, and 1 otherwise.

justification) the security model itself. At the end, the IBKA will inherit
the KCI resistance of [BCGP08], and will provide no forward secrecy.

3.1 Ambiguity

As we will see, the current IBKA is not keygen coin independent. We
begin by analyzing the uniform ambiguity [BLMG21] of the underlying
IBKEM.

Ambiguity and keygen coin independence. A KEM is uniform-
ambiguous iff an adversary cannot determine the recipient of a ciphertext
even if given the secret key. In other words, a uniform plaintext (i.e., the
KEM shared secret) is indistinguishable from a mauled plaintext that re-
sulted from decrypting under the wrong key. As shown in [BLMG21], there
exist uniform-ambiguous KEMs from the computational Diffie-Hellman
assumption. We extend this definition to identity-based KEMs.

Definition (usk Uniform Ambiguity). An identity-based key exchange
mechanism IBKEM is usk-uniform-ambiguous iff an adversary cannot de-
termine the recipient of a ciphertext even if given the decryption key usk of
one of the possible recipients. Concretely, for all probabilistic polynomial
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U-AMBusk(1
λ, IBKEM,A = (A0,A1))

1 : ∀i ∈ {0, 1} : (mski,mpki)← IBKEM.Setup(1λ)

2 : (id0, id1, state)← A0(1
λ,mpk0,mpk1)

3 : ∀i ∈ {0, 1} : uski ← IBKEM.Extract(mpki,mski, idi)

4 : b←$ {0, 1}
5 : (ss, ct)← IBKEM.Encap(mpkb, idb)

6 : b′ ← A1(state, usk0, usk1, ct)

7 : return b = b′

Figure 3: The D-ambiguity game from [BLMG21], restated with respect to
IBKEMs and adversaries with knowledge of usk.

time adversaries A,∣∣∣∣Pr[U-AMBusk(IBKEM,A) = 1]− 1

2

∣∣∣∣ = negl(n)

with the U-AMBusk game defined as in Figure 3.

Recall that keygen coin independence requires that the protocol’s tran-
script not detectably depend on msk, usk, or any other value transitively
derived from the KeyGen process. In particular, this requires that an adver-
sary with some usk cannot distinguish between a ciphertext decryptable by
usk and a ciphertext not decryptable by usk. Thus, usk-uniform ambiguity
is a necessary property for keygen coin independence. As we will see later,
it is not sufficient, but this serves as an useful intermediate goal.

Barriers to instantiation. Unfortunately, to the authors’ knowl-
edge, no uniform-ambiguous KEM (let alone IBKEM) has been con-
structed from lattice assumptions. To explain why, we consider some
existing lattice- and code-based KEMs—including FrodoKEM [NAB+20],
NTRUPrime [CDH+20], Classic McEliece [ABC+22], and Kyber [SAB+22]—
and observe that every one has to round or otherwise decode some value
in the decapsulation step. This appears inherent. In every scheme, the
cleartext-to-plaintext encoding requires the encapsulator to pick messages
which are near, but not equal to, known threshold values. For example,
FrodoPKE.Enc3 encodes a cleartext bit b as b·⌊q/2⌋+e, where e← χ is some
small Gaussian noise. Given the correct decryption key, FrodoPKE.Dec
will round off the decrypted scalars to 0 or ⌊q/2⌋ to retrieve the original
cleartext bits.

Given the wrong decryption key, however, FrodoPKE.Dec will return
mauled message, one whose distribution is far from the one produced by

3We refer to the FrodoKEM public-key encryption scheme (PKE) rather than the KEM,
because FrodoKEM.Decaps has an explicit equality check that tells the decapsulator if the correct
key was used. The CPA-secure PKE thus has a better chance of being uniform-ambiguous.
This applies to any KEM which results from the Fujisaki-Okamoto transform [FO99].
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FrodoPKE.Enc.4 This is a high-quality oracle for determining the correct
secret key. If an adversary decrypts a ciphertext and finds a value that is
far from both 0 and ⌊q/2⌋, then it is overwhelmingly likely that they used
the wrong decryption key.

Modification #1: Breaking correctness. The observation above
yields an idea of how to adapt our IBKEM to be uniform-ambiguous:
simply remove the cleartext-to-plaintext encoding step in Encap. Rather
than encoding cleartext bits, an honest encapsulator may instead encrypt a
uniform plaintext vector. This badly breaks correctness: the decapsulator
in this modified scheme always recovers a secret that is some small distance
away from the encapsulator’s secret.

To compound the correctness issue, it is unsafe to use common key
reconciliation mechanisms, such fuzzy extractors [DRS04], information rec-
onciliation mechanisms [Pei14, RW04], or other coding theory techniques.5

This is because these schemes are built for parties who approximately know
the same high-entropy secret. But the IBKA’s lack of forward secrecy
means that the secrets it produces are not high-entropy. Since any passive
adversary can determine the secrets by brute forcing pw, the shared secret
distribution has at best the same entropy as the password distribution.

Modification #2: Breaking security. The noticeable correctness
error necessitates another change in the IBKA: we can no longer pass the
KEM shared secrets through a key derivation function (KDF) or hash.
These functions, by definition, amplify small differences in their inputs. If
the parties in a non-correct protocol input their shared secrets to a KDF or
hash, they will receive two distinct and unrelated final secrets. So instead,
the parties will simply sum the two shared secrets as elements of Zℓ

q. As
we will see later, this modification makes our IBKA trivially insecure
in the CK model. Rather than patching it up to meet the definition of
SK-security we will instead degrade the security definition to fit the IBKA
in Section 3.3.1. We will see that the security of CHIP, and LATKE
consequently, does not require the stronger notion of SK security.

Modification #3: Fixing correctness later. In order for parties
in the LATKE iPAKE to derive the same final secret, it needs to solve
the correctness issue at some point. Recent work [DHP+18] defines an
instantiates a family of algorithms, called fuzzy PAKEs (fPAKEs), which
solve precisely the issue of reconciling approximately equal low-entropy
secrets. We will use a specific fPAKE instantiation as a drop-in replacement
for the PAKE in the CHIP framework. This setup is quite convenient:
CHIP requires the use of a PAKE regardless, so using a special PAKE that
additionally does reconciliation spares LATKE the overhead of adding
additional steps to the IBKA.

4Indeed, if FrodoPKE.Dec gets an sk whose difference from the true secret is ∆, it will
return a plaintext of Frodo.Encode(µ) +E′′′ − (S′A+E′)∆, where E′′′ is short. Thus, if the
distribution of sk is not close to the true secret, the resulting plaintext distribution is much
closer to uniform than Gaussian.

5A description of how the fuzzy extractor technique breaks down can be found in [DHP+18,
Appendix H].

17



3.2 Instance shifting

Our IBKA is now usk-ambiguous, but this is not enough. Recall that a
password-guessing adversary can use pw to derive msk and mpk. This is a
problem for the current scheme. As shown in [MP12], an adversary with a
trapdoor msk for mpk = A can efficiently invert LWE instances over A.
Since the inversion algorithm is overwhelmingly likely to fail if the wrong
A (and trapdoor) is used, this provides a high-quality password guessing
oracle to any passive attacker.

Thus, it is necessary shift the existing setup to a new instance Ā that
is not trapdoored. This is a difficult needle to thread—parties cannot
encrypt any messages using A, but at the same time they need the identity
property AE = H1(id) in order to keep authenticity guarantees.

Modification #4: Encrypting in a non-trapdoored lattice. We
resolve this by first introducing a public, uniform, unrelated matrix B and,
in the online phase of the IBKA, forcing each participant to provide a
public key V and prove knowledge of a short E′ such that BE′ = V. Since
no ID is tied to B, encrypting using just B offers no authenticity. And
encrypting using both A and B will still break passive security, since A is
trapdoored. Our solution is to encrypt using Ā := A+B and public key
H1(id) +V. Notice that the only obvious way to decrypt such a ciphertext
is to have E = E′. We prove that indeed this must be the case. More
specifically, we prove in Section 3.3.1 that, to authenticate H1(id) wrt A,
it suffices to prove knowledge of E′ and authenticate H1(id) +BE′ wrt
A+B.6

Formally, we introduce an authentication phase of the iPAKE, wherein
both parties present their public key V along with a NIZK proof π of the
inhomogeneous short integer solution (ISIS) relation:

RISIS = {(β,B,V;E) :
∧
i

Bei = vi ∧ ∥ei∥2 ≤ β},

where ei,vi refer to the columns of E,V, respectively. We will define β
to be sufficiently small to prevent an authenticity attack, but sufficiently
large so as not to break (fuzzy) correctness. Note, since V does not change
across executions, the authentication phase only needs to be run once per
pair of participants. This is the final modification we need. The LATKE
IBKA is described in its entirety in Figure 4.

In the following sections, we prove security, (fuzzy) correctness, and
keygen coin independence of the IBKA. We then analyze the IBKA’s
efficiency, and move on to show how it can be composed securely with an
fPAKE to produce a scheme that UC-realizes FiPAKE.

3.3 Proofs

We now show correctness and bound the decryption error of our IBKA.
This comes directly from the correctness proof of the dual encryption

6Indeed, the proof of knowledge is necessary for security. Without it, a malicious party
could pick a fresh F and send V = ĀF−H1(id) so that the new public key is H1(id)+V = ĀF.
This breaks authenticity.
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Public Parameters. LWE params n, q, χ,m with q prime. Preimage sam-
pleable function scheme (GenTrap, SampleDom, SamplePre) with sampling do-
main DZm,s. NIZK scheme (Setup, Prove, Vfy) for the RISIS relation with β =
s
√
m. Dimension ℓ = poly(n) of shared secret. A uniformly sampled B ∈ Zn×m

q .

Two random oracles H1 : {0, 1}∗ → Zn×ℓ
q and H2 : {0, 1}∗ → {0, 1}n.

KeyGen(1n, 1m, q; r)→ (msk,mpk)

1 : (T,A) := GenTrap(1n, 1m, q; r)

2 : return (T,A)

Extract(mpk,msk, id)→ usk

1 : U := H1(id)

2 : usk← SamplePre(msk,U)

3 : return usk

Decap(usk = E, (c1, c2))→ ss′

1 : return c2 −ET c1

Encap(A, (id,V))→ (ss, ct)

1 : U := H1(id)

2 : Ū := U+V

3 : Ā := A+B

4 : s,w←$ Zn+ℓ
q

5 : x1,x2 ← χm+ℓ

6 : c1 := ĀT s+ x1

7 : c2 := ŪT s+ x2 +w

8 : return (ss = w, ct = (c1, c2))

Alice(pwdfile = (A,EA), sid, ssid) Bob(pwdfile = (A,EB), sid, ssid)

. . . . . . . . . . . . . . . . . . . . . . . . . Begin key agreement. Auth step. . . . . . . . . . . . . . . . . . . . . . . . . .

VA := BEA VB := BEB

πA ← Prove((β,B,VA),EA) πB ← Prove((β,B,VB),EB)

VA, πA

VB , πB

if !Vfy((B,VB), πB) then abort if !Vfy((B,VB), πB) then abort

. . . . . . . . . . . . . . . . . . . . . . . End of auth step. Key exchange step . . . . . . . . . . . . . . . . . . . . . . .

(ssA, ctA) := Encap(A, (idB ,VB)) (ssB , ctB) := Encap(A, (idA,VA))ctA

ctB

ss′B := Decap(usk, ctB) ss′A := Decap(usk, ctA)

ss = ssA + ss′B ss′ = ssB + ss′A // ≈ ss

. . . . . . . . . . . . . . . . . . . . .End of key agreement. Begin fuzzy PAKE. . . . . . . . . . . . . . . . . . . . .

ss, tr, sid, ssid ss′, tr, sid, ssid

k
fPAKE

k

return k return k

Figure 4: The LATKE iPAKE. GenPwfile is identical to CHIP.GenPwfile in
Figure 1, using H := H2. tr represents the protocol transcript up to that point.
sid and ssid are session identifiers, as defined in Section 2.8. The NIZK setup is
omitted, as this can be done at any time.
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scheme of [GPV08].7

Theorem 5 (Output-fuzziness). Let (GenTrap, SampleDom, SamplePre)
be a linear PSF from Zm to Zn

q with domain distribution DZm,s, where
q ≥ 20sm. Let α ≤ 1/(s

√
m ·ω(

√
logn)) ≤ 1/20, and let χ = DZ,αq. Then

the IBKA described in Figure 4 is output-fuzzy with ℓ∞-distance q/10. That
is, for any honestly generated msk, mpk, V, and usk with corresponding
identifier id,

Pr

∥ss− ss′∥∞ > q/10

∣∣∣∣∣∣∣∣∣∣∣∣

(ssA, ctA)← Encap(A, (idA,VA))
(ssB , ctB)← Encap(A, (idB ,VB))

ss′B := Decap(EA, ctB)
ss′A := Decap(EB , ctA)

ss = ssA + ss′B
ss′ = ss′A + ssB

 = negl(n).

Proof. Let (c1, c2) = ctA. Then

ss′A = c2 −ET
Bc1 = ŪT

Bs+ x2 + ssA −ET
B(Ā

T s+ x1),

where x1,x2 ← χm+ℓ and s←$ Zn
q . Since EB is such that ĀEB = ŪB ,

ss′A = ŪT
Bs+ x2 + ssA − ŪT

Bs−ET
Bx1 = ssA + x2 −ET

Bx1.

Note the distribution from which EB is extracted is statistically indis-
tinguishable from the conditional distribution DZm×ℓ,s given AEB =

UB . Let h = ET
Bx1 ∈ Zℓ

q. Following the Cauchy-Schwartz argument
in [GPV08, Lemma 8.2], we bound each |hi| < q/20 with overwhelm-
ing probability. Since x2 ∼ DZℓ,αq, applying Lemma 2 to each coor-
dinate yields ∥x2∥∞ ≤ αq ≤ q/20 with overwhelming probability as
well. Thus ∥ssA − ss′A∥∞ ≤ q/10 with overwhelming probability. Since
ss− ss′ = (ssA − ss′A) + (ssB − ss′B), we double the bound.

Completing the correctness claim, we note that by Lemma 2, the
choice of β = s

√
m in Figure 4 is large enough that an honestly generated

E← SamplePre(H1(id)) satisfies RISIS with overwhelming probability. Thus,
honest proofs verify successfully.

We now prove keygen coin independence of our IBKA. There are two
subtleties here. First, the reason the authentication step doesn’t leak any
information about msk is that Extract procedure is non-deterministic and
has high-entropy. This, and the randomness of B, is sufficient to hide msk.
Second, instance shifting is what allows us to show that the ciphertexts are
indistinguishable from randomness under the LWE assumption. Namely,
because B is a public parameter and perfectly hides A, we can replace it
with a (function of an) LWE challenge matrix.

Theorem 6 (Keygen coin independence). Let q be prime. Let (GenTrap,
SampleDom, SamplePre) be a linear PSF from Zm to Zn

q with domain
distribution DZm,s, SamplePre min-entropy at least m−1, and m ≥ 2n log q.

7The fuzziness bound of q/10 bound is high, and somewhat arbitrary. It can be tweaked by
choosing smaller α or larger q.
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Let α > 0 be such that LWEq,n,m,χ is hard, where χ := DZ,αq. Let (Setup,
Prove, Vfy, Ext, Sim) be a NIZK for RISIS. Then the IBKA described
in Figure 4 is keygen coin independent.

Proof. We will use a sequence of hybrid distributions of an adversary’s
view, ending in a view whose values are independent of the randomness
used in KeyGen. For clarity, we will only consider a single transcript, but
the argument applies identically if you perform the same transformation
on all poly(n)-many transcripts in each hybrid.

Hybrid 0. The adversary’s view of a protocol execution (including public
parameters) is (B,VA,VB , πA, πB , ctA, ctB), where each value is honestly
computed.

Hybrid 1. Replace VA and VB with uniformly selected vectors. We
argue that this is statistically indistinguishable from the previous hybrid.
We will show this for VA. An identical argument proves this for VB .

RecallVA = BEA. EA is not independent of the keygen’s random coins:
given challenge rb, an adversary can generate (·, Â) := GenTrap(1n, 1m, q; rb).
Then ÂEA = H1(idA) iff b = 0 with overwhelming probability. We must
argue, then, that EA does not leak in this protocol, i.e., multiplication by
B sufficiently hides EA.

Indeed, BEA is statistically close to uniform. By assumption, the
SamplePre output distribution has min-entropy h ≥ m− 1. Further, since
q is prime, the choice of B←$ Zn×m

q defines a ϵ-universal hash function
family, where ϵ = q−n = negl(n). By Lemma 3, (B,BEA) is ϵ′-close to
the uniform distribution on Zn×m

q × Zn×ℓ
q , where ϵ′ ≤ ℓ

√
2−hqn/2. Since

m ≥ 2n log q, we have ϵ′ = negl(n).

Hybrid 2. Replace the proofs πA, πB with ones generated by Sim on VA

and VB , respectively. Since the NIZK is zero-knowledge by assumption,
this view is indistinguishable from the last.

Hybrid 3. Replace c2 in both ciphertexts with uniformly random vectors.
This view is perfectly indistinguishable from the last, since c2 is blinded
by the uniform vector w, and independent from the rest of the inputs.

Hybrid 4. Replace c1 in both ciphertexts with a uniformly random
vectors. We show the reduction from LWEq,n,m,χ for one the c1. The
argument for the other is identical.

Given an LWE challenge (C,d), let Ā := C, B := Ā−A, and c1 := d.
In the case the challenge is an LWE sample, (B, c1) is distributed as in the
previous view. In the case the challenge is uniform, (B, c1) is distributed
uniformly.

3.3.1 Security in the CK model

CHIP’s IBKA [FG10] is proven secure in the Canetti-Krawczyk (CK)
model, with the additional properties of KCI resistance and weak forward
secrecy (wFS)—forward secrecy but only for sessions wherein the adversary
was passive. We cannot prove our IBKA secure in the same model. The
first reason is our IBKA is not weak forward-secret. This is a non-issue,
though, since the CHIP construction explicitly composes with a PAKE in
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order to confer forward secrecy on an otherwise non-forward-secret IBKA.
More concretely, the proof of security [CNPR22, Theorem 1] does not
make use of wFS at any point.

If we use the non-wFS CK variant presented earlier in Section 2.7, our
IBKA is still trivially insecure.8 The security model can be refined, though.
We make two observations: (1) RevealKey and RevealState appear to be
the primary attack vectors against the IBKA, and (2) the proof of CHIP’s
security [CNPR22, Theorem 1] does not require that the IBKA be secure
when the shared secret is revealed. The second point is fairly intuitive
upon inspection: if CHIP sends the output of the IBKA directly into the
PAKE, and deletes all the intermediate state, there no reason to consider
the direct leakage of the IBKA’s state or output in the threat model. The
most an adversary can do to guess IBKA’s output is by performing an
attack on the underlying PAKE, but its security implies that the adversary
gets roughly 1 guess per attack. The argument against modeling reveal
queries goes further: hiding the output and intermediate state of the IBKA
is actually essential to CHIP’s security. If an adversary were allowed to
see either, it would break keygen coin independence, and thus break the
security of the entire iPAKE.9

nrSK-security. With this in mind, we define a restriction of the
CK model from Section 2.7. We refer to the resulting security notion as
no-reveal session-key (nrSK) security with KCI resistance. In this model,
adversaries are not permitted to make RevealKey or RevealState queries.
We note that our starting scheme [BCGP08] also does not model the
revelation of decapsulated ciphertexts in RevealState for the same reasons
as above. In fact, the same SK-security attack applies in the case that
decapsulated keys aren’t omitted from the response. We now show that
our IBKA is secure in this new model.

Theorem 7. Let (GenTrap, SampleDom, SamplePre) be a linear PSF
from Zm to Zn

q with domain distribution DZm,s and s ≥ ω(
√
logn). Let

8 We break the SK-security with KCI resistance game defined in Section 2.7. Let
(idA, idB , ctA, ctB) be a clean, completed session where neither party is corrupted. We show
that an attacker, Mallory, can derive the session’s shared secret. Let ssA and ssB denote
the decapsulation of ctA and ctB , respectively. First Mallory corrupts some other party P
and initiates a session s with idB using ciphertext ctA. She receives some ciphertext ct and
decrypts it using P ’s private key to get k. Finally, she calls RevealKey on the session and gets
B’s copy of the shared secret k′. Since k′ ≈ k+ ssA, Mallory can compute ssA ≈ k′ − k. Using
the same method, Mallory can derive (an approximation of) ssB . Now that she knows the
approximate sum ssA + ssB , Mallory can win Test with noticeable probability. Note, this is
not fixed by summing a hash of context into k—it is a hash of public info, so she can simply
be subtracted back out.

9We use the notation from [FG10] to describe the following brute force attack. Let the
attacker, Mallory, have identifier idM and public key be rM := gkM for a uniform kM ←$ Zq .
Mallory doesn’t know her pwfile = (y, sM ). Let Mallory initiate an IBKA session with Alice,
and then call RevealKey on the session, yielding the shared secret ss. Of the intermediate
values in that session, Mallory knows z2, since it is readily computable without pwfile, and does
not know z1. The only unknown variables in z1 are y and sM . Notice also that y = gx and
sM = kM + xH′1(M,krM ), so y and sM are uniquely defined and efficiently computable once
x is chosen. Thus, Mallory can brute force values of x = H2(sid, pw) until the shared secret
H′2(z1, z2) matches ss. In a similar attack, Mallory can use RevealState to dump a session’s z1
before completion and brute force the password in the same way.
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(Setup, Prove, Vfy, Ext, Sim) be a NIZK for RISIS with β := s
√
m. Let

α < 1/(s
√
m · ω(

√
logn)) and χ := DZ,αq. Then the IBKA described

in Figure 4 with these parameters is nrSK-secure with KCI resistance
assuming the hardness of LWEq,n,2m+ℓ,χ′ , where χ′ := DZ,α′q and α′ is

such that
√

(α′q)2(1 + β2)− (αq)2 = ω(
√
logn).

Proof. Suppose A is an adversary against the nrSK-security game with
noticeable advantage. C will be the challenger, simulating a view to A in
the modified CK model. We will present a sequence of games which slightly
change A’s view, but not enough that its advantage will go from noticeable
to not-noticeable. The final game’s view is independent of the challenge
bit b. Since the final game admits no advantage for A, we conclude that
A cannot distinguish b = 0 from b = 1 in the original game.

Recall in the definition of SK security that the adversary is permitted to
have corrupted the owner of the session (i.e., the party that the adversary
is not impersonating). We may assume wlog that this is the case. Further,
since we do not need to prove forward secrecy, this will be the only case
we have to consider. Let Q ∈ poly(n) be a bound on the total number of
participants that A will create during the game.

Game 0. This is the base game. C computes all the sessions itself, using
GenTrap upon setup, and Extract to create the usk for new parties. The
responses to Test are honest.

Game 1. C and designates a random i∗ ←$ {1, . . . , Q} to be the test
session. It will also designate a random party idP∗ (from 2Q possible peers,
at most) to be in the peer in the test session. If A doesn’t choose i∗ to be
the test session, or idP∗ isn’t the peer, then C aborts.

Analysis of Game 1. If the A’s probability of success in Game 0 is ϵ,
the probability of success in Game 1 is ϵ/(2Q2). Thus if ϵ is noticeable,
A’s performance here is also noticeable.

Game 2. We remove the need for a PSF trapdoor. At the beginning of
the game, C samples A,B←$ Zn×m

q . For every hash query H1(msg), C will
sample a h← DZm,s, save (msg,h), and return Ah. When creating a new
party given by id, C just sets usk := h if one exists for that id. Otherwise,
it will make a fresh query and use that h.

Game 1
s≈ Game 2. By hypothesis, A is statistically close to uniform,

and a sample h ← SamplePre(t) is statistically close to the conditional
distribution DZm,s given Ah = t. Thus, the distribution of usk values is
not changed. Further, SampleDom, by definition of PSF, must produce h
such that Ah is (statistically close to) uniform.

Game 3. At the beginning of the game, C replaces the test session peer’s
public key with a uniform UP∗ ←$ Zn

q , and programs H1(idP∗) := UP∗ .
Similarly, to simulate the party idP∗ , C selects a uniform VP∗ ←$ Zn

q , and
makes use of the efficient simulator Sim(β,B,VP∗) to generate the proof
π.

Game 2
s≈ Game 3. By the same argument as the previous hop, V and

U statistically indistinguishable from uniform in both games. And since
the peer is uncorrupted by assumption, it’s never explicitly told a preimage
to U or V. And by the zero-knowledge assumption, Sim produces proofs
which are distributed identically to honestly generated proofs.
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Note that C can fully simulate the execution of every party except
for idP∗ . In particular, since it no longer has its decryption key EP∗ , it
cannot compute idP∗ ’s view of the shared secret. This doesn’t affect the
simulator’s behavior, though. Recall RevealKey is not allowed, and C only
needs to return the owner’s shared secret in Test. Since C can compute
this value normally, the test session is unaffected.

Game 4. In the test session, the challenger modifies the session owner’s
ciphertext ctO∗ . The c1 value is sampled uniformly. And c2 := y + w,
where y,w ←$ Zℓ

q are both uniform. The challenger also decapsulates
the peer’s ciphertext ctP∗ to the key d. The Test response is either
ss(0) := w + d on b = 0, or a uniform value ss(1) ←$ Zℓ

q.

Game 3
c≈ Game 4. We provide a reduction from the LWEq,n,2m+ℓ,χ′

problem using the parameters described above. Denote the LWE challenge
as ((A,B,U), (A1,B1, a2)). Concretely, in the case this is from the LWE
distribution, then

a1 = AT s+ xa,1 b1 = BT s+ xb,1 a2 = UT s+ xa,2,

where s ←$ Zn
q is the LWE secret and all the x1,x2 values are from χ′

with the appropriate dimension.
At the very beginning of the game, C sets the global A,B as given,

and sets UP∗ := U. We will use the LWE challenge to construct the test
session ciphertext ctO∗ intended for the peer. In the case it is an LWE
instance, the ciphertext will be a valid ciphertext. In the case it is uniform,
the ciphertext will be uniformly distributed. We will set C’s answer to the
LWE game to be A’s response to the Test query. If A behaves noticeably
differently on the two types of ciphertext, C will have noticeable advantage
in the LWE game.

In the test session, A sends its public key VP∗ . C uses the efficient
extractor Ext(β,B,VP∗ , π) to extract the secret key F such that VP∗ =
BF and the columns ∥fi∥2 ≤ β = s

√
m. If this fails, the game ends and

C returns 0 (this cannot happen except with negligible probability by
hypothesis, so we eliminate this case).

To construct ctO∗ , C uses the given LWE instance that has shorter
error, and adds error as needed in order to make the output distribution
fit the ciphertext distribution. C samples w ←$ Zℓ

q and compensating
error terms x1 ← DZm,t and x2 with x2,i ← DZ,t′i

(for t and {t′i} specified
below), and lets

c1 := a1 + b1 + x1 = (A+B)T s+ (xa,1 + xb,1) + x1

c2 := a2 + FTB1 + x+w = (U+V)T s+ (xa,2 + FTxb,1) + x2 +w,

where the RHS is what holds in the case the challenge is an LWE sample.
In the case that the challenge is uniform, then c1 is uniformly distributed
due to a1, and c2 is uniformly distributed due to a2. It remains to show
that c1, c2 are indistinguishable from honest ciphertexts in the case the
challenge is an LWE sample.

We argue c1 is distributed as an honest ciphertext. By Lemma 4, and
since α′q = ω(

√
logn), xa,1 + xb,1 ∼ DZm,α′q

√
2. Thus, picking t such
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that
√

2(α′q)2 + t2 = αq makes it so c1 ∼ DZm,α′q as desired, so long as
t = ω(

√
logn), which is true by assumption.

We argue c2 is distributed as an honest ciphertext with the same
s as c1. Note F is fixed, and the randomness in c2 only comes from
xa,2 and xb,1. Let g := FTxb,1 and denote the columns of F by {fi}.
Since xb,1 ∼ DZm,α′q, then each component gi ∼ DZ,α′q∥fi∥2 . By the
same reasoning as above, summing with other error h := xa,2 + g yields
hi ∼ DZ,α′q

√
1+∥fi∥22

. Finally, for all i = 1, . . . , ℓ, we pick t′i = ω(
√
logn)

such that, for x2,i ∼ DZℓ,t′i
, hi + x2,i is distributed as DZ,αq. Since, by

assumption, the distance between α′ and α is sufficiently large, these {t′i}
exist. This completes the reduction.

Game 4 advantage is 0. Since w is uniform and independent from the
rest of the transcript (i.e., c1 and c2), ss

(0) is uniform and independent
from the rest of the transcript. Also, ss(1) is uniform and independent by
construction. Thus, A has no information about b, and its advantage is 0.

3.4 Efficiency

We briefly analyze the efficiency of the IBKA scheme. The public keys
in the authentication phase are nℓ log q bits. The authors of [LNP22]
provide benchmarks for the communication cost of a proof of knowledge of
a (Module-)LWE secret in their NIZK scheme. At the 128-bit security level,
the total size of a proof and commitment is 14.4KB. Since the benchmark
uses structured lattices with ring dimension 128, one can expect a 128×
increase if using unstructured LWE. We also note that the authentication
phase is a one-time cost for any pair of parties. Once a pair successfully
performs this step, they can save each others public keys and use them for
future key agreement sessions.

The communication cost of the rest of the key agreement protocol is
two ciphertexts, or log q(m+ ℓ) bits. The computation cost is relatively
small: Encap requires a matrix multiplication of size nm and of size nℓ,
and Decap requires a matrix multiplication of mℓ.

4 Composing with a fuzzy PAKE

With a suitable IBKA in hand, we follow the blueprint of CHIP to con-
struct an iPAKE. In order to achieve forward secrecy, we must pass the
IBKA shared secrets through a PAKE. And since the two parties do not
perfectly agree on the output, the PAKE must be fuzzy, i.e., tolerant to
small disagreements in the password. This functionality, called FfPAKE, is
made precise and instantiated in two different ways in [DHP+18]. The
functionality is exactly that of an explicitly authenticated PAKE func-
tionality, with the condition that passwords are considered correct if they
are within some threshold δ of the real password, using some distance
function.

For LATKE, we use the generic fPAKE defined in [DHP+18, Section
3], which is a domain-optimized two-party computation (2PC) protocol
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using Yao’s garbled circuits [Yao86], and permits any distance function
that can be represented as a boolean circuit. Per Theorem 5, we set the
distance threshold to δ := q/10.

It remains only to address the questions of whether it is safe to use the
fPAKE in place of a PAKE, and which distance function and cryptographic
assumptions can be used to instantiate it.

4.1 Security

The proof that CHIP UC-realizes FiPAKE functionality [CNPR22, Theorem
1] is immediately generalizable. We make two small modifications: (1) we
replace the value y derived GenPwfile with msk (the y value is indeed the
msk in [FG10]); (2) we modify the simulator’s behavior on TestPwd queries
to mark password guesses within distance δ as correct, just as TestPwd
does in FfPAKE. The latter change does not affect the simulation: given an
fPAKE password guess ss, the simulator still runs through every password
passed to H1, or compromised password, and attempts to re-derive ss′ ≈ ss
from it. Making sure that the password guess, if legitimate, must have
resulted from one of these two sources is addressed in [CNPR22, Lemma
1], which applies to any KCI-resistant IBKA.

Thus, LATKE UC-realizes FiPAKE functionality using parameters from
the intersection of the hypotheses of Theorems 5 to 7.

4.2 Instantiating the fPAKE

We address some details regarding how to fit the 2PC fPAKE into LATKE.

Distance function. We would like to use the ℓ∞ distance function for
the fPAKE, both because it is appropriate for the structure of ss, and
because it has an efficient boolean circuit complexity of O(ℓ log q) gates.
We cannot directly use ℓ∞, though. Recall that the input to the fPAKE
is (ss, tr, sid, ssid). If the two parties disagree on the transcript or session
identifiers, even at a single bit, then the PAKE should not succeed. But
if the ℓ∞ distance is used for all the inputs, this may be violated. This
simple to fix: since the distance function can be any boolean circuit, we
simply use the ℓ∞ on the ss portion of the input, and the discrete distance
d(x, y) = δ · (x == y) on the rest of the input, where δ is the distance
threshold. The final distance function is the sum of these two. Thus, any
inputs whose transcripts disagree will automatically fail the PAKE.10 The
final number of gates in this circuit is O(mℓ log q).

Cryptographic assumptions. The 2PC fPAKE construction requires
UC-secure oblivious transfer (OT), and relies on a generic transform
[BCL+11] which allows it to operate over unauthenticated channels. Both
of these constructions are instantiable from lattice assumptions. There is
a variety of UC-secure OT from LWE [BCV19, BBB+22, BC15, PVW08].
The generic transformation also relies on UC-secure OT, in addition

10Another way around this issue is to not input ctx := (tr, sid, ssid) to the fPAKE at all. The
purpose of these values is to bind the resulting key to the session context. To achieve this, it
suffices to pass just ss into the fPAKE, and perform a key derivation function on the result
using ctx as the context.
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to collision-resistant hash functions and non-committing encryption, all
of which are achievable from lattice assumptions in the random oracle
model.11

4.3 Efficiency

The 2PC fPAKE construction uses a bespoke variant of the dual-execution
method for multiparty computation (MPC) [MF06, HKE12] in order to
achieve malicious security without using a generic malicious-secure protocol.
We estimate the communication and computation costs of this protocol
using the breakdowns given in [DHP+18]. Let b = ℓ log q be the bitlength
of ss. The ℓ∞ distance function can be phrased as a magnitude comparator
circuit composed with a threshold gate. This has circuit complexity
of roughly 4b, not including XORs, due to the optimization in [KS08].
The 2PC fPAKE scheme requires 5 communication rounds and roughly b
OT operations, 8b symmetric encryptions, 4b symmetric decryptions, 16b
hashes, 5 signing operations, and 5 signature verification operations.

5 Future work

There are several aspects to this work that could be improved to make a
faster, more efficient, and more secure iPAKE.

CRISP from lattices. Recall the CRISP protocol is a strong iPAKE
(siPAKE), meaning that it is robust to precomputation attacks. In the
case of CHIP (and hence LATKE), an adversary who precomputes a
table of mpk values from various password guesses can use it to speed
up a brute force attack, should they ever retrieve an mpk from a user
device. The CRISP construction uses algebraic techniques which rely on
bilinear pairings in order to locally rerandomize its pwfile without breaking
authenticity. It is unclear how these techniques could transfer to a lattice
setting.

Post-quantum security. The use of lattice assumptions does not
immediately imply that a scheme is secure against quantum adversaries.
To prove quantum resistance, it is necessary to demonstrate a quantum
reduction, rather than a Turing reduction. Our use of the random oracle
model (ROM) in the proof of Theorem 7 does not directly require adaptive
programming (i.e., programming H using knowledge of historical H queries),
nor rewinding, so a reduction in the quantum ROM (QROM) [BDF+11]
may be possible. However, depending on the NIZK, the Ext function may
require rewinding, which is not permitted in the model. We leave as an
open question whether this scheme, or schemes like it admit quantum
reduction proofs.

11The theorem statements in [BCL+11] claim to require the existence of enhanced trapdoor
permutations, of which there are currently no known LWE-based instantiations. However, these
permutations are only used insofar as their existence implies the existence of non-committing
encryption and UC-secure oblivious transfer, and commitments. Non-committing encryption
is instantiable from LWE [CDMW09, YKXT20]. And UC commitments can be constructed in
the OT-hybrid model [Kil88, GIKW14]. Thus, the assumption can be removed.
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Structured lattices. It is likely the case that all of the constructions
described in this paper can be hoisted to the Module-LWE (MLWE) setting.
This modification would likely improve both communication costs and
computational complexity in the key agreement protocol. The only place
that a property of unstructured lattices is used is in the leftover hash
lemma, Lemma 3, but several plausible ring analogues exist [MKMS21,
LW20, LPR13, SS11] Finally, the NIZK and fPAKE schemes we use either
already are, or can reasonably be instantiated from MLWE, possibly
yielding more efficiencies.

Looser NIZKs. The NIZK scheme we use for LATKE is one of the most
efficient lattice-based ones to date. But there may be additional efficiencies
available if LATKE could use a NIZK with relaxed soundness [LN17] where
the extractor extracts an E such that AE = cV, where c > 1 and the
columns have length ∥ei∥2 < β′ for some β′ > β. That is, its extraction is
not exact, and it violates shortness requirements to some extent. Some sig-
nature schemes use relaxed soundness for unforgeability [KLS18, BCN18],
though it’s not clear that the techniques extend to our setting.

Hamming-distance fPAKE. As mentioned above, the 2PC fPAKE
uses some relatively heavyweight cryptographic primitives in order to sup-
port unauthenticated channels. There is a second construction described
in [DHP+18], one that’s specialized to binary passwords which are close
in Hamming distance. If we modify the LATKE IBKA to take the most
significant bit of the outputs, it produces Hamming-close binary shared
secrets. Indeed, the likelihood that the msb of one entry in ss differs from
ss′ is roughly∫ q

0

tPr[X > t/2] dt ≤
∫ q

0

t · 2 exp
(
− t2

8r2

)
dt = 8r2

(
1− exp

(
− q2

8r2

))
where X ∼ DR,r is an approximation of the noise term ss− ss′. In words,
this is the probability, over all t and i, that ssi is within radius t/2 of q/2
(where the msb flips), times the probability that the noise term pushes ss′i
across the q/2 boundary. In practice, this error can be small. Empirically,
the two parties disagree on the msb of one component with probability
1.2% when using parameters from FrodoKEM-640.

This setup is not immediately usable though. The Hamming distance
fPAKE is built from EUF-CMA-secure one-time signatures and a labeled
implicit-only PAKE functionality, i.e., a PAKE functionality where (1) each
party receives a distinct, uniform bitstring (the label) along with session
key, and (2) an attacker does not learn whether their password guess was
correct. To the authors’ knowledge, no labeled implicit-only PAKE has
been constructed from lattice assumptions. Recent work [SGJ23] shows
that any CPA-secure, anonymous KEM (of which, Kyber, Saber, Frodo,
Classic McEliece, and NTRU are examples) yields a UC-secure PAKE,
EKE-KEM, in the (FRO,FHIC)-hybrid model. While the construction of
EKE-KEM can easily be modified to include labels, it cannot easily be
modified to be implicit-only. The issue is familiar: this property requires
that the adversary cannot learn when trial decryptions succeed, i.e., the
KEM must be uniform-ambiguous. The lack of such KEMs from post-
quantum assumptions is precisely the problem we began with.
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There exist some avenues forward, though. There are a number of
lattice-based PAKEs which likely have this implicit-only property, due
to the use of a Diffie-Hellman-like construction [DAL+17, YGWX20a,
YGWX20b]. While these schemes only proven secure in the BPR model
[BPR00], and not the UC model, it appears likely that they, or slight
variants thereof are UC secure. Their structure is close to that of SPAKE2
[AP05], which has been shown to realize a slight weakening of FPAKE

[ABB+20].

Moving away from UC. A theme in the efficiency issues appears to be
the use of the UC framework. While UC provides strong security guarantees
for (i)PAKEs compared to the BPR model [CHK+05], the overhead of a
UC-secure fPAKE (or labeled implicit-only PAKE) is currently a barrier
to real-world usability of LATKE. We outline a 1-bit LWE-based PAKE
in Figure 5 which is naturally tolerant of short errors in the ℓp norm, for
any p. It makes use of the key reconciliation mechanisms introduced by
Peikert [Pei14]. Correctness comes from the fact that

2stAq
′ = 2sTAM

T sB + 2sTAeB − 2sTAW(pwA − pwB)

≈ 2sTAM
T sB + 2eT

AsB + 2(pwA − pwB)
TVT sB + 2e′B = dbl(v)

when ∥pwA − pwB∥p and the Gaussian parameter are sufficiently small.
The design of this PAKE mirrors that of SPAKE1 [AP05], and, similar

to SPAKE1, it likely cannot be proven secure in the UC model. The barrier
comes from the fact that the password is never input into the random
oracle. Avoiding hashing makes sense for nonequal passwords—hashing
would yield entirely unrelated outputs—but it frustrates the usual UC
security arguments such as [AHH21, ABB+20].

This PAKE may have merits on its own: it is far more efficient than the
fPAKE from 2PC, and it is plausibly provably secure in the BPR model
from the Pairing With Errors (PWE) assumption [RG22]. Thus, it may
be worthwhile to explore non-UC solutions to this problem.

6 Conclusion

We constructed and proved secure LATKE, an identity-binding balanced
PAKE from lattice assumptions. To do so, we worked from the CHIP
[CNPR22] model, replacing the underlying identity-based key agreement
scheme (IBKA) with a new, less correct and less secure IBKA; and replacing
the underlying PAKE with a fuzzy PAKE, which is tolerant to input
errors. We scrutinized the security model and showed that using the
new IBKA does not break overall security. We also showed that using
the fuzzy PAKE resolves the correctness issues introduced by the new
IBKA. Finally, we presented several directions for future work, including
a potential replacement for our choice of fuzzy PAKE which uses less
expensive cryptographic primitives, and a suggestion that this and other
efficiency improvements may be incompatible with the very strong UC
definition of iPAKE security.
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Public Parameters. LWE params q, n,m, χ. s = ω(
√
log n).

A public M ←$ Zn×n
q , and V,W,← DZn×n,s. Hash function

H : {0, 1}∗ → {0, 1}.

Alice(pwA ∈ Zn
q ) Bob(pwB ∈ Zn

q )

sA, eA ← χn+n sB , eB , e
′
B ← χn+n+1

p := MsA + eA q := MT sB + eB

m := p+VpwA n := q+WpwBm

p := m−VpwB

v := pT sB + e′B

v̄ := dbl(v)

w := ⟨v̄⟩2q,2n, w

q′ := n−WpwA

kA := rec(2sTAq
′, w) kB := ⌊v̄⌉2q,2

sk := H(idA, idB ,m,n, w, kA) sk := H(idA, idB ,m,n, w, kB)

Figure 5: Proposal for an implicitly authenticated 1-bit fuzzy PAKE, modified
from [BCNS15, DAL+17], in the model of SPAKE1 [AP05]. Key reconciliation
notation rec, dbl, ⟨·⟩, and ⌊·⌉ comes from [Pei14].
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