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#### Abstract

Group actions are a fundamental mathematical tools, with a long history of use in cryptography. Indeed, the action of finite groups at the basis of the discrete logarithm problem is behind a very large portion of modern cryptographic systems. With the advent of post-quantum cryptography, however, the method for building protocols shifted towards a different paradigm, centered on the difficulty of discerning "noisy" objects, as is the case for lattices, codes, and multivariate systems. This method yields promising results for "core" primitives such as encryption or signature, but can be less than ideal in the case when more advanced functionalities are required. In this work, we show that isomorphism problems which stem from cryptographic group actions, can be viable building blocks for threshold signature schemes. In particular, we construct a full $N$-out-of- $N$ threshold signature scheme, and discuss the efficiency issues arising from extending it to the generic $T$-out-of- $N$ case. To give a practical outlook on our constructions, we instantiate them with the LESS and MEDS frameworks, which are two flavors of codebased cryptographic group actions. Finally, we highlight some ideas that would allow for a more efficient and compact $(T, N)$ threshold variant of LESS, whose security relies on new hardness assumptions.


## 1 Introduction

With the threat of quantum computers looming ever closer, the community has stirred to produce alternative cryptographic solutions, that will be resistant to attackers equipped with such technology. Indeed, considering the timeline expected to design, standardize, implement and deliver such solutions, initiatives such as NIST's 48] are definitely timely. To be sure, NIST's standardization effort can be considered a first step, with more to follow. For instance, while the first standards are about to be drafted, covering key encapsulation and signatures, the situation with the latter is considered not fully satisfactory, to the point that NIST launched an "on-ramp" process to standardize new signature designs [49]. Furthermore, there is a scarcity of threshold-friendly schemes among the current solutions, which is prompting more research in this area, and will lead to its own standardization process 20 .

Code-based cryptography, which makes use of problems and techniques coming from coding theory, is the second largest area within the post-quantum realm, capable of offering interesting solutions, particularly in the context of key establishment. Indeed, all three candidates in NIST's 4th round of standardization are code-based 4|5|3], with two of them expected to be added to the current list of standards (which, for KEMs, includes only Kyber [52]). On the other hand, this area has historically struggled to produce efficient signature schemes: as a litmus test, none of those presented to NIST in 2017 made it past the first round. This steered the community towards experimenting with different paradigms, such as, for instance MPC-in-the-head 40/32|31.

The work of LESS [16], which started in 2020 and continued with various follow-ups [7|6|9], uses a different approach, stepping away from the traditional decoding problem, and focusing instead on the difficulty of finding an isometry between two linear codes. In fact, the security of LESS relies solely on the wellknown code equivalence problem. This idea was recently extended [23] to the class of matrix codes, which are measured in the rank metric, and yields the parallel notion of matrix equivalence. Interestingly, the action of isometries on the respective types of codes can be formulated as a (non-commutative) group action, which gives a new perspective on the field, and opens the way to other constructions beyond plain signatures. Indeed, the use of group actions in cryptography dates back all the way to Diffie and Hellman, and has found new vigor as a post-quantum method, thanks to the recent developments on isogenies [22]15].

### 1.1 Related Work

A $(T, N)$-threshold digital signature scheme is a protocol designed to distribute the right to sign messages to any subset of at least $T$ out of $N$ key owners, with the restriction that none of the $N$ players can repudiate a valid signature. A key point in most threshold digital signature schemes is compatibility with existing schemes: even though the key generation and signing algorithms are multi-party protocols (MPC), in fact, the verification algorithm is identical to that of an existing signature scheme, usually referred to as the "centralized" scheme.

In 1996, a first $(T+1,2 T+1)$-threshold digital signature scheme was proposed [37]. A few years later, the same authors discuss the security of distributed key generation for the case of schemes based on the Discrete Logarithm Problem 3839 . Since 2001, several authors started working first on two-party variants of digital signatures [46|47] and then on ECDSA [28|43]. The first general $(T, N)$-threshold scheme was proposed in 2016 [36], improved first in 2017 [17], and then again in 2018 [34]. In 2019, the work of [28] has been generalized by the same authors to the multi-party case [29]. While the signing algorithm requires the participation of at least $T$ players to take part in a multi-party protocol, the key generation algorithm requires the involvement of a Trusted Authority or the active participation of all $N$ players. This requirement has been relaxed in a recent $(2,3)$ threshold ECDSA version [13], where the key generation algorithm involves only 2 out the 3 parties.

As noted in [19], a challenging task in designing a threshold version of the EdDSA signature scheme is the distribution among the parties of the deterministic nonce generation, a task that can be carried out either with MPC techniques or with zero-knowledge proofs (ZKP). Following the latter approach, the work presented in [13] has successively been extended to a (2,3)-threshold EdDSA instantiation [12]. In [18], the authors propose instead an MPC-based threshold scheme for HashEdDSA. In the latter, $T$ is bounded to be less than $\frac{N}{2}+1$. Finally, in 2022, a variant of [12] suitable for Schnorr signatures has been proposed [10] and then generalized to a ZKP-based $(T, N)$-threshold Schnorr digital signature scheme whose key generation algorithm does not involve any trusted party [11].

Recently, driven by both the NIST call for Post-Quantum Standardization 48, and the call for Multi-Party Threshold Schemes [20], many researchers have started to wonder whether it could be possible to design post-quantum versions of threshold digital signature schemes. Since most of the existing literature for threshold schemes focuses on trapdoors that rely on the difficulty of the Discrete Logarithm Problem, new methods have to be investigated, likely starting with tools already utilized to design plain signatures, such as lattices, codes, multivariate equations etc. In [24], the (round 2) proposals of the standardization process were analyzed in order to determine ways to define threshold variants, eventually identifying multivariate schemes as the most suitable starting point, with UOV-based schemes being the most promising. Even though, from a theoretical point of view, it appears to be indeed possible to obtain a threshold version of UOV by exploiting LSSS-based MPC protocols, this approach remains, at the present time, only theoretical. Notably, threshold signature schemes for cryptographic cyclic group actions have been already discussed in 2020 and applied to isogeny-based schemes [27].

### 1.2 Our Contribution

In this work, we investigate constructions for post-quantum threshold signature schemes, using cryptographic group actions as the main building block. However, our goal is to take a step back, and keep requirements to a minimum, without needing additional properties such as, for instance, commutativity. This will allow our frameworks to be instantiated with a wider variety of candidates, such as the aforementioned code-based signature schemes.

A full threshold scheme. As a first contribution, we present a construction for a "full" $(N, N)$-threshold signature scheme. We then prove its security via a reduction to the original centralized signature; this is a generic signature scheme that is simply an abstraction, but has appeared in literature when instantiated in various works, such as LESS signature scheme [7], and MEDS signature scheme [23]. The core idea is to split both the secret key and the ephemeral map as a product of $N$ group elements, i.e. as $g=g_{1} \cdots g_{N}$.

Thanks to this shared knowledge the users are able to prove the knowledge of secret the key. The details of the construction, as well as the security proof, are given in Section 3

Construction using subsets. Our second contribution is the $(T, N)$ version of scheme, with $T \leq N$. Since we cannot assume any properties on the groups (except the security of the group actions), our construction is quite inefficient in terms of memory required. This is because we need to distribute multiple keys to each user. We illustrate this by presenting some performance figures in the selected scenario, namely, the code-based setting. Nevertheless, our construction remains practical for certain use cases, especially for low values of $T$ and $N$, or whenever $T$ and $N$ are very close.

Tailoring the solution. Finally, in light of the previous considerations, we present a dedicated framework for the case of LESS signatures. In this setting, in fact, we are able to build an optimized secret sharing scheme, that allows for a better memory management and makes the size of the secret key independent from the values of $T$ and $N$. This approach requires a slight change in perspective in the formulation of the linear equivalence problem. Indeed, we exploit the fact that the group element is composed of two pieces, a monomial matrix and a nonsingular change-of-basis map, which are both necessary to guarantee security; we then focus our attention on the change-of-basis map, and show that it is possible to produce an efficient secret sharing scheme by selecting it among the set of invertible maps with a particular structure. We sketch a security analysis for this new proposal, although a full discussion is intended to be the focus of future studies.

### 1.3 Outline

We begin in Section 2, where we provide all the necessary preliminary definitions and notions used in the paper. Then, in Section 3 we present the full threshold version of the signature, together with a security proof. In Section 4 we show how to construct a possible solution to obtain a general $(T, N)$-version, adapting the previous framework as well as its proof. To provide a practical outlook, we present a concrete instantiation of both protocols, in Section 5, utilizing the code equivalence group actions at the basis of the LESS and MEDS signature schemes. Lastly, in Section 6 we present the tailored version of our protocol to the LESS setting, introducing a new security assumption to back the rationale of the construction. We conclude in Section 7

## 2 Preliminaries

We begin by laying down our notation. Throughout the paper we will use denote with capital letters object such as sets and groups, and with lowercase letters their elements. We will use instead boldface letters to denote vectors and matrices.

Since the chosen setting for our particular instantiation concerns linear codes, we briefly report here the related notation and notions. First of all, we indicate by $\mathbb{F}_{q}$ the finite field of cardinality $q$, and by $\mathbb{F}_{q}^{k \times n}$ the set matrices of dimension $k \times n$, with elements in $\mathbb{F}_{q}$; when $k=1$, we write simply $\mathbb{F}_{q}^{n}$, which denotes the corresponding vector space over $\mathbb{F}_{q}$. A linear code $\mathscr{C}$ is a vector subspace $\mathscr{C} \subseteq \mathbb{F}_{q}^{n}$ of dimension $k$, and it is usually referred to as an $[n, k]$ linear code. It follows that a basis for $\mathscr{C}$ is given by a set of $k$ linearly independent vectors in $\mathbb{F}_{q}^{n}$. When these vectors are put as rows of a matrix $\boldsymbol{G}$, this is known as a generator matrix for the code, as it can generate each vector of $\mathscr{C}$ (i.e. a codeword) as a linear combination of its rows. Note that such a generator is not unique, and any invertible $k \times k$ matrix $\boldsymbol{S}$ yields another generator via a change of basis; however, it is always possible to utilize a "standard" form simply performing a Gaussian elimination on the left-hand side. This is usually called systematic if the result is the identity matrix (i.e. if the leftmost $k \times k$ block is invertible); we denote this by SF.

Linear codes are traditionally measured with the Hamming metric, which associates a weight to each codeword by simply counting the number of its non-zero positions. It follows, then, that an isometry (i.e. a map preserving the weight) is given by any $n \times n$ permutation matrix $\boldsymbol{P}$ acting on each word, or indeed, on the columns of $\boldsymbol{G}$ (since every codeword can be generated as a linear combination of the rows of $\boldsymbol{G})$. Moreover, it is possible to generalize this notion by adding some non-zero scaling factors from $\mathbb{F}_{q}$ to each column. Such a matrix is commonly known as a monomial matrix, and we denote it by $\boldsymbol{Q}$; it can be seen as a product $\boldsymbol{D} \cdot \boldsymbol{P}$ between a permutation matrix and a diagonal matrix with non-zero components.

The notion of linear codes can be generalized to the case where each codeword is a matrix, instead of a vector; more precisely, $m \times n$ matrices over $\mathbb{F}_{q}$. We talk then about $[m \times n, k]$ matrix code, which can be seen as a $k$-dimensional subspace $\mathscr{C}$ of $\mathbb{F}_{q}^{m \times n}$. These objects are usually measured with a different metric, known as rank metric, where the weight of each codeword corresponds to its rank as a matrix. In this case, then, isometries are maps which preserve the rank of a matrix, and are thus identified by two non-singular matrices $\boldsymbol{A} \in \mathrm{GL}_{m}$ and $\boldsymbol{B} \in \mathrm{GL}_{n}$ acting respectively on the left and on the right of each codeword, by multiplication.

In both of the metrics defined above, we are able to formulate a notion of equivalence in the same way, by saying that two codes are equivalent if they are connected by an isometry. In other words, with a slight abuse of notation, we say that two linear codes $\mathscr{C}$ and $\mathscr{C}^{\prime}$ are linearly equivalent if $\mathscr{C}^{\prime}=\mathscr{C} \boldsymbol{Q}$, and two matrix codes $\mathscr{C}$ and $\mathscr{C}^{\prime}$ are matrix equivalent if $\mathscr{C}^{\prime}=\boldsymbol{A} \mathscr{C} \boldsymbol{B}$. Note that the notion of permutation equivalence is just a special case of linear equivalence (with the diagonal matrix $\boldsymbol{D}$ being the identity matrix), yet is often treated separately for a variety of reasons of both historical and practical nature (for instance, certain solvers behave quite differently).

### 2.1 Cryptographic Group Actions

A group action is a well-known object in mathematics. It can be described as a function, as shown below, where $X$ is a set and $G$ a group.

$$
\begin{aligned}
\star: G \times X & \rightarrow X \\
(g, x) & \rightarrow g \star x
\end{aligned}
$$

A group action's only requirement is to be compatible with the group; using multiplicative notation for $G$, and denoting with $e$ its identity element, this means that for all $x \in X$ we have $e \star x=x$ and that moreover for all $g, h \in G$, it holds that $h \star(g \star x)=(h \cdot g) \star x$. A group action is also said to be:

- Transitive, if for every $x, y \in X$, there exists $g \in G$ such that $y=g \star x$;
- Faithful, if there does not exist a $g \in G$ such that $x=g \star x$ for all $x \in X$, other than the identity;
- Free, if an element $g \in G$ is equal to identity whenever there exists an $x \in X$ such that $x=g \star x$;
- Regular, if it is free and transitive.

The adjective cryptographic is added to indicate that the group action in question has additional properties that are relevant to cryptography. For instance, a cryptographic group action should be one-way, i.e. given randomly chosen $x, y \in X$, it should be hard to find $g \in G$ such that $g \star x=y$ (if such a $g$ exists). Indeed, the problem of finding this element is known as the vectorization problem, or sometimes Group Action Inverse Problem (GAIP), as defined below.
Problem 1 (GAIP). Given $x$ and $y$ in $X$, find, if any, an element $g \in G$ such that $y=g \star x$.

A related problem asks to compute the action of the product of two group elements, given the result of the individual actions on a fixed element. This is known as the parallelization problem, and it corresponds to, essentially, the computational version of the Diffie-Hellman problem, formulated for generic group actions. A definition is given next.

Problem $2(\mathrm{cGADH})$. Given $x, g \star x$ and $h \star x$, for $g, h \in G$, compute $(g \cdot h) \star x$.
In fact, the analogy to the case of discrete logarithms is easily drawn, once one realizes that this is simply the group action given by the exponentiation map on finite cyclic groups. Then GAIP corresponds to DLP and cGADH to the CDH problem.

Finally, other useful properties for group actions include those that make it effective, such as, for instance, the existence of efficient (probabilistic polynomialtime) algorithms for membership testing, sampling, computation (of both the group operation and $\star$ ) etc.

### 2.2 Signatures from Generic Group Actions

We summarize here briefly how to design a signature scheme from generic group actions. To begin, we formulate the Sigma protocol described in Figure 1.
Public Data: Group $G$ acting on $X$ via $\star$, element $x \in X$ and hash function H.
Private Key : Group element $g$ with $g_{i} \in G$.
Public Key $: y=g \star x$.
PROVER
Get $\tilde{g} \stackrel{\Phi}{\leftarrow}$, set $\tilde{x} \leftarrow \tilde{g} \star x$, send $h=\mathrm{H}(\tilde{x}) \stackrel{h}{\longleftrightarrow}$
If $b=0$ then $u \leftarrow \tilde{g}$.
If $b=1$ then $u \leftarrow \tilde{g} g^{-1}$.

Fig. 1. Identification protocol for the knowledge of the private key.

The protocol above intuitively provides a soundness error of $1 / 2$; it is in fact trivial to prove that an adversary who could solve answer both challenges simultaneuosly, would be able to recover a witness, i.e. a solution to GAIP. It is then necessary to amplify soundness, in order to reach the desired authentication level. This is accomplished, in the simplest way, by parallel repetition; in practice, several optimizations can be applied, as we will see in Section 5 , without impacting security. At this point, a signature scheme can be obtained using the Fiat-Shamir transformation [33], which guarantees EUF-CMA security in the (Quantum) Random Oracle Model. The next result is intentionally a little vague, since it is well-known in literature, and we do not want to overly expand this section. Proofs tailored to the specific instantiations can be found, for example, in 26$] 8$. For further discussions on Fiat-Shamir, and its security in the ROM and QROM, we point instead the reader to [33|130|45].

Proposition 1. Let I be the identification protocol described above, and $\mathbf{S}$ be the signature scheme obtained by iterating I and then applying Fiat-Shamir. Then $\mathbf{S}$ is existentially unforgeable against chosen-message attacks, based on the hardness of GAIP.

Note that the protocol does not require any specific property from the group action in use, except those connected to efficient sampling and computation. Indeed, even though the action could in principle be non-transitive, as is the case for code-based group actions, the construction makes it so that we operate on a single orbit (i.e. it is transitive by design in this specific use case). It is however advisable to utilize a free group action, since this could have an impact on the security of GAIP.

### 2.3 Code-based Group Actions

We now present the group action associated to code equivalence, according to the definitions given in the previous sections. First, consider the set $X \subseteq \mathbb{F}_{q}^{k \times n}$ of all full-rank $k \times n$ matrices, i.e. the set of generator matrices of $[n, k]$-linear codes. We then set $G=M_{n}$, by which we denote the group of monomial matrices. Note that this group is isomorphic to $\left(\mathbb{F}_{q}^{*}\right)^{n} \rtimes S_{n}$ if we decompose each monomial matrix $\boldsymbol{Q} \in M_{n}$ into a product $\boldsymbol{D} \cdot \boldsymbol{P}$. The group operation can be then seen simply as multiplication, and the group action is given by

$$
\begin{aligned}
\star: G \times X & \rightarrow X \\
(\boldsymbol{G}, \boldsymbol{Q}) & \rightarrow \mathrm{SF}(\boldsymbol{G} \boldsymbol{Q})
\end{aligned}
$$

It is easy to see that the action is well-formed, with the identity element being $\boldsymbol{I}_{n}$, and compatible with respect to (right) multiplication.

Remark 1. The definition above considers a standardized choice of representative by utilizing the systematic form SF. This simplifies the definition and makes sure to avoid cases where multiple generators for the same code could be chosen. Indeed, since the systematic form uniquely identifies linear codes, this allows us to see our group action as effectively acting on linear codes, rather than on their representatives (generator matrices).

The case of matrix code equivalence can be framed analogously. In this case, the set $X$ is formed by the $k$-dimensional matrix codes of size $m \times n$ over some base field $\mathbb{F}_{q}$; similarly to linear codes, matrix codes can be represented via generator matrices $G \in \mathbb{F}_{q}^{k \times m n}$. Then, the action of the group $G=\mathrm{GL}_{m} \times \mathrm{GL}_{n}$ on this set can be described compactly as follows:

$$
\begin{aligned}
\star: G \times X & \rightarrow X \\
((\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{G}) & \rightarrow \mathrm{SF}\left(\boldsymbol{G}\left(\boldsymbol{A}^{\top} \otimes \boldsymbol{B}\right)\right)
\end{aligned}
$$

Note that this is equivalent to applying the matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ to each codeword $\boldsymbol{C}$ in the matrix code as $\boldsymbol{A C B}$; indeed this is often the most convenient notation.

Note that, in both cases, the action is not commutative and in general neither transitive nor free. It is however possible to restrict the set $X$ to a single wellchosen orbit to make the group action both transitive and free. In fact, picking any orbit generated from some starting code ensures transitivity, and the group action is free if the chosen code has a trivial automorphism group, where trivial means up to scalars in $\mathbb{F}_{q}$. The non-commutativity is both a positive and negative feature: although it limits the cryptographical design possibilities, e.g. key exchange becomes hard, it prevents quantum attacks to which commutative cryptographic group actions are vulnerable, such as Kuperberg's algorithm for the dihedral Hidden Subgroup Problem [42].

The vectorization problems for the code-based group actions are well-known problems in coding theory. We report them below.

Problem 3 (Linear Equivalence (LEP)). Given two $k$-dimensional linear codes $\mathscr{C}, \mathscr{C}^{\prime} \subseteq \mathbb{F}_{q}^{n}$, find, if any, $\boldsymbol{Q} \in M_{n}$ such that $\mathscr{C}^{\prime}=\mathscr{C} \boldsymbol{Q}$.

We have not defined explicitly here the Permutation Equivalence Problem ( $P E P$ ), since we will not use it directly; this can be seen as just a special case of LEP, where the monomial matrix $\boldsymbol{Q}$ is simply a permutation.

Problem 4 (Matrix Code Equivalence (MCE)). Given two $k$-dimensional matrix codes $\mathscr{C}, \mathscr{C}^{\prime}$, find, if any, $\boldsymbol{A} \in \mathrm{GL}_{m}, \boldsymbol{B} \in \mathrm{GL}_{n}$ such that $\mathscr{C}^{\prime}=\boldsymbol{A} \mathscr{C} \boldsymbol{B}$.

Note that both of the above problems are traditionally formulated as decisional problems, but in cryptographic applications we are most often interested in their computational version. Rather extensive treatments of their hardness is given, for instance, in 9/23].

### 2.4 Threshold Signatures

We briefly summarize here the relevant notions for threshold signature schemes. In a nutshell, a $(T, N)$-threshold signature is a multi-party protocol that allows any $T$ parties out of a total of $N$ to compute a signature that may be verified against a common public key. Usually, threshold signature protocols involve a key-generation phase where the $N$ parties collaborate to construct the key pair ( $\mathrm{sk}, \mathrm{pk}$ ) as well as shares of the private key $\mathrm{sk}_{i}$. These are distributed to every party, so that the share $\mathrm{sk}_{i}$ is known only by party $i$, and the private key sk is never actually computed explicitly.

After this initial phase, any set of $T$ parties who agree on a common message $m$ is able to perform a signature phase in order to sign it. The resulting signature is verifiable against the public key pk. Often, threshold signature protocols are obtained by adapting "plain" signature schemes, which are then referred to as "centralized", for obvious reasons. In this case, a common requested property is that signatures produced by the threshold protocol are indistinguishable from signatures produced by the centralized one.

The main security property for threshold signature schemes, which is the one that we are able to prove for our signature protocol, is Existential Unforgeability under Chosen Message Attacks (EUF-CMA), and is related to the analogue notion for centralized schemes. For completeness, we present it below.

Definition 5. We say that a ( $T, N$ )-threshold signature scheme is existentially unforgeable under chosen message attacks if no malicious adversary who corrupts at most T-1 players can produce with non-negligible probability the signature on a new message $m$, given the view of Threshold - Sign on input a polynomially large number of messages $\mathrm{m}_{1}, \ldots, \mathrm{~m}_{q_{s}}$ (which the adversary chooses adaptively).

## 3 The Full Scheme

In this section we give all the details of our construction for a full threshold scheme. As mentioned in Section 1, we start by designing a zero-knowledge identification protocol, similar to that of Figure 1, but specific to the threshold case. The signature scheme is obtained by applying Fiat-Shamir to it, as usual. The resulting algorithms for (decentralized) key generation, signature, and verification are presented next. We begin with the former.

```
Algorithm 1 KeyGen
Require: \(x \in X\).
Ensure: Public key \(y=g \star x\), each participant holds \(g_{i}\) such that \(\prod g_{i}=g\).
    Each participant \(P_{i}\) chooses \(g_{i} \in G\) and publishes \(x_{i}^{\prime}=g_{i} \star x\).
    Set \(x_{0}=x\).
    for \(i=1\) to \(N\) do
        \(P_{i}\) computes \(x_{i}=x_{i-1} \star g_{i}\)
        \(P_{i}\) produces a \(Z K P\) proving the honest use of \(g_{i}\) and publishes it
        \(P_{i}\) sends \(x_{i}\) to \(P_{i+1}\)
    end for
    return \(y=x_{N}\). The private key of \(P_{i}\) is \(g_{i}\).
```

Note that, to define a secure distributed key generation (Algorithm 1) it was necessary to add a Zero-Knowledge Proof in line 5. to prove that the element $g_{i}$, generated at the start of the protocol, was actually used.

As far as signing is concerned, it is possible to observe that, when sending the set and group elements (lines 6 and 20 of Algorithm 22), these can be grouped all together in a single message. Finally, note that the output of the signature algorithm is a valid signature for the centralized scheme; it follows that the verification procedure is equal to the one in the original scheme. Nevertheless, we reported it here for completeness.

### 3.1 Security Proof

We now prove the security of the full threshold protocol, according to Definition 5 In particular we have the following theorem:
Theorem 1. Under the hardness of GAIP, the full threshold signature scheme is Existentially Unforgeable under adaptive Chosen-Message Attacks (EUF-CMA) in the Random Oracle Model.

The proof follows a standard game-based argument. In particular we show that if an adversary $\mathcal{A}$ is able to forge the signature scheme controlling $N-1$ players with non negligible probability $\epsilon$, then it is possible to build a simulator $\mathcal{S}$ that, interacting with $\mathcal{A}$, is able to forge the original one user signature with non negligible probability. We now show how to simulate the key generation.

```
Algorithm 2 Threshold - Sign
Require: \(x \in X\), a security parameter \(\lambda\), a hash function H , a public key \((x, y=g \star x)\).
    The party \(P_{i}\) knows the (multiplicative) share \(g_{i}\) of \(g=g_{1} \cdots g_{N}\).
    nsure: A valid signature for the message m under the public key \((x, y)\).
    Set \(x_{0}^{j}=x\) for all \(j=1\) to \(\lambda \quad \triangleright\) Shared commitment generation phase
    for \(i=1\) to \(N\) do
        If \(i>1 P_{i}\) receives \(x_{i-1}^{j}\) from \(P_{i-1}\) for all \(j=1\) to \(\lambda\)
        for \(j=1\) to \(\lambda\) do
            \(P_{i}\) chooses \(\tilde{g}_{i}^{j} \in G\) and computes \(x_{i}^{j}=\tilde{g}_{i}^{j} \star x_{i-1}^{j}\)
            If \(i<N P_{i}\) sends \(x_{i}^{j}\) to \(P_{i+1}\)
        end for
    end for
    Set \(x^{j}=x_{N}^{j}\) for all \(j=1\) to \(\lambda\)
    Compute \(\mathrm{ch}=\mathrm{H}\left(x^{1}\|\ldots\| x^{\lambda} \| \mathrm{m}\right) \quad \triangleright\) Non-iterative challenges evaluation
    Set \(u_{0}^{j}=e\) for all \(j=1\) to \(\lambda \quad \triangleright\) Shared response generation phase
    for \(i=1\) to \(N\) do
        If \(i>1 P_{i}\) receives \(u_{i-1}^{j}\) from \(P_{i-1}\) for all \(j=1\) to \(\lambda\)
        for \(j=1\) to \(\lambda\) do
            if \(\mathrm{ch}_{j}=0\) then
                \(P_{i}\) computes \(u_{i}^{j}=\tilde{g}_{i}^{j} u_{i-1}^{j} \quad \triangleright \tilde{g}_{i}^{j}\) can also be disclosed via the seed
            else
                \(P_{i}\) computes \(u_{i}^{j}=\tilde{g}_{i}^{j} u_{i-1}^{j} g_{i}^{-1}\)
            end if
            If \(i<N P_{i}\) sends \(u_{i}^{j}\) to \(P i+1\)
        end for
    end for
    \(\operatorname{resp}_{j}=u_{N}^{j}\) for all \(j=1\) to \(\lambda\)
    sig \(=\mathrm{ch}| |\) resp \(_{1}\|\ldots\|\) resp \(_{\lambda}\)
```

Simulation of the Key Generation Initially the simulator $\mathcal{S}$ receives a challenge for the signature algorithm, i.e. a public key $(x, y)$. The goal of this step is to simulate an honest execution of the Key-Generation with the aim of having public key $y$. We need to distinguish two cases, based on whether $\mathcal{A}$ controls $P_{N}$ or not. First we show a simulation for $\mathcal{A}$ not controlling $P_{N}$ :

- The simulator $\mathcal{S}$, playing the role of $P_{N}$ starts the adversary $\mathcal{A}$.
$-\mathcal{S}$ choose a random $g_{N}$ and commits to it by publishing $g_{N} \star x$.
- $\mathcal{A}$ sends $g_{\mathcal{A}} \star x$ to $\mathcal{S}$, where $g_{\mathcal{A}}$ is $g_{1} g_{2} \ldots g_{N-1}$ all the secret key controlled by $\mathcal{A}$
- $\mathcal{S}$ extracts all the $g_{i}$, saves them and sends $y$ to $\mathcal{A}$.
$-\mathcal{S}$ simulates the ZKP of Appendix with public data $g \star x$ and $y$.
- The public key is $y$.

Now we need to show a simulation when $P_{N}$ is controlled by $\mathcal{A}$. Let $P_{\mathcal{S}}$ be the single player controlled by $\mathcal{S}$. With an abuse of notation we use $\mathcal{S}$ to also denote the position of $P_{\mathcal{S}}$ in the protocol (i.e. $P_{\mathcal{S}+1}$ is the party after $P_{\mathcal{S}}$ ).

```
Algorithm 3 Verify
Require: \(x \in X\), the security parameter \(\lambda\), a hash function H , a public key \((x, y=\)
    \(g \star x)\).
Ensure: Accept if the signature for the message m is valid under the public key \((x, y)\).
    Parse ch, resp \(_{1}, \ldots\), resp \(_{\lambda}\) from sig
    for \(j=1\) to \(\lambda\) do
        if \(\mathrm{ch}_{j}=0\) then
            set \(\hat{x}^{j}=\mathrm{resp}_{j} \star x\)
        else
            set \(\hat{x}^{j}=\operatorname{resp}_{j} \star y\)
        end if
    end for
    Accept if ch \(=H\left(\hat{x}^{1}\|\ldots\| \hat{x}^{\lambda} \| m\right)\)
```

- $\mathcal{S}$ starts $\mathcal{A}$ and picks randomly $g_{\mathcal{S}}$.
$-\mathcal{S}$ receive from $\mathcal{A}$ the commitments $g_{i} \star x$ for all $P_{i}$ controlled by $\mathcal{A}$.
$-\mathcal{S}$ follows the protocol normally, extracting all the $g_{i}$ from $\mathcal{A}$.
$-\mathcal{S}$ rewinds $\mathcal{A}$, changes the message it sends to $g_{\mathcal{S}+1}^{-1} \ldots g_{N}^{-1} \star y$ and sends it to $P_{\mathcal{S}+1}$ (which is controlled by $\mathcal{A}$ ).

Lemma 1. The simulation terminates in expected polynomial time, is indistinguishable from a real execution and outputs $y$.

Proof. The proof for the simulation in case the adversary $\mathcal{A}$ does not control $P_{N}$ is immediate: the simulator $\mathcal{S}$ does not need to rewind $\mathcal{A}$ and can simply output $y$. The only difference between the simulation and a real execution is that $\mathcal{S}$ does not know its private key; however, it is still able to simulate the final ZKP as shown in Appendix A.

In the case of $\mathcal{A}$ controlling $P_{N}, \mathcal{S}$ rewinds the adversary after seeing the output of the first iteration and, thanks to the ZKP in Appendix A, it is also able to extract the all the secret keys $g_{i}$ from the adversary. In this way, $\mathcal{S}$ is able to fix its own private values in order to force the desired output $y$. Due to the initial commitment, $\mathcal{A}$ chooses always the same group elements $g_{\mathcal{S}}, \ldots, g_{N}$ in both execution except with negligible probability and thus the simulation ends in expected polynomial time with the desired output $y$.

The only difference is that $\mathcal{S}$ does not know its private key, however it is able to simulate the ZKP as shown in Appendix A

Simulation of the Signature After the key generation $\mathcal{A}$ is allowed to choose messages $\mathrm{m}_{1}, \ldots, \mathrm{~m}_{q_{s}}$ adaptively and ask $\mathcal{S}$ to perform the Threshold - Sign algorithm on them. Since $\mathcal{S}$ does not know its private key, it needs to simulate the interaction.

At this point, we do not need to distinguish different cases based on the which is the honest party. Indeed, the simulator can needs reprogram the random
oracle. This technique, which is at the basis for the proof of the Fiat-Shamir transformation [2], allows the simulator to choose the challenge for the message ahead of time, allowing $\mathcal{S}$ to simulate the computation of resp in the same way it simulates the ZKP in Figure 1. Let $P_{\mathcal{S}}$ be the party controlled by $\mathcal{S}$. The simulation works as follows:
$-\mathcal{A}$ chooses a message m to sign and sends it to the simulator $\mathcal{S}$.

- $\mathcal{S}$ generates a random string $\mathrm{ch}^{\prime}$.
- Depending on each bit $\mathrm{ch}_{j}^{\prime}$ of $\mathrm{ch}, \mathcal{S}$ computes $x^{j}$ in this way:
- if $\mathrm{ch}_{j}^{\prime}=0$ it follows the protocol normally;
- if $\mathrm{ch}_{j}^{\prime}=1$ picks a random $\tilde{g}_{\mathcal{S}}^{j}$ and sends $\prod_{i=1}^{\mathcal{S}-1} g_{i} \tilde{g}_{\mathcal{S}}^{j}$, where the $g_{i}$ are the values it received from the adversary during the key generation phase.
- The adversary computes $x^{1}, \ldots, x^{\lambda}$ and, when computing ch, the simulator reprograms the random oracle so that $H\left(x^{1}\|\ldots\| x^{\lambda} \| \mathrm{m}\right)=\mathrm{ch}^{\prime}$.
$-\mathcal{S}$ performs the computation of resp normally, sending $\tilde{g}_{\mathcal{S}}^{j}$ when $\mathrm{ch}_{j}^{\prime}=1$.
Lemma 2. The simulation above terminates in expected polynomial time, it is indistinguishable from a real execution of the protocol and either outputs a valid signature.

Proof. The only difference is that between the simulated execution and a real execution is that $\mathcal{S}$ does not know it public key and thus it fixes the challenge in advance and to be able to compute resp. Note that, since the number of queries $q_{s}$ is polynomially bounded then the probability of collision is negligible, thus the reprogramming step is indistinguishable from a real execution.

Thanks to the zero knowledge properties of the identification protocol (Figure 11, the above simulation is indistinguishable from a real execution, except if $\mathcal{A}$ decides to send to $\mathcal{S}$ a wrong value $u_{i}$ to $\mathcal{S}$. To avoid this problem, $\mathcal{S}$ chooses a random index $h \in\left[0, \ldots, q_{s}\right]$, where $q_{s}$ is the maximum number of signature query the adversary is allowed to perform.

- if $h=0$ we assume that all executions are correct, i.e. $\mathcal{A}$ always sends the correct $u_{i}$. In this case we can always simulates as described.
- Otherwise we assume that the first $h-1$ executions are correct, but at the $h$ one $\mathcal{A}$ sends a wrong $u_{i}$. In this case $\mathcal{S}$ does not use the previous simulation and instead outputs a random resp and aborts.

With non-negligible probability $\frac{1}{q_{s}+1}$ the simulator is able to guess the correct index $h$.

As a corollary we obtain the proof of Theorem 1
Proof. The simulator $\mathcal{S}$ described above produces an indistinguishable view for the adversary $\mathcal{A}$, and therefore, $\mathcal{A}$ will produce a forgery with the same probability as in a real execution. Then success probability of $\mathcal{S}$ is at least $\frac{\epsilon}{q_{s}+1}$, given by the probability $\epsilon$ of $\mathcal{A}$ producing a valid forgery and the probability $\frac{1}{q_{s}+1}$ of guessing the correct index $h$.

### 3.2 Toward Identifiable Abort and Simulation-Based Security

Before we conclude the security discussion, we note that our protocol detects the presence of a malicious adversary, by noticing that the signature does not verify. As pointed out by Lindell in [44], this strategy is not simulatable against a malicious adversary. Luckily, this is not an issue, as shown in the previous proof, where we utilize the same trick as 35]. Moreover, it is important to note that, at the end of a failed execution, it is impossible to pinpoint the malicious party. To do so, we would need to add ZKPs about the correct computation of all $u_{i}^{j}$ with respect to $x_{i}^{j}, i=1, \ldots, N$ and $j=1, \ldots, \lambda$. This would drastically reduce the efficiency of the signature, since it would require the inclusion of multiple ZKPs and commitment, similar to the one presented in Appendix A

## 4 Construction using Subsets

In this section, we explain how to modify the construction for the full threshold scheme, to obtain a $T$-out-of- $N$ scheme. We proceed in the following way: given a pair of parameters $(T, N)$, set $M=\binom{N}{T-1}$ and consider the family $\mathcal{I}$ containing all the $M$ subsets of $\{1, \ldots, N\}$ of cardinality $N-T+1$. After labeling $\mathcal{I}$ as $\left\{I_{1}, \ldots, I_{M}\right\}$, we split the secret key $g \in G$ as a product $g_{I_{1}} \cdots g_{I_{M}}$, where $g_{i} \in G$. Then each user $P_{i}$ gets the knowledge of all the shares $g_{I}$ such that $I \ni i$.

Proposition 2. Any subset $J \subset\{1, \ldots, N\}$ of $T$ users can get the secret key $g$, whilst any adversarial group $A \subset\{1, \ldots, N\}$ of $T-1$ users cannot retrieve at least one share.

Proof. For the first part we will prove that it is possible to recover $g_{I}$ for any $I$ of cardinality $N-T+1$. By the inclusion-exclusion principle, $|J \cap I|=|J|+$ $|I|-|I \cup J| \geq T+N-T+1-N=1$, so the intersection is non-empty and contains at least an integer $j$. Thus, the user $P_{j}$ has the knowledge of $g_{I}$ since $j \in I$ and it belongs to the set $J$. For the second part, note that the complement set $A^{C}=\{1, \ldots, N\} \backslash A$, obviously, does not intersect $A$, and so the share $g_{A^{C}}$ cannot be retrieved by an adversarial group.

Thanks to this proposition, we obtain a multiplicative threshold secret sharing scheme for $g \in G$ that can be leveraged to get a threshold signature scheme. Using this secret sharing we are able to build a generic $(T, N)$-threshold signature with the same structure of the full threshold explained in Section 38 In particular, the structure of the protocol will be the same, with the only difference that some participants are required to send multiple messages, such that all the $g_{I_{M}}$ shares are used once. Since each $g_{I_{i}}$ is shared among multiple parties, the users need to agree on a common "turn" function $\tau$ that, on input the set of participants $J$ and the current round, allows to consistently choose which user will carry on the operations during the current turn. A possible example of $\tau$ is the function given by $\min J \cap I_{i}$, that is clearly unique, and returns a user in $J$ who knows $g_{I_{i}}\left(\right.$ since $\left.\min J \cap I_{i} \in I_{i}\right)$.

Public Data : Group $G$ acting on $X$ via $\star$, element $x \in X$ and hash function H . Private Key: Group element $g=g_{I_{1}} \cdots g_{I_{M}}$ with $g_{I} \in \mathcal{G}$.
Shares for $P_{i}$ : all group elements $g_{I}$ such that $j \in I$.
Public Key : $y=g \star x$.

## PROVERS

VERIFIER
Set $\tilde{x} \leftarrow x$ and for $i=1, \ldots, M$ do :
$P_{\tau(J, i)}$ get $\tilde{g}_{i} \stackrel{\$}{\leftarrow} X$ and set $\tilde{x} \leftarrow \tilde{g}_{i} \star \tilde{x} \quad \xrightarrow{h}$
Set $h=\mathrm{H}(\tilde{x})$.

|  | $\stackrel{b}{\leftarrow}$ | $b \stackrel{\$}{\leftarrow}\{0,1\}$. |
| :---: | :---: | :---: |
| If $b=0$ they opens all $\tilde{g}_{I}$ and set $u \leftarrow \tilde{g}_{I_{1}} \cdots \tilde{g}_{I_{M}}$. |  | Accept if $\mathrm{H}(u \star x)=h$. |
| If $b=1$ then $u \leftarrow e$. | $\xrightarrow{u}$ |  |
| for $i=1, \ldots, M$ do : $\quad \longrightarrow$ |  |  |
| $P_{\tau(J, i)}$ evaluate and send $u \leftarrow \tilde{g}_{I_{i}} \cdot u \cdot g_{I_{i}}^{-1}$. |  | Accept if $\mathrm{H}(u \star y)=h$. |

Fig. 2. Threshold identification protocol for the shared knowledge of the Private Key using the subset technique, executed by a set $J$ of at leat $T$ honest users

It is worth mentioning that there is the possibility of decentralizing the Key Generation, after making some important considerations. Indeed, there are two possibilities to realize this:

1. All the users that should know a share, generate a shard of it and then combine the shard;
2. One of the users that should know a share generates it and shares it securely to the other users that are allowed to know it.

At this point, the key generation is performed as before, where each party sends messages according to the function $\tau$. The signature algorithm is also performed in the same way as the full threshold scheme, using the function $\tau$ to determine which party sends which messages at each round. To ease the readability and the comprehension of the protocol, we explicitly reported the signature protocol in Algorithm 4.

The proof of security for this scheme is practically equal to the full threshold one: in fact, one can imagine that, after an initial phase to see who has the required shares, the scheme is essentially an $(M, M)$-threshold scheme. Unfortunately, the number of shares required for each user and the number of rounds become respectively $\binom{N}{T}$ and $\binom{N}{T-1}$, which are exponential in $\min (T, N-T)$, and thus the scheme is practical only in certain scenarios; for example for $T=N$ (full threshold) or $N$ small. For the case $T=N-1$ and $N>3$, the size of the shares is already linear in $N$ and the rounds are quadratic in $N$. The main issue here is the non-commutativity of the group, which precludes the usage of traditional techniques for secret sharing.

```
Algorithm 4 Subset - Threshold - Sign
Require: \(x \in X\), a security parameter \(\lambda\), a hash function H , a public key \((x, y=g \star x)\),
    a set \(J\) of \(T\) party and the turn function \(\tau\). The party \(P_{i}\) knows the (multiplicative)
    shares \(g_{i}\) of \(g=g_{1} \cdots g_{M}\), for all \(i \in I\).
Ensure: A valid signature for the message m under the public key \((x, y)\). \(\quad\) Shared
    commitment generation phase
    for \(j=1\) to \(\lambda\) do
        Set \(x_{0}^{j}=x\)
        for \(i=1\) to \(M\) do
            \(\mathrm{cp}=\tau(J, i)\)
            \(P_{\text {cp }}\) chooses \(\tilde{g}_{i}^{j} \in G\) and sends \(x_{i}^{j}=\tilde{g}_{i}^{j} \star x_{i-1}^{j}\) to \(P_{\tau(J, i+1)}\)
        end for
        They set \(x^{j}=x_{M}^{j}=\tilde{g}^{j} \star x=\left(\tilde{g}_{N}^{j} \cdots \tilde{g}_{1}^{j}\right) \star x\)
    end for \(\quad \triangleright\) Non-iterative challenges evaluation
    Compute \(\mathrm{ch}=\mathrm{H}\left(x^{1}\|\ldots\| x^{\lambda} \| \mathrm{m}\right) \quad \triangleright\) Shared response generation phase
    for \(j=1\) to \(\lambda\) do
        if \(\mathrm{ch}_{j}=0\) then \(P_{i}\) discloses all \(\tilde{g}_{l}^{j}\) generated
            \(\operatorname{resp}_{j}=\tilde{g}_{M}^{j} \cdots \tilde{g}_{1}^{j}\) is then published
        else set \(u_{0}=e\)
            for \(i=1\) to \(M\) do
                    \(\mathrm{cp}=\tau(J, i)\)
                    \(P_{\text {cp }}\) computes \(u_{i}=\tilde{g}_{i}^{j} u_{i-1} g_{i}^{-1}\) and sends \(u_{i}\) to \(P_{\tau(J, i+1)}\)
            end for
            Get \(u_{M}=\tilde{g}^{j} g^{-1}=\tilde{g}_{M}^{j} \cdots \tilde{g}_{1}^{j} g_{1}^{-1} \cdots g_{M}^{-1}\)
            \(\operatorname{resp}_{j}=u\), is published
        end if
    end for
    sig \(=\mathrm{ch} \|\) resp \(_{1}\|\ldots\|\) resp \(_{\lambda}\)
```

Theorem 2. Under the hardness of GAIP, the $(T, N))$ threshold signature scheme is Existentially Unforgeable under adaptive Chosen-Message Attacks (EUF-CMA) in the Random Oracle Model.

Sketch. The proof is very similar to that of the full threshold case. First of all, note that, since the adversary controls at most $T-1$ players, there must be at least a set $I_{\mathrm{ho}} \in \mathcal{I}$ composed only by honest players. Moreover, in every execution of Threshold - Sign there must be at least one player $P_{\mathrm{ho}}$ with ho $\in I_{\mathrm{ho}}$, holding the share $g_{\mathrm{ho}}$.

During the simulation of the key generation, $\mathcal{A}$ follows the protocol normally, except when it takes the role of $P_{\mathrm{ho}}$ applying $g_{\mathrm{ho}}$. In this round, it uses the same simulation technique as before and sends the appropriate value, in order to have the final output that matches the challenger's key. $\mathcal{A}$ will play the role of all the honest parties and will act following the protocol normally except when it takes the role of $P_{\text {ho }}$ during round ho. In this round, $\mathcal{A}$ would use the same simulation strategy and simulate the ZKP. The rest of the proof is identical.

## 5 Concrete Instantiations

In this section, we will present concrete instantiations of our protocols, using the code equivalence group actions behind the LESS and MEDS signature schemes [7|23]; note that, however, our protocol is very general, and it is in principle possible to utilize other groups and group actions instead. We begin by showing that several optimizations embedded in the schemes' design can be adapted in order to be applied to our work too. We will discuss these again using the generic group action notation, since they can work in general.

### 5.1 Multi-bit Challenges

This optimization is applied to LESS in Section 5.1 of [7] and to MEDS in Section 5 of [23]. In a nutshell, the technique proposes to replace the binary challenges of the verifier with multi-bit ones, where each challenge value corresponds to a different public key. In this way, it is possible to amplify soundness, at the cost of an increase in public key size. To be precise, we will fix a non-negative integer $l$, set $r=2^{l}$ and consider a challenge space of cardinality $r$. Note that the case $l=1$ corresponds to the original protocol. With this optimization, the security of the scheme relies on a different, but related problem:
Problem 6 (mGAIP: Multiple Group Action Inverse Problem). Given a collection $x_{0}, \ldots, x_{r-1}$ in $X$, find, if any, an element $g \in G$ and two different indices $j \neq j^{\prime}$ such that $x_{j^{\prime}}=g \star x_{j}$.

We proceed to prove the equivalence of hardness between this problem and Problem 1, by generalizing the proof of Theorem 3 from [7].

Proposition 3. Given an algorithm to solve mGAIP, that runs in time $T$ and succeeds with probability $\epsilon$, it is possible to solve GAIP (Problem 1), in time approximately equal to $T+O(\operatorname{poly}(n))$, with probability of success equal to $\epsilon / 2$.

Proof. Let $\mathcal{A}$ be an adversary for mGAIP. We now show how to construct an adversary $\mathcal{A}^{\prime}$ that is able to solve GAIP using $\mathcal{A}$ as a subroutine. From a GAIP instance $(x, y=g \star x), \mathcal{A}^{\prime}$ samples uniformly at random $g_{i}^{(0)}, \ldots, g_{i}^{(r-1)}$ for $r=2^{l}$. Then, it computes (in polynomial time) half of the elements starting from $x$, and half starting from $y$; wlog, we can imagine that $x_{i}=g_{i}^{(i)} \star x$ for $i \in[0 ; r / 2-1]$, while $x_{i}=g_{i}^{(i)} \star y$ for $i \in[r / 2 ; r-1]$ are generated from $y$. Since the new instances are randomly generated, they are indistinguishable from the original one. At this point, $\mathcal{A}^{\prime}$ runs $\mathcal{A}$ on input $x_{0}, \ldots, x_{r-1}$, and this will output, with probability $\epsilon$, a response $g^{*}, j, j^{\prime}$ such that $x_{j^{\prime}}=g^{*} \star x_{j}$. Now, if the two indices lie in the two different halves of $[0, r]$, it is possible to use the random group element to get $g$; for example if $j<r / 2<j^{\prime}$ then $g=\left(g_{i}^{\left(j^{\prime}\right)}\right)^{-1} \cdot g^{*} \cdot g_{i}^{(j)}$. Since this happens with probability $1 / 2$, we get the thesis.

As a consequence, we will consider $r-1$ public keys $x_{1}, \ldots, x_{r-1}$ generated from the initial element $x_{0}$ by $r-1$ shared keys $g^{(1)}, \ldots, g^{(r)}$ (with the notation $g^{(0)}=e$ ). To do this, we modify the KeyGen algorithm in order to generate $r-1$ shared secret keys $g^{(1)}, \ldots, g^{(r)}$ and public keys $x_{1}, \ldots, x_{m}$ (using the notation $g^{(0)}=e$ and $\left.x_{0}=x\right)$. Essentially, the process consists of repeating $r-1$ times the classical KeyGen algorithm, as shown in Algorithm 5 to avoid burdening the reader, we have only inserted the modified protocol for the full-threshold case, since the other one follows immediately.

```
Algorithm 5 KeyGen for the \(l\)-multibit
Require: \(x \in X\).
Ensure: Public keys \(x_{j}=g^{(j)} \star x_{0}\) with each participant \(P_{i}\) holding \(g_{i}^{(j)}\) such that
    \(\Pi g^{(j)}=g^{(j)}\), for all \(j=1, \ldots, r-1\).
    Each participant \(P_{i}\) chooses \(g_{i}^{(j)} \in G\) and publishes \(\bar{x}_{j, i}=g_{i}^{(j)} \star x_{0}\), for all \(j=\)
    \(1, \ldots, r-1\).
    Set \(x_{j, 0}=x\), for all \(j=1, \ldots, r-1\).
    for \(i=1\) to \(N\) do
        for \(j=1\) to \(r-1\) do
            \(P_{i}\) computes \(x_{j, i}=g_{i}^{(j)} \star x_{j, i-1}\).
            If \(i<N P_{i}\) sends \(x_{j, i}\) to \(P_{i+1}\).
            \(P_{i}\) produces a \(Z K P\) proving the honest use of \(g_{i}^{(j)}\) (using \(\left.\bar{x}_{j, i}\right)\).
        end for
    end for
    return \(x_{j}=x_{j, N}\) for all \(j=1, \ldots, r-1\). The private key of \(P_{i}\) is \(g_{i}^{(j)}\).
```

At this point we can modify the protocol in Figure 2 to produce challenges in a larger space, as shown in Figure 3

With this protocol the soundness error is reduced to $\frac{1}{2^{l}}$, thus in the signing algorithm we only need to execute $\left\lceil\frac{\lambda}{l}\right\rceil$ rounds, reducing both the signature size and the computational cost, but increasing the public key size. It is possible to obtain a security reduction to mGAIP (Problem 6), in the random oracle model, for the multibit version of the threshold scheme, in the same way as for the proof of Theorem 1. We avoid do not include it, since it is a well-known optimization in literature (see for example Section 5.1 of [7] and Section 4 of [26]).

### 5.2 Fixed-weight challenges

Another possible variant for group action-based signature schemes is the use of fixed-weight challenge strings, as shown for instance in [7] section 5.2]. The idea is simple: since on the challenge bit 0 the Prover's response consists of a random group element $\tilde{g}$, he can simply transmit the PRNG seed used to generate it. This consists usually of only $\lambda$ bits, thus it makes sense to have the challenge 0 occur (much) more often than 1. To do that, one has to use the hash function H to return a vector of fixed weight $\omega$ and length $t$.

```
Public Data : Group \(G\) acting on \(X\) via \(\star\), element \(x_{0} \in X\) and hash function \(H\).
Private Key: Group elements \(g^{(j)}=g_{I_{1}}^{(j)} \cdots g_{I_{M}}^{(j)}\) with \({ }^{(j)} g_{I} \in \mathcal{G}\), for all \(j=1, \ldots, r-1\).
Shares for \(P_{i}\) : all group elements \(g_{I}^{(j)}\) such that \(j \in I\), for all \(j=1, \ldots, r-1\).
Public Key : \(x^{(j)}=g^{(j)} \star x_{0}\), for all \(j=1, \ldots, r-1\).
PROVERS
                                    VERIFIER
Set \(\tilde{x} \leftarrow x\) and for \(i=1, \ldots, M\) do :
    \(P_{\tau(i)}\) get \(\tilde{g}_{i} \stackrel{\&}{\leftarrow} X\) and set \(\tilde{x} \leftarrow \tilde{g}_{i} \star \tilde{x} \quad \xrightarrow{h}\)
Set \(h=\mathrm{H}(\tilde{x})\).
If \(b=0\) they opens all \(\tilde{g}_{I}\) and
    set \(u \leftarrow \tilde{g}_{I_{1}} \cdots \tilde{g}_{I_{M}} . \quad\) Accept if \(\mathrm{H}\left(u \star x_{0}\right)=h\).
If \(b \neq 0\) then \(u \leftarrow e\).
for \(i=1, \ldots, M\) do :
    \(P_{\tau(i)}\) evaluate and send \(u \leftarrow \tilde{g}_{I_{i}} \cdot u \cdot\left(g_{I_{i}}^{(b)}\right)^{-1} . \quad\) Accept if \(\mathrm{H}\left(u \star x_{b}\right)=h\).
```

Fig. 3. Threshold identification protocol with soundness error $\frac{1}{2^{l}}$.

To avoid security loss we need to have a preimage security (the difficulty of guessing in the challenge space) of still $\lambda$ bits, thus we need to choose $t, \omega$ such that:

$$
\binom{t}{\omega} \geq 2^{\lambda}
$$

In this way, for carefully selected parameters, we can decrease the signature size (even if the number of rounds is increased). The security of the scheme remains unchanged. More on this can be read, for instance, in section 5.2 of [7, but also in [50] and in the original Fiat-Shamir paper [33].

When one tries to apply this optimization to the threshold case, a new obstacle arises. In fact, the parties are not able to share a single seed used for the generation of the ephemeral map $\tilde{g}$, but have to share $M=\binom{N}{T-1}$ of them. Thus, if the challenge bit is 0 , the parties need to send all the $M$ bits, and the total communication cost becomes $M \lambda$. This can be a problem in two ways:

- For this strategy to make sense, we need $M \lambda$ to be smaller than the weight of the group element.
- In some applications, it can be desirable to not disclose the parameters $T$ and $N$.

In these cases, the fixed-weight optimization should not be used, and the signers should just send the group element instead.

Note that the two optimizations can be combined together in a rather intuitive way, as explained again in [7].

Seed tree. If seeds are indeed used to represent random objects, it makes sense to transmit them efficiently, rather than individually; this can be done via a so-called seed tree. This primitive uses a secret master seed to generate $t$ seeds recursively exploiting a binary structure, but in the "other direction": each parent node is used to generate two child nodes via a PRNG. When a subset of $t-\omega$ seeds is requested for the signature, we only need to send the appropriate nodes, reducing the space required for the seeds from $\lambda(t-\omega)$ to a value bounded above by $\lambda N_{\text {seeds }}$, where

$$
N_{\text {seeds }}=2^{\lceil\log (\omega)\rceil}+\omega(\lceil\log (t)\rceil-\lceil\log (\omega)\rceil-1)
$$

as shown in [41[23]. More details are given, for instance, in Section 2.7 of [14].

### 5.3 Scheme Parameters

In Table 1. we compare the public key size and signature size of the different variants, both alone and combined, with respect also to $T$ and $N$ (setting $M=$ $\binom{N}{T-1}$ ). We will use $\xi$ to denote the weight in bits of an element of the set $X$, and $\gamma$ to denote that of a group element of $G$.

| Version | \#rounds | $\|\mathrm{pk}\|$ | $\|\sigma\|$ |
| :---: | :---: | :---: | :---: |
| Classic | $\lambda$ | $\xi$ | $\lambda \gamma+\lambda$ |
| Multibit | $\left\lceil\frac{\lambda}{l}\right\rceil$ | $\left(2^{l}-1\right) \xi$ | $\left\lceil\frac{\lambda}{l}\right\rceil(\gamma+l)$ |
| Fixed | $t$ s.t. $\binom{t}{\omega} \geq 2^{\lambda}$ | $\xi$ | $N_{\text {seeds }} M \lambda+\omega \gamma+t$ |
| Both | $t$ s.t. $\binom{t}{\omega}\left(2^{l}-1\right)^{\omega} \geq 2^{\lambda}$ | $\left(2^{l}-1\right) \xi$ | $N_{\text {seeds }} M \lambda+\omega \gamma+t \mid$ |

Table 1. Overview of the sizes for different variants.

In our signing algorithm, for each iteration of the for loop over $1, \ldots, M$, each user needs to send the following quantities to the next user:

- \#rounds • $\xi$ bits for the commitment phase,
$-|\sigma|$ bits for the response phase.
It follows that the overall cost, for the information exchanged by the users, is given by:

$$
\begin{equation*}
\binom{N}{T-1}(\# \text { rounds } \cdot \xi+|\sigma|) \tag{1}
\end{equation*}
$$

At this point, we can see specific choices for LESS and MEDS. We will select the public parameters that satisfy the requirement of 128 bits of classical security and at least 64 bits of quantum security, and evaluate $\xi$ and $\gamma$ accordingly. We
include here the data for the original signature schemes, as well as parameters that we found in order to optimize the sum $|\mathrm{pk}|+|\sigma|$ for the cases $(2,3),(3,5)$ and the case without fixed-weight challenges to hide $T$ and $N$ (that must be used also if $M \lambda \geq \gamma$ ).

Instantiations with LESS. From Table 7 of [7], we have taken the secure parameters for the linear equivalence problem: $n=198, k=94$ (length and dimension of the code), $q=251$ (the field size). We obtain that the size of a single code in systematic form is given by $(n-k) k \log _{2}(q)$ bits, so $\xi=9742$ bytes, while the size of monomial map is $\gamma=194$ bytes. To evaluate it we have used an optimization presented by the LESS team at CBCrypto 2023 that allows to cut in half the cost of the monomial map. Numbers are reported in Table 2, where we report, in the last column, also the total amount of exchanged data.

| Case | Variant | $t$ | $\omega$ | $l$ | $\|\mathrm{pk}\|(\mathrm{kB})$ | $\|\sigma\|(\mathrm{kB})$ | Exc. (MB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| centralized | $\mathrm{F}+\mathrm{M}$ | 333 | 26 | 1 | 9.74 | 6.85 | - |
| $(2,3)$ | $\mathrm{F}+\mathrm{M}$ | 247 | 30 | 1 | 9.74 | 10.27 | 7.28 |
| $(3,5)$ | $\mathrm{F}+\mathrm{M}$ | 247 | 30 | 1 | 9.74 | 20.57 | 11.83 |
| $\left({ }^{*},{ }^{*}\right)$ | M | - | - | 1 | 9.74 | 24.85 | $\binom{N}{T-1} 1.27$ |

Table 2. Parameters for the threshold version of LESS

Instantiations with MEDS. From Section 7.2 [23] we have taken the secure parameters for the matrix code equivalence problem: $n=12, m=12, k=10$ (matrix sizes and dimension of the code), $q=65521$ (the field size). Thus we obtain that the size of a single code in systematic form is given by ( $n m-$ $k) k \log _{2}(q)$ bites, so $\xi=2696$ bytes, while the size of group element is given by $\left(n^{2}+m^{2}\right) \log _{2}(q)$ bits, corresponding to $\gamma=576$ bytes. Numbers are reported in Table 3; as above, in the last column we report the total amount of exchanged data.

| Case | Variant | $t$ | $\omega$ | $l$ | $\|\mathrm{pk}\|(\mathrm{kB})$ | $\|\sigma\|(\mathrm{kB})$ | Exc. (MB) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| centralized | $\mathrm{F}+\mathrm{M}$ | 333 | 26 | 1 | 2.70 | 16.78 | - |
| $(2,3)$ | $\mathrm{F}+\mathrm{M}$ | 333 | 26 | 1 | 2.70 | 20.30 | 2.75 |
| $(3,5)$ | $\mathrm{F}+\mathrm{M}$ | 244 | 20 | 2 | 8.09 | 23.07 | 6.81 |
| $\left({ }^{*},{ }^{*}\right)$ | M | - | - | 3 | 18.9 | 24.78 | $\binom{N}{T-1} 0.369$ |

Table 3. Parameters for the threshold version of MEDS

## 6 A Construction Tailored for LESS

The scheme proposed in Figure 3 becomes impractical for large values of $T, N$ since the number of round and shares necessaries is $\binom{N}{T-1}$. In this section, we propose an alternative construction, tailored to LESS signature scheme. First of all, we reformulate the vectorization problem (Problem 3) in the context of code equivalence:
Problem 7 (Linear Code Equivalence). Given two generator matrices $\boldsymbol{G}, \boldsymbol{G}^{\prime} \in$ $\mathbb{F}_{q}^{k \times n}$ for two $k$-dimensional linear codes $\mathscr{C}$ and $\mathscr{C}^{\prime}$, find, if any, an invertible matrix $\boldsymbol{S} \in \mathrm{GL}_{k}$ and a monomial matrix $\boldsymbol{Q} \in M_{n}$ such that $\boldsymbol{G}^{\prime}=\boldsymbol{S} \boldsymbol{G} \boldsymbol{Q}$.

While the monomial map is usually considered the "true" representative of the action, the hardness of LEP relies both on the monomial matrix $\boldsymbol{Q}$ and the change of basis matrix $\boldsymbol{G}$. Indeed, if either one of the two matrices is public, it is possible to efficiently retrieve the other one. In particular:

Proposition 4. Let $\boldsymbol{G}$ and $\boldsymbol{G}^{\prime}=\boldsymbol{S G Q}$ be the generator matrices for two linearly equivalent codes. If $\boldsymbol{S}$ is known then it is possible to recover $\boldsymbol{Q}$ in polynomial time by using sorting algorithms.

Proof. Knowing the linear map $\boldsymbol{S}$, we can have the two codes written with respect to the same basis. In particular we can consider the matrix $\boldsymbol{S}^{-1} \boldsymbol{G}^{\prime}=\boldsymbol{G} \boldsymbol{Q}$. Note that this matrix and $\boldsymbol{G}$ have the same columns vectors, only permuted and multiplied by a constant. So we can write a first naive algorithm to recover the monomial map:

1. Go through the columns of $\boldsymbol{G}$, set them in standard form by multiplying each column by the inverse of the first non-zero entry, and sort them using any order. Memorize the map $\boldsymbol{Q}_{1}$ used for the sorting.
2. Go through the columns of $\boldsymbol{G}^{\prime}$, set them in standard form by multiplying each column by the inverse of the first non-zero entry, and sort them with respect to the same order used previously. Memorize the map $\boldsymbol{Q}_{2}$ used for the sorting.
3. The permutation underlying the monomial map $\boldsymbol{Q}$ is the permutation $\boldsymbol{Q}=$ $\boldsymbol{Q}_{1} \boldsymbol{Q}_{2}^{-1}$.
4. Use the previous permutation applied to $\boldsymbol{G}$ to find the coefficients of the monomial map $\boldsymbol{Q}$.

Thanks to this observation, we can use the linear map as private key and share it instead of the monomial map. In particular we use particular invertible matrices, that allow to design a multiplicative threshold sharing.

### 6.1 Multiplicative to Additive Secret Sharing

In the case where $k$ is an even number is possible to have a threshold secret sharing scheme based on matrix multiplication working in the multiplicative abelian subgroup $U \subseteq G L_{k}\left(\mathbb{F}_{q}\right)$ defined as follows:

$$
U=\left\{\left.\left[\begin{array}{ll}
\boldsymbol{I} & \boldsymbol{A}  \tag{2}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \right\rvert\, \boldsymbol{A} \in \mathbb{F}_{q}^{\frac{k}{2} \times \frac{k}{2}}\right\}
$$

The group $U$ has the interesting property that the multiplication of matrices corresponds to the addition of the submatrices:

$$
\left[\begin{array}{cc}
I & A  \tag{3}\\
0 & I
\end{array}\right] \cdot\left[\begin{array}{ll}
I & B \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
I & A+B \\
0 & I
\end{array}\right]
$$

We can use this property to define a threshold secret sharing scheme for matrix multiplication by simply using Shamir's Secret Sharing [21, Section 1.5] for a secret $\frac{k}{2} \times \frac{k}{2}$ matrix $\boldsymbol{S}$ (it is enough to do it component-wise), so that it can be recovered by $T$ parties by adding the share matrices multiplied by the Lagrange coefficients, i.e. $\boldsymbol{S}=\delta_{1} \boldsymbol{S}_{1}+\ldots+\delta_{T} \boldsymbol{S}_{T}$. At this point we have that:

$$
\left[\begin{array}{cc}
\boldsymbol{I} & \boldsymbol{S} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{I} & \delta_{1} \boldsymbol{S}_{1} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \ldots\left[\begin{array}{cc}
\boldsymbol{I} & \delta_{T} \boldsymbol{S}_{T} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]
$$

Using this secret sharing scheme reaches clearly the necessary goal of being multiplicative, but has the problem that the secret matrix is in triangular form, so clearly cannot be used alone, since it would leak the private permutation. To solve this problem we use the group $U^{\prime}$, that is the transpose of the previous group:

$$
U^{\prime}=\left\{\left.\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0}  \tag{4}\\
A & \boldsymbol{I}
\end{array}\right] \right\rvert\, \boldsymbol{A} \in \mathbb{F}_{q}^{\frac{k}{2} \times \frac{k}{2}}\right\} .
$$

Notation. If $\boldsymbol{A}$ is a $\frac{k}{2} \times \frac{k}{2}$ matrix we will indicate by $\hat{\boldsymbol{A}}$ the corresponding matrix $\left(\begin{array}{ll}\boldsymbol{I} & \boldsymbol{A} \\ \mathbf{0} & \boldsymbol{I}\end{array}\right) \in U$ and by $\hat{\boldsymbol{A}}^{\prime}$ the corresponding matrix $\left(\begin{array}{ll}\boldsymbol{I} & 0 \\ \boldsymbol{A} & \boldsymbol{I}\end{array}\right) \in U^{\prime}$.

We can now consider matrices in the product group $U \times U^{\prime}$ in which all the elements are the product of two matrices $\hat{\boldsymbol{S}}_{1} \in U, \hat{\boldsymbol{S}}_{2}^{\prime} \in U^{\prime}$ which, when multiplied, have the form:

$$
\left[\begin{array}{cc}
\boldsymbol{I} & \boldsymbol{S}_{1}  \tag{5}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \cdot\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0} \\
\boldsymbol{S}_{2} & \boldsymbol{I}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{S}_{1} \boldsymbol{S}_{2}+\boldsymbol{I} & \boldsymbol{S}_{1} \\
\boldsymbol{S}_{2} & \boldsymbol{I}
\end{array}\right] .
$$

At this point the secret is a $k \times k$ matrix that should not have any structure to allow the recovery of information on the equivalence between the codes. We will discuss the security of this approach, as well as the possible use of more than two matrices, in Section 6.3.

### 6.2 A New Protocol Exploiting Invertible Matrices

In Algorithm 66we present our new protocol. The threshold secret sharing of the secret key and the public key generation requires a trusted authority, while the verification function remains unchanged. The core idea use the aforementioned group to achieve a $(T, N)$ secret sharing of the linear map and Proposition 4 to be able to compute the monomial map during the signature. In Appendix B we show a ZKP from which is possible to design a centralized signature for this approach.

Without loss of generality we have assumed that the subset of users trying to sign is $\{1, \ldots, T\}$. By $\hat{\boldsymbol{S}}_{\mathrm{TSS}(i), r}$ we mean the additive share for $\hat{\boldsymbol{S}}_{r}$ already modified using Lagrange coefficients so that $\hat{\boldsymbol{S}}_{\mathrm{TSS}(1), r} \cdots \hat{\boldsymbol{S}}_{\mathrm{TSS}(T), r}=\hat{\boldsymbol{S}}_{r}$.

```
Algorithm 6 Threshold - Sign - Triangular
Require: \(q, n, k \in \mathbb{N}, \boldsymbol{G} \in \mathbb{F}_{q}^{k \times n}\), a hash function \(H\). Each party holds additive shares
    of \(\hat{\boldsymbol{S}}_{\mathrm{TSS}(i), 1}, \hat{\boldsymbol{S}}_{\mathrm{TSS}(i), 2} \in U \times U^{\prime}\) as previously defined. A public key \(\left(\boldsymbol{G}, \boldsymbol{G}^{\prime}=\right.\)
    \(\hat{\boldsymbol{S}}_{1} \hat{\boldsymbol{S}}_{2}^{\prime} \boldsymbol{G Q}\) ).
Ensure: A valid LESS signature for the message m under the public key ( \(\boldsymbol{G}, \hat{\boldsymbol{S}}_{1} \hat{\boldsymbol{S}}_{2}^{\prime} \boldsymbol{G Q}\) ).
    Set \(\tilde{\boldsymbol{G}}^{j} \leftarrow \boldsymbol{G}^{\prime}\) for \(j=1, \ldots, \lambda\).
    for \(r=1,2, i=1\) to \(T\) do
        for \(j=1\) to \(\lambda\) do
            \(P_{i}\) samples randomly \(\tilde{\boldsymbol{S}}_{i, r}^{j} \in G L_{k}\left(\mathbb{F}_{q}\right)\) and \(\tilde{\boldsymbol{Q}}_{i, r}^{j} \in M_{n}(q)\)
            \(P_{i}\) sends \(\tilde{\boldsymbol{G}}^{j} \leftarrow \tilde{\boldsymbol{S}}_{i, r}^{j} \tilde{\boldsymbol{G}}^{j} \tilde{\boldsymbol{Q}}_{i, r}^{j}\) to \(P_{i+1} . \quad \triangleright\) Assuming \(P_{T+1}=P_{1}\)
        end for
    end for
    Compute \(\operatorname{ch}=\mathrm{H}\left(\operatorname{SF}\left(\tilde{\boldsymbol{G}}^{1}\right)\|\ldots\| \operatorname{SF}\left(\tilde{\boldsymbol{G}}^{\lambda}\right) \| \mathrm{m}\right)\)
    Set \(\boldsymbol{R}^{j} \leftarrow \mathcal{I}\) for all \(j=1\) to \(\lambda\)
    for \(r=1,2, i=1\) to \(T\) do
        for \(j=1\) to \(\lambda\) do
            if \(\mathrm{ch}_{j}=0\) then
                    \(P_{i}\) computes \(\boldsymbol{R}^{j} \leftarrow \boldsymbol{R}^{j} \tilde{\boldsymbol{Q}}_{i, r}^{j} \quad \triangleright \boldsymbol{R}^{j}\) is a monomial matrix
            else
                    \(P_{i}\) computes \(\boldsymbol{R}^{j} \leftarrow \tilde{\boldsymbol{S}}_{i, r}^{j} \boldsymbol{R}^{j} \hat{\boldsymbol{S}}_{\mathrm{TSS}(i), r} \quad \triangleright \boldsymbol{R}^{j}\) is a matrix \(k \times k\)
            end if
            \(P_{i}\) sends \(\boldsymbol{R}^{j}\) to \(P_{i+1} \quad \triangleright\) Assuming \(P_{T+1}=P_{1}\)
        end for
    end for
    for \(j=1\) to \(\lambda\) do
        If \(\mathrm{ch}_{j}=1\) all parties use \(\boldsymbol{R}^{j}\) to retrieve \(\boldsymbol{Q} \tilde{\boldsymbol{Q}}\).
        Set \(\boldsymbol{R}^{j}=\boldsymbol{Q} \tilde{\boldsymbol{Q}}\).
    end for
    \(\operatorname{resp}_{j}=\boldsymbol{R}^{j}\) for all \(j=1\) to \(\lambda\)
    sig \(=\mathrm{ch} \|\) resp \(_{1}\|\ldots\|\) resp \(_{\lambda}\)
```

```
Algorithm 7 Verify
Require: \(q, n, k \in \mathbb{N}, \boldsymbol{G} \in \mathbb{F}_{q}^{k \times n}\), a hash function H. A public key \(\left(\boldsymbol{G}, \boldsymbol{G}^{\prime}=\operatorname{SF}(\boldsymbol{G} \boldsymbol{Q})\right)\).
Ensure: Accept if the signature for the message m is valid under the public key \(\left(\boldsymbol{G}, \boldsymbol{G}^{\prime}\right)\).
    Parse ch, resp \(_{1}, \ldots\), resp \(_{\lambda}\) from sig
    for \(j=1\) to \(\lambda\) do
        if \(\mathrm{ch}_{j}=0\) then
            set \(\tilde{\boldsymbol{G}}^{j}=\mathrm{SF}\left(\boldsymbol{G}^{\prime} \cdot \mathrm{resp}_{j}\right)\)
        else
            set \(\tilde{\boldsymbol{G}}^{j}=\mathrm{SF}\left(\boldsymbol{G} \cdot \mathrm{resp}_{j}\right)\)
        end if
    end for
    Accept if ch \(=\mathrm{H}\left(\tilde{\boldsymbol{G}}^{1}\|\ldots\| \tilde{\boldsymbol{G}}^{\lambda} \| \mathrm{m}\right)\)
```

Proposition 5. When executed by an honest subset of users, Algorithm 6 produces a valid signature, that can be verified from Algorithm 7 .

Proof. We avoid using the $j$ apex to ease the notation. After executing the first for loops, we have that $\tilde{\boldsymbol{G}}=\tilde{\boldsymbol{S}} \boldsymbol{G}^{\prime} \tilde{\boldsymbol{Q}}$ with $\tilde{\boldsymbol{S}}=\tilde{\boldsymbol{S}}_{T, 2} \cdots \tilde{\boldsymbol{S}}_{1,2} \cdot \tilde{\boldsymbol{S}}_{T, 1} \cdots \tilde{\boldsymbol{S}}_{1,1}$ and $\tilde{\boldsymbol{Q}}=\tilde{\boldsymbol{Q}}_{1,1} \cdots \tilde{\boldsymbol{Q}}_{T, 1} \cdot \tilde{\boldsymbol{Q}}_{1,2} \cdots \tilde{\boldsymbol{Q}}_{T, 2}$. Now:

- When ch $=0$ in line 13 we are clearly evaluating $\tilde{\boldsymbol{Q}}$ recursively.
- When ch $=1$ in line 15 we are evaluating:

$$
\begin{array}{r}
\tilde{\boldsymbol{S}}_{T, 2} \cdots \tilde{\boldsymbol{S}}_{1,2} \cdot \tilde{\boldsymbol{S}}_{T, 1} \cdots \tilde{\boldsymbol{S}}_{1,1} \cdot \hat{\boldsymbol{S}}_{\mathrm{TSS}(1), 1} \cdots \hat{\boldsymbol{S}}_{\mathrm{TSS}(T), 1} \cdot \hat{\boldsymbol{S}}_{\mathrm{TSS}(1), 2} \cdots \hat{\boldsymbol{S}}_{\mathrm{TSS}(T), 2}= \\
\tilde{\boldsymbol{S}}_{T, 2} \cdots \tilde{\boldsymbol{S}}_{1,2} \cdot \tilde{\boldsymbol{S}}_{T, 1} \cdots \tilde{\boldsymbol{S}}_{1,1} \cdot \hat{\boldsymbol{S}}_{1} \cdot \hat{\boldsymbol{S}}_{2}^{\prime}=\tilde{\boldsymbol{S}} \cdot \hat{\boldsymbol{S}}_{1} \cdot \hat{\boldsymbol{S}}_{2}^{\prime}
\end{array}
$$

Since $\tilde{\boldsymbol{G}}=\tilde{\boldsymbol{S}} \boldsymbol{G}^{\prime} \tilde{\boldsymbol{Q}}=\tilde{\boldsymbol{S}} \hat{\boldsymbol{S}}_{1} \hat{\boldsymbol{S}}_{2}^{\prime} \boldsymbol{G} \boldsymbol{Q} \tilde{\boldsymbol{Q}}$, thanks to Proposition 4 it is possible to evaluate $\boldsymbol{Q} \tilde{Q}$ and pass the verification.

### 6.3 Security

The main difference between the new protocol and the $(N, N)$-threshold one is that we are limiting the choice for the linear map $\boldsymbol{S}$. The only other relevant difference is that instead of having a secret sharing of the monomial map $\boldsymbol{Q}$, we have a secret sharing of the linear map $\boldsymbol{S}$, but both approach are equivalent as noted in Proposition 4, as long as $\boldsymbol{Q}$ remains secret. Indeed, parties only recover $\boldsymbol{Q} \tilde{\boldsymbol{Q}}$ during the signature phase, with $\tilde{\boldsymbol{Q}}$ being an ephemeral monomial matrix, whose knowledge is shared among all the $P_{i}$.

We briefly analyze the security implication of limiting the choice of $\boldsymbol{S}$, and we suggest a plausible assumption to justify it.

Hardness of the structured problem. First of all, we need to guarantee that the secret matrix $\boldsymbol{S} \in U \times U^{\prime}$ does not leak information on the monomial map. In other words, it should still be hard to find $\boldsymbol{Q}$ given $\boldsymbol{G}$ and $\boldsymbol{S G Q}$ even for $\boldsymbol{S} \in U \times U^{\prime}$. Indeed, using a particularly crafted matrix can potentially leak some information on the equivalence map. For example, using a single matrix in $U$ we would have:

$$
\left[\begin{array}{ll}
\boldsymbol{I} & \boldsymbol{A}  \tag{6}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{G}_{1} \\
\boldsymbol{G}_{2}
\end{array}\right] \boldsymbol{Q}=\left[\begin{array}{c}
\boldsymbol{G}_{1} \boldsymbol{Q}+\boldsymbol{A} \boldsymbol{G}_{2} \boldsymbol{Q} \\
\boldsymbol{G}_{2} \boldsymbol{Q}
\end{array}\right]
$$

Since we know both $\boldsymbol{G}_{2}$ and $\boldsymbol{G}_{2} \boldsymbol{Q}$, we can use Proposition 4 to retrieve part of the permutation with high probability.

Speaking heuristically, we expect that a matrix in $U \times U^{\prime}$, that is, of the form given in Equation (5), is enough to scramble the rows and hide the monomial map used. To justify this intuition we introduce the following proposition.

Proposition 6. Consider the matrix $\boldsymbol{G} \in \mathbb{F}_{q}^{n \times k}$, a monomial matrix $\boldsymbol{Q} \in M_{n}(q)$, an invertible matrix $\boldsymbol{S}=\left[\begin{array}{cc}\boldsymbol{S}_{11} & \boldsymbol{S}_{12} \\ \boldsymbol{S}_{21} & \boldsymbol{S}_{22}\end{array}\right] \in G L_{k}(q)$ and the product $\boldsymbol{G}^{\prime}=\boldsymbol{S} \boldsymbol{G Q}$. If an adversary $\boldsymbol{A}$ is able to retrieve the secret $\boldsymbol{Q}$ from any instance $\left(\boldsymbol{G}, \boldsymbol{G}^{\prime}, \boldsymbol{S}_{11}, \boldsymbol{S}_{21}\right)$ (i.e. knowing half of the columns), then it can be used to solve LEP with parameters $[n, k / 2]$.

Proof. Given an instance $\left(\boldsymbol{H}, \boldsymbol{H}^{\prime}\right)$ of dimension $k / 2$, we can forge an input for $\mathcal{A}$ as $\boldsymbol{G}=\left[\begin{array}{c}\mathbf{0} \\ \boldsymbol{H}\end{array}\right]$ and $\boldsymbol{G}^{\prime}=\left[\begin{array}{c}\boldsymbol{R} \boldsymbol{H}^{\prime} \\ \boldsymbol{H}^{\prime}\end{array}\right]$ where $\boldsymbol{R}$ is a random invertible matrix. Observe in fact that if $\boldsymbol{H}^{\prime}=S \boldsymbol{H} \boldsymbol{P}$ then we have that:

$$
\left[\begin{array}{cc}
\boldsymbol{S}_{11} & \boldsymbol{R} \boldsymbol{S} \\
\boldsymbol{S}_{21} & \boldsymbol{S}
\end{array}\right] \cdot\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{H}
\end{array}\right] \cdot \boldsymbol{P}=\left[\begin{array}{c}
\boldsymbol{R S H P} \boldsymbol{P} \\
\boldsymbol{S H P}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{R} \boldsymbol{H}^{\prime} \\
\boldsymbol{H}^{\prime}
\end{array}\right]
$$

Thus the algorithm $\mathcal{A}$ on input $\boldsymbol{G}, \boldsymbol{G}^{\prime}$ would output the secret map for the instance $\boldsymbol{H}, \boldsymbol{H}^{\prime}$.

This proposition is not an actual reduction (as for example Proposition 33, since to break the $[n, k / 2]$ instance it is necessary to be able to attack the particular instance of a matrix where half of the entries are zeros. Still, it can be used for heuristic reasons, but also two possible ideas to actually exploit it would be to use the matrix $\boldsymbol{G}=\left[\begin{array}{c}\mathbf{0} \\ \boldsymbol{H}\end{array}\right]$ for the users at the start of the protocol (since, while committing, they can still use the systematic form) or to consider codes of dimension $k=2 \frac{n}{3}$ (where $n$ is the code length as usual), so that the codes with parameters $[n, k / 2]$ have the same level of security.

Another possible way to improve the security would be to additionally consider matrices which are the product of $l$ triangular matrices from $U$ (where one every two matrices is transposed). Thus, it makes sense to formalize a new security assumption.

Problem 8 (l-Modified Linear Code Equivalence). Let $\boldsymbol{G} \in \mathbb{F}_{q}^{k \times n}$ be the generator matrix of a $[n, k]$ linear code. Consider a monomial matrix $\boldsymbol{Q} \in M_{n}$, an invertible matrix $\boldsymbol{S} \in U \times U^{\prime} \cdots$, where $l$ is the number of groups used in the direct product, and the generator matrix $\boldsymbol{G}^{\prime}=\boldsymbol{S} \boldsymbol{G} \boldsymbol{Q}$. The problem consist of solving the linear equivalence problem for the codes given by $\boldsymbol{G}$ and $\boldsymbol{G}^{\prime}$, i.e. find $Q$.

At the moment, we are using this assumption for $l=2$, since for $l=1$ the problem is easy and we cannot see meaningful advantages in using $l>2$.

Hiding during calculations. During the combination phases, each participant has access to the following information from the user $P_{i}$ (note that we simplify the notation to avoid cluttering):

1. $\tilde{S} \tilde{G} \tilde{Q}$ with $\tilde{\boldsymbol{G}}$ from the commitment phase;
2. $\tilde{\boldsymbol{S}} \boldsymbol{R} \hat{\boldsymbol{S}}$ with $\boldsymbol{R}$ from the response to the challenge $b=1$.

Ideally, we would like it to be infeasible to use these informations, in order to retrieve the share $\hat{\boldsymbol{S}}$ or the ephemeral map $\tilde{\boldsymbol{Q}}$.

First of all, we can see that we have information-theoretic security for the share $\hat{\boldsymbol{S}}$. In fact, by assigning $\overline{\boldsymbol{R}}=\tilde{\boldsymbol{S}} \boldsymbol{R}$ and $\boldsymbol{P}=\boldsymbol{R} \hat{\boldsymbol{S}}$, we can observe that:

$$
\left[\begin{array}{ll}
\boldsymbol{P}_{11} & \boldsymbol{P}_{12}  \tag{7}\\
\boldsymbol{P}_{21} & \boldsymbol{P}_{22}
\end{array}\right]=\left[\begin{array}{ll}
\overline{\boldsymbol{R}}_{11} & \overline{\boldsymbol{R}}_{12} \\
\overline{\boldsymbol{R}}_{21} & \overline{\boldsymbol{R}}_{22}
\end{array}\right] \cdot\left[\begin{array}{ll}
\boldsymbol{I} & \boldsymbol{S} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]=\left[\begin{array}{lll}
\overline{\boldsymbol{R}}_{11} & \overline{\boldsymbol{R}}_{11} \boldsymbol{S}+\overline{\boldsymbol{R}}_{12} \\
\overline{\boldsymbol{R}}_{21} & \overline{\boldsymbol{R}}_{21} & \boldsymbol{S}+\overline{\boldsymbol{R}}_{22}
\end{array}\right]
$$

Thus, we can see that $\boldsymbol{S}$ must satisfy the following system.

$$
\begin{cases}\overline{\boldsymbol{R}}_{11} \boldsymbol{S}+\overline{\boldsymbol{R}}_{12} & =\boldsymbol{P}_{12}  \tag{8}\\ \overline{\boldsymbol{R}}_{21} \boldsymbol{S}+\overline{\boldsymbol{R}}_{22} & =\boldsymbol{P}_{22}\end{cases}
$$

The system is underdetermined, and so any possible matrix $\boldsymbol{S}$ can be an acceptable solution via the right choices for $\overline{\boldsymbol{R}}_{12}, \overline{\boldsymbol{R}}_{22}$. However, there is still a possible issue here. Indeed, considering the equations $\boldsymbol{P}_{i 1}=\tilde{\boldsymbol{S}}_{i 1} \boldsymbol{R}_{11}+\tilde{\boldsymbol{S}}_{i 2} \boldsymbol{R}_{21}$, for $i=1,2$ in principle we have additional information that can be exploited, and used to solve the code equivalence problem in 1 to obtain $\tilde{\boldsymbol{Q}}$ (for example, in an algebraic attack we would have additional equations).

When $\boldsymbol{R}=\boldsymbol{I}$, we are essentially again in the case of Proposition 6, that can be considered safe in some sense. We expect that similar results can be obtained also when $\boldsymbol{R}$ is different from the identity, but, as mentioned before, further cryptanalysis is necessary.

Overall, we summarize our analysis, with the assumption that the following problem is hard.
Problem 9. (Linear Equivalence with Additional Equations) Consider the matrices $\boldsymbol{G} \in \mathbb{F}_{q}^{k \times n}, \boldsymbol{R}_{1}, \boldsymbol{R}_{2} \in \mathbb{F}_{q}^{\frac{k}{2} \times \frac{k}{2}}$, an invertible matrix $\boldsymbol{S}=\left[\begin{array}{ll}\boldsymbol{S}_{11} & \boldsymbol{S}_{12} \\ \boldsymbol{S}_{21} & \boldsymbol{S}_{22}\end{array}\right] \in \mathrm{GL}_{k}$, a monomial matrix $\boldsymbol{Q} \in M_{n}$ and define $\boldsymbol{G}^{\prime}=\boldsymbol{S} \boldsymbol{G} \boldsymbol{Q}$. Recover $\boldsymbol{Q}$ from the knowledge of $\boldsymbol{G}, \boldsymbol{G}^{\prime}$ and the additional equations:

$$
\begin{equation*}
\boldsymbol{S}_{11} \boldsymbol{R}_{1}+\boldsymbol{S}_{12} \boldsymbol{R}_{2}, \boldsymbol{S}_{11} \boldsymbol{R}_{1}+\boldsymbol{S}_{12} \boldsymbol{R}_{2} \tag{9}
\end{equation*}
$$

## 7 Conclusions

We introduced two protocols for threshold signature schemes based on the Group Action Inverse Problem that are agnostic about which particular group action is used, and works without any further hypotheses. Our schemes are similar to well-known group action threshold schemes such as the one presented in 25|27, and share the strictly sequential round-robin communication sequence. Unfortunately, this structure seems to be unavoidable due to the inherent properties of group action computation. Additionally, we were able to define a decentralized key generation algorithm and to reduce the security of the threshold signature scheme to that of the centralized scheme, which is easily proved to be unforgeable under the hardness of the group action problem.

Our proposed schemes are practical for several real-world instances, such as $(2,3)$ or $(3,5)$ sharing, but cannot be used for arbitrary $(T, N)$ since the number of shares required grows as a binomial coefficient. To circumvent this issue, in Section 6 we presented a tailor-made construction for the LESS signature 16, and its improved version [8, that only requires a number of shares which is linear in $T$. We observe that the new scheme security relies on novel cryptographic assumptions (Proposition3), that require further study and cryptanalytic scrutiny. This would, incidentally, enable us to select a secure set of parameters for a practical instantiation, as well as a possible implementation. Another future direction for our work would be to define a distributed key generation and to apply the same ideas for MEDS, since for matrix code equivalence we have a result equivalent to Proposition 4 (See Problem 4, Remark 16 of [51).
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## A Zero-Knowledge Proof for Action Equality

In the Distributed Key Generation given in Algorithm 1, we need a proof for the knowledge of a set element $g_{i}$ such that the following relation holds:

$$
y_{i}=g_{i} \star x \wedge x_{i}=g_{i} \star x_{i-1}
$$

The protocol presented below is a generalization of the one presented in Section 3.1 of [25], for a general group action.

Public Data : $x_{a}, x_{b} \in X$ and hash function $H$.
Private Key: Group element $g \in G$.
Public Key : $y_{a}=g \star x_{a}$ and $y_{b}=g \star x_{b}$.

## PROVER <br> VERIFIER

Choose $\tilde{g} \stackrel{\$}{\leftarrow} G$ and set:

$$
\tilde{x}_{a}=\tilde{g} \star x_{a}, \tilde{x}_{b}=\tilde{g} \star x_{b} . \xrightarrow{h}
$$

Set $\left.h=\mathrm{H}\left(\tilde{x}_{a} \| \tilde{x}_{b}\right)\right)$.

$$
\begin{array}{r}
\stackrel{b}{\longleftrightarrow} \quad b \stackrel{\$}{\leftarrow}\{0,1\} \\
\xrightarrow{u} \text { Accept if } \mathrm{H}\left(u \star x_{a} \| u \star x_{b}\right)=h \\
\text { Accept if } \mathrm{H}\left(u \star y_{a} \| u \star y_{b}\right)=h
\end{array}
$$

If $b=0$ then $u=\tilde{g}$.
If $b=1$ then $u=\tilde{g} g^{-1}$.
Fig. 4. Identification protocol to prove that the Private Key is used for the calculation.

Proposition 7. The interactive proof in Figure 4 is correct, has soundness error $\frac{1}{2}$ and is computationally zero-knowledge assuming decisional-GAIP and the collision resistance of the hash function.
Proof. The completeness of the protocol is straightforward. We need to prove soundness and zero knowledge.

- Soundness: suppose that the Prover is able to answer both the challenges with $u_{0}$ and $u_{1}$, by the collision resistance of the hash function at this point we would retrieve $g$ as $u_{1}^{-1} u_{0}$ solving GAIP (Problem 1) and having that the public keys are generated by the same group elements.
- Zero Knowledge: to simulate the protocol without knowing the secret $g$ the Prover flips a coin $c$. If $c=0$, the Prover follows the protocol normally and is able to answer the challenge if $b=0$. If $c=1$, it computes $\bar{x}_{a}=\bar{g} y_{a}$ and $\bar{x}_{b}=\bar{g} y_{b}$ and sends them in place of $\tilde{x}_{a}$ and $\tilde{x}_{b}$. In this way it is able to answer to the challenge $b=1$. Thus, if $c=b$ the prover can convince the verifier, otherwise it rewind the verifier and try again. Since at every iteration the prover has probability $\frac{1}{2}$ of guessing the correct $c$ the simulation ends in expected polynomial time. Note that this transcript is indistinguishable from the honestly-obtained one, because the distribution of $c$ is the same as the ones from the challenges and also $\bar{g}, \tilde{g} g^{-1}$ have the same distribution.


## B Zero-Knowledge Proof for LESS Version

Since, in the literature, the signatures based on the Fiat-Shamir transformation start from a zero-knowledge identification protocol, we have included it here for completeness. Note that, at the moment, there is no clear framework for identification protocols executed with multiparty computations, and introducing one is out of the scope of this work.

Public Data : $q, n, k \in \mathbb{N}$, matrix $\boldsymbol{G} \in \mathbb{F}_{q}^{k \times n}$ and hash function H .
Private Key: Invertible matrix $\hat{\boldsymbol{S}}_{1} \hat{\boldsymbol{S}}_{2}^{\prime} \in U \times U^{\prime}$ and monomial matrix $\boldsymbol{Q}$.
Public Key: $\boldsymbol{G}^{\prime}=\hat{\boldsymbol{S}}_{1} \hat{\boldsymbol{S}}_{2}^{\prime} \boldsymbol{G} \boldsymbol{Q}$.
PROVER VERIFIER
Set $\tilde{\boldsymbol{G}} \leftarrow \boldsymbol{G}^{\prime}$ and for $r=1,2$ do:
get $\tilde{\boldsymbol{S}}_{r}{ }_{r}^{\$} G L_{k}\left(\mathbb{F}_{q}\right)$ and $\tilde{\boldsymbol{Q}}_{r} \stackrel{\$}{\leftarrow} M_{n}(q) \quad h$ set $\tilde{\boldsymbol{G}} \leftarrow \tilde{\boldsymbol{S}}_{r} \tilde{\boldsymbol{G}} \tilde{\boldsymbol{Q}}_{r}$.
Set $h=\mathrm{H}(\operatorname{SF}(\tilde{\boldsymbol{G}}))$.

If $b=0$ then $u \leftarrow \tilde{\boldsymbol{Q}}_{1} \tilde{\boldsymbol{Q}}_{2} \quad{ }_{u} \quad$ Accept if $\mathrm{H}\left(\operatorname{SF}\left(\boldsymbol{G}^{\prime} u\right)\right)=h$.
If $b=1$ then $\nu \leftarrow \boldsymbol{I}$.
for $r=1,2$ do :
$\nu \leftarrow \tilde{\boldsymbol{S}}_{r} \cdot \nu \cdot \hat{\boldsymbol{S}}_{i}$.
Use $\nu$ to retrieve the map and set $u \leftarrow \boldsymbol{Q} \tilde{\boldsymbol{Q}} \quad$ Accept if $\mathrm{H}(\mathrm{SF}(\boldsymbol{G} u))=h$.

Fig. 5. Identification protocol for the optimized version of LESS.

Proposition 8. The interactive proof in Figure 5 is correct, has soundness error $\frac{1}{2}$ and is computationally zero-knowledge assuming decisional-GAIP and the collision resistance of the hash function.

The protocol's soundness and zero-knowledge follow immediately from the original protocol, since the view of the protocol is unchanged. The completeness can be verified as in Proposition 5. Again, the protocol can be transformed into a signature scheme using the Fiat-Shamir.

