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Abstract. Dialectal resources can provide valuable information for 

scientific research in many domains. They can play an important role in 

scientific research, especially in the fields of linguistics, sociology, 

anthropology, psychology, digital transformation, and artificial 

intelligence. NLP can also play an important role in decision-making by 

enabling the analysis of large volumes of textual data to extract relevant 

information. Data relevance is a key factor in decision-making, and 

companies wishing to join the trend must have all NLP resources at their 

disposal. In this paper, we will present the different resources and systems 

developed for Data Engineering and Intelligent Systems for Moroccan 

dialects. 

Index Terms— Moroccan Dialects, Natural Language Processing (NLP), Artificially 

Intelligence, Data Engineering. 

1. Introduction  

Natural Language Processing (NLP) resources have a significant impact on decision-

making processes by enabling the analysis of large volumes of textual data to extract 

relevant information. These resources find applications in various domains such as 

information retrieval, virtual assistance, machine translation, sentiment analysis, task 

automation, cybersecurity, automatic summarization, medical assistance, data analysis, 

automatic dialect translation, and dialect speech recognition. NLP algorithms facilitate 

search engines in understanding user queries, chatbots in interacting with users, and 

sentiment analysis tools in assessing customer opinions. Additionally, NLP enables the 

automation of repetitive tasks, detection of cybersecurity threats, extraction of key 

information from texts, interpretation of medical records, and analysis of textual data for 

business insights. Moreover, NLP aids in dialect translation and recognition, enhancing 

communication and accuracy in multilingual contexts. 

The development of NLP resources for dialects is contingent on several conditions. Firstly, 

data availability plays a crucial role. Sufficient amounts of dialect-specific text and speech 

data need to be collected and annotated for training language models and building dialect-

specific resources. Additionally, linguistic expertise is essential to accurately annotate and 

label the dialect data, ensuring high-quality training materials. 

Another condition is the involvement of language communities. Collaborative efforts 

between researchers, linguists, and native speakers of the dialect are vital for understanding 
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the linguistic nuances, identifying dialect-specific features, and validating the developed 

resources. Engaging language communities ensures that the resources accurately reflect the 

dialect's characteristics and are relevant to its speakers. 

Furthermore, technological infrastructure and computational resources are necessary for 

processing and analyzing large amounts of dialect data. High-performance computing 

systems and efficient algorithms are crucial for training complex language models and 

running computationally intensive NLP tasks. 

The development of NLP resources for dialects involves exhaustive data collection, 

meticulous annotation, lexicon construction, language model development, the adaptation 

of existing models, and performance evaluation. Data collection encompasses gathering 

representative written texts, audio recordings, and annotated corpora specific to the dialect. 

Corpus annotation involves labeling linguistic features like parts of speech and named 

entities. Dialect-specific lexicons are constructed to capture word information and 

relationships. Language models are developed using the collected data. Existing models can 

be adapted through transfer learning or multitask learning. Performance evaluation assesses 

the resources' accuracy, reliability, and suitability for NLP application. 

The following sections describe the NLP applications and resources (Amazigh and Darija) 

built in the domains of speech recognition, handwriting recognition, and sentiment analysis 

for Moroccan dialects. Finally, the paper summarizes ongoing tasks and perspectives. 

 

2.  NLP resources for Amazigh speech recognition 

2.1 Voice database for Amazigh speech recognition 

A database of Amazigh speech recognition [1] was developed as part of a research thesis, 

which consists of two datasets. One dataset contains 10 digits and 33 standard letters with 

19,500 recordings, and the other dataset contains 520 isolated Amazigh words spoken by 50 

speakers with a repetition of 5 times for each word, making up a total of 130,000 

recordings. The process of creating this database went through several stages, starting with 

voice recording, noise reduction, storage, and labeling of audio files. This database is also 

intended to serve other researchers in various fields and standardize research on the 

Amazigh language in Morocco. The database has not yet been published due to licensing 

and copyright constraints. The tables below present some characteristics of this database, 

such as examples of words recorded in English with its Tarifyt pronunciation and writing (See Table 

1), the number of speakers participating in word recording by age categories (see Table 2), and 
Parameters used in recording phase (See Table 3). 
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Table 1. Examples of words recorded in English with their Tarifyt pronunciation and writing. 

 

Table 2. Number of speakers participating in word’s recording by age categories. 

 
 

Table 3. Parameters used in recording phase. 
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2.2 Speech Recognition Systems (Digits and Letters) 

An automatic speech recognition system for Amazigh language was developed using HTK 

[2-4]. The system is built with context-independent phonetic models, and several choices 

are made, such as the number of states of the models, the type of emission probability 

densities associated with the states, and the representation of the signal by cepstral 

coefficients and differential coefficients. The Amazigh digit and letter recognition system is 

based on Hidden Markov Models. From the preparation phase of the training data to the 

testing and analysis of results according to different experiments, the system achieves a 

recognition rate of 91.31% for MMC = 3 with a combination of 32 Gaussian mixtures (See 

Table 4), which is a very satisfactory rate [2-4]. 

Table 4. P Optimal parameters selected for automatic recognition of spoken Amazigh digits and 

letters using Hidden Markov Model Toolkit [12]. 

 

2.3 Tarifit Word Speech Recognition Systems 

A system for automatic recognition of Amazigh-Tarifit speech was developed using CMU 

Sphinx, through different stages of preparation of the Amazigh word corpus, feature 

extraction, learning process, and recognition using Hidden Markov Models. Finally, the 

results were tested and analyzed. The training database used in the different experiments 

had a size of 187 words (46,750 recordings). The system achieved a satisfactory recognition 

rate of 92.2%, (See Fig.1 and Fig.2) compared to other systems developed for other 

languages. This is the only system developed so far containing such a large Amazigh 

corpus. 

 

 

Fig. 1. In reference to tied triphone and GMM.                Fig. 2. Using clustering tree decision. 

4

E3S Web of Conferences 412, 01063 (2023)
ICIES’11 2023

https://doi.org/10.1051/e3sconf/202341201063



3. NLP Resources for Sentiment Analysis of Darija 
Maghribya (Under Construction) 

In recent years, the advent of social media has created a flood of textual data on the World 

Wide Web. The shared data is voluminous, fast-moving, and diverse, offering new 

opportunities and posing numerous challenges for machine learning and natural language 

processing (NLP) in particular. The poor quality, informality, and noise in this data present 

several challenges. Most of the efforts in sentiment analysis for text classification have 

focused on English, while research on Arabic, presents many challenges. Arabic is one of 

the most difficult Semitic languages to handle due to its complex morphology. In this work, 

a new contribution to Arabic resources is presented as a large set of Moroccan data 

extracted from different social networks and carefully annotated. To our knowledge, this 

dataset is the largest Moroccan dataset for sentiment analysis. It stands out for its size and 

quality. The dataset is multidomain, the figures (Fig.3 and Fig.4) bellows show a few 

examples of the most word used in the domain of sport and society. 

 

 

Fig. 3. Most words in sport domain. 

 

 

Fig. 4. Most words in social domain. 

3.1 Role of Created Dataset and Sentiment Analysis System for Darija 
Maghribiya 

Data plays a crucial role in sentiment analysis. Datasets provide examples of comments or 

texts as well as labels that indicate the sentiment associated with each text. Here are some 

of the key roles that datasets play in sentiment analysis: 

5

E3S Web of Conferences 412, 01063 (2023)
ICIES’11 2023

https://doi.org/10.1051/e3sconf/202341201063



 

- Model training: Datasets are used to train sentiment analysis models. Models learn to 

identify the language features and patterns that are associated with each sentiment (e.g., 

positive or negative). The more varied and representative the data, the more accurate the 

model will be. 

- Model evaluation: Datasets are also used to evaluate sentiment analysis models. Models 

are tested with unseen data, and their performance is measured by comparing the model's 

predictions to the actual labels. 

- Model improvement: Datasets are used to improve sentiment analysis models. Model 

prediction errors can be analysed to identify common errors and improve the models. 

- Domain-specific adaptation: Datasets can be adapted to a specific domain, such as beauty 

products, restaurants, or hotels. This allows for the creation of models that are specific to a 

domain and can provide more accurate results for that domain. 

- Trend analysis: Datasets can be used to track sentiment trends over time. User comments 

can be collected over a given period, and models can be used to identify changes in 

sentiment and trends over time. 

4. NLP Resources for Amazigh Handwriting Recognition 

Generation and classification of the Tifinagh handwritten letter corpus using deep learning 

models ANN, CNN & GANs. The work presents a new dataset named Tifinagh-MNIST: 

handwritten letters of the Tifinagh alphabet, which is used to write Tamazight languages. 

The presented dataset contains 82,500 grayscale images of size 28 × 28 pixels belonging to 

33 classes (or letters) (See Fig. 5), with 2500 images per class. Specifically, the training set 

consists of 66,000 images while the test set contains 16,500 images. Tifinagh-MNIST is 

intended for the development of AI tools aimed at processing handwritten Tifinagh 

characters. We also provide use cases of this corpus through neural network models for 

classification and data generation. The corpus will be made available to the public to 

promote the development of AI solutions for processing Tamazight texts. The dataset is 

available at https://github.com/iseddik/Tifinagh-MNIST. An example of use case of this 

dataset is on developing, it consists of an innovative approach to teaching and learning 

Tifinagh script through the use of state-of-the-art AI technology (See Fig. 6). 
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Fig. 5. Tifinagh-MNIST Dataset. 

 

 

Fig. 6: Web-based Tifinagh handwriting learning platform. 
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4.1 Role of the Created Database and Handwriting Recognition System for 
the Amazigh Language 

Handwriting recognition can be a useful tool for the development of natural language 

processing (NLP) systems. Here are some examples of how handwriting recognition can be 

used in the context of NLP: 

- Handwritten text recognition: Handwriting recognition can be used to transcribe

handwritten text into machine-readable text that can be analyzed by NLP systems. This is

particularly useful when dealing with historical documents or archives that are only

available in handwritten form.

- Handwriting-based text analysis: Handwriting recognition can be used to analyze the

characteristics of handwriting, such as stroke width, angle, and pressure, which can provide

additional information about the text beyond its content. This can be particularly useful in

forensic analysis and document authentication.

- Handwriting-based language models: Handwriting recognition can be used to develop

handwriting-specific language models, which can be used to improve the accuracy of

handwriting recognition and generate text with a more natural handwriting-like tone.

Personalization: Handwriting recognition can be used to recognize individual users' writing

styles, allowing NLP systems to better understand their preferences and improve

recognition accuracy over time.

- Multilingual handwriting recognition: Handwriting recognition can be used to recognize

and transcribe handwriting in multiple languages, which can be useful in multilingual NLP

applications.

Overall, handwriting recognition can be a valuable tool in the development of NLP systems

as it enables the processing of handwritten text and provides additional information beyond

the text itself, which can improve the accuracy and usefulness of NLP analysis.

5. Conclusion

This paper summarizes the overall NLP resources and systems developed for the Moroccan 

Dialect, including the Amazigh speech corpus and automatic speech recognition systems, 

including standard numbers and letters, and several words in Tarifyt. The main goal is to 

make these resources available for academic research and use, such as developing speaker-

independent speech recognition systems, speech synthesis, speaker recognition, and others. 

A significant part of this database was used in our research project. A second contribution 

is in the domain of sentiment analysis for Darija lmaghribya. In this work, a new 

contribution to Arabic resources is presented as a large set of Moroccan data extracted from 

different social networks and carefully annotated, which will serve the integration of our 

Darija into the field of artificial intelligence and decision-making based on social networks. 

Finally, we described a third contribution in the domain of Amazigh handwriting 

recognition. Our work is ongoing, and it is directed toward integrating Moroccan dialects 

into Data Engineering and intelligent systems for Moroccan dialects. 
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