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Analysis Of Mobile Users’ Activities Using Mean-Normalization Method
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In recent decades, with the attracting features of mobiles including 4G and 5G, world is getting more connected
to mobile communications. This results in the accumulation of large amount of data in the mobile network. The
analysis of the network data is very complex but is essential in terms of resource and cost management. The
network data analytics include detection of unusual network behaviour due to traffic created by the mobile
users and Short Message Service (SMS) spammers. Research to an approach with the same impulsion is creating
a new interest in the field of mobile network data analytics using machine learning tools. To attain this, Call
Detail Record (CDR) provided by the telecom network industry is utilized. The timely analysis of CDR helps
to understand the behaviour of the network due to various activities of mobile users. To analyse CDR, it
has to be pre-processed to convert it from the raw data into machine understandable form. The proposed
method is mean-normalization pre-processing which is suitable in understanding the behaviour of mobile users’
individual activities like incoming-outgoing calls, incoming-outgoing SMS and internet activity. Later, machine
learning tools can be applied to analyse and predict the network anomalies like network traffic and Short
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1. Introduction

With the increased population of mobile users and the emer-
gence of new technology there is an immense accumulation
of data in the network. This big data must be analysed
timely and effectively for the better network resource man-
agement and customer service. The big data accumulated
in the network is provided by the service companies as
Call Detail Record-CDR. The CDR gives the transactions
of telecom department and details of all the event details
that occur in the network. CDR also provides detailed in-
formation of the telecom transactions like incoming and
outgoing calls, incoming and outgoing SMSs and internet
activities of the customers including time stamps. CDR
includes the beginning of a call or SMS or internet activity
and termination of the event. At this point other elements
of the network are also connected. At the later level CDR
has to enter into another phase where conversion has to

happen from raw form to processed form [1]. Then the
processed form of CDR can be used for further analysis
with the application of machine learning tools. It is also
very challenging to transfer and store the CDR data in the
network and data centres [2]. However, the analysis of
CDR data gives the knowledge of mobile user behaviour
and network behaviour as well. To analyse the CDR data,
it is required to convert it into required processed form.
There are various pre-processing techniques that can be
applied to the big data. In this regard, a suitable technique
must be selected to apply for CDR to process it and make
it ready for the further required analysis.

However, while pre-processing the characteristics of the
CDR must also be considered. There are 4 important char-
acteristics. They are volume, velocity, variety and value
[3].

Volume: CDR is a huge volume data of order of Pico
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bytes and is continuously increasing.
Velocity: It is the speed of the data entering and exiting

the mobile devices and mobile network.
Variety: It refers to the different forms of data like struc-

tured, unstructured and semi structured.
Value: The values are the numerical features that should

be extracted from the CDR data using suitable design pro-
posed by the big data technologies group.

The rest of the paper is organised as follows. Initial
sections give the related work, description of call details
record and pre-processing challenges. Next formatting
and sampling of CDR data is explained. Also, briefed
about quality assessment and features selection of CDR
data. In the later section pre-processing of CDR is explained
along with results and discussions. Finally, the paper is
concluded with the future work.

2. Related work

Distributed clustered based analytics in Hadoop system
is proposed by Nirmal Ghotekar for pre-processing the
CDR. The required CDR field is selected to perform extract,
transform and load operations in the Hadoop system to
obtain the normalized monthly traffic of each base station
to its maximum [1].

Chenhan Xu et al. designed a big data analytics model
to solve big data redundancy problem in data centres. Clas-
sification accuracy is increased using several inputs. Also,
the proposed model saves the computational resources [2].

Kashif Sultan et al. proposed a model to predict the fu-
ture traffic in the network which serves users. In this CDR
data is pre-processed by removing the irregularities such
as missing entries or noise which misleads the patterns [3].

Md Salik Parwez et al. combined activities of all the
calls and texts by the users at every grid and every time
stamp in the final pre-processed CDR data set [4].

Bilal Hussain et al. carried out the data pre-processing
by removing irrelevant parameters. Initially the CDR data
is cleaned by filling entries. Also, the total activities of the
network are combined and transformed into the format
acceptable by the algorithm for the further analysis [5].

Ramin Sharif et al. carried out pre-processing using
Horton works sandbox. All the empty data fields are set to
zero. All the CDR activities are summed up into one single
activity. Also, the time stamps are summed to 1 hour to
save the memory and processing power [6].

Kashif Sultan et al. stated that data has to be prepared
well before performing any analysis. It helps in the reduc-
tion of processing overhead and improves the quality of
the output. The missing values are replaced by the average
values of the previous and next time stamp values [7].

Muna Al-Saadi et al. stated that to analyse traffic pat-
terns pre-processing is done statistically using teptrace
which includes data cleaning, normalization and reduc-
tion. Principal Component Analysis (PCA) tool is used to
remove the unwanted parameters and Z score normaliza-
tion to scale the parameters [8].

3. Call detail record and its description

A call detail record is the data set produced by the network
operator. The CDR used in the work is issued by Telecom,
Italia in Milan, Trentino. The CDR data set type is grid type.
The area of Milan is a grid of 1000 squares and the area of
Trentino is a grid of 6575 squares. Each square is an area of
about 235 square meters [3].

The CDR data set contains 8 numerical features. They
are call in activity, call out activity, SMS in activity, SMS
out activity, Internet traffic activity, square grid ID, country
code, time stamp information.

4. Data pre-processing challenges

There are many challenges involved while pre-processing
the big data. The data collected usually will be having
incompletely filled fields and contains noise as well. It
may include invalid data and personal information. Data
cleaning and pre-processing helps to remove this irrelevant
information [9]. After the elimination of the unwanted data
the accuracy and the reliability must be ensured [10]. There
are basic steps which must be adapted while preprocessing
the data. However not all the steps have to be followed
in the pre-processing. According to the requirement pre-
processing steps can be adapted. The following are the
basic steps [11].

A. Quality test of the data set
The CDR data set must be investigated for any lim-
itations and flaws during the collection of the data
and measurement. The collected CDR data must be
tested for the human errors. The CDR data set must
be checked for any missing values. The entire rows of
the missing values must be eliminated or estimated
with suitable methods. The CDR data set must also
be examined for the irrelevant values. For example, in
the place of phone number of the mobile user the ad-
dress of the user could be entered. Also, the repeated
entries must be removed. Thus, before starting the
actual procedure of pre-processing, the missing val-
ues, irrelevant values and repetitive values must be
eliminated.

B. Accruement of the data set characteristics
To get a better preview of the collected CDR data set,



Journal of Applied Science and Engineering, Vol. 27, No 2, Page 2109-2115 2111

it is very important to group and accumulate all the
characteristics in the data set timely manner, monthly,
bi-yearly, or yearly. This helps in the better account
management. Also, it helps in the less memory con-
sumption in a system, decreases the processing time
and complexity.

C. Sampling of the data set
Sampling of the collected CDR data set is a vital step in
the pre-processing procedure. In the huge data set, the
sample which is a subset has to be selected carefully.
The sample must be the representative of the whole
data set. It must have almost all the properties of the
entire data set for the effective pre-processing. While
sampling the data set, the other attributes like cost,
memory and time must also be accounted. Usually,
random sampling is the common strategy used in big
data pre-processing [12]. Selection of the sample as a
representative of the entire data set is also challenging
considering less computational time and cost [13]. In
this regard, sampling algorithm must be developed to
get a small replicative training set and to estimate the
required parameters [14, 15].

D. Reduction of features in the data set
This is an optional step in the pre-processing of the
data set but very effectual if implemented. The CDR
data set can be checked for any features which can
be reduced or even removed if they are not used at
all for the future analysis. This step removes noise in
any data set and gives the better visualisation for the
data analysis. If the data set size is reduced, then the
analysis will be easier with less complexity.

E. Encoding of the data set
The encoding of the CDR data set is the final step
in the pre-processing. Here the features of the data
set are converted into machine understandable form
while reserving the originality. There are many
methods available for encoding the data set and the
best suitable method to be chosen.
During this encoding process we need to understand
and consider the following rules.
There are two types of encoding depending on the
relationship among the variables.

• Nominal variable encoding: This encoding is
used when there is a set of discrete variables but
they are independent of each other.

• Ordinal variable encoding: This encoding is used
when there is a set of discrete variables but they

are dependent variables. In ordinal coding, one-
hot encoding can also be considered if any vari-
able is removed after encoding and a new vari-
able is added.
There are two important points while we are han-
dling numerical variables in encoding the data
set.

• If there is an interval where in the difference be-
tween the consecutive values are co-related, then
we need to consider the below equation.
present value = previous value*constant A + con-
stant B

• If there are mathematical variables having the
meaningful ratios, then we need to consider the
below equation.
present value = previous value*constant A

After encoding the data set, it must be divided into 2-3
parts before applying any machine learning algorithm.
They are training data, validation data and test data.

• Training data: Using this data set, the machine
learning algorithms are trained. The model
learns the features and characteristics of the data
set. The model can also analyse whether the data
is over fitting or under fitting the model.

• Validation data: In this part, the model can val-
idate itself by understanding the other param-
eters which do not change the performance of
the model except the speed and quality of the
learning process.

• Test data: Using this part of the data set, the
hypothesis model is tested.

The data set must be split into specific ratio according to
the required model. In most of the scenarios much training
is required therefore, the training data set is kept in a larger
ratio, then the remaining is split into validation data and
test data. If the other parameters which are used to improve
the performance are more in number, then the validation
data proportion can be increased accordingly. Usually, the
data split ratio recommended is 70% training data and
remaining 30% of the data set into validation data and test
data.

There are also other challenges in pre-processing which
cannot be ignored [16]. They are:

• Data pre-processing has to be conducted in real time.

• Suitable technique is required to pre-process the data
to understand the concealed problems.
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• Proper platform has to be chosen for data pre-
processing as per the requirement.

• Data pre-processing might be a repetitive process case
by case which consumes time.

• Fig. 1 shows the framework of the proposed pre-
processing technique i.e., meannormalization method
after data collection, formatting and sampling. Later
the preprocessed data can be analysed using suitable
ML tools.

Fig. 1. Framework of the proposed technique

5. Cdr data set formatting and sampling

The available and collected CDR data sets of 5 different
dates of Trentino grid is in text format with the size of about
300MB. The initial view of the data is in a very scattered
manner and is in the non-understandable manner. In this
concern the primary goal is to convert the CDR data set into
comprehensible form. The data set is checked for the errors
and are removed while formatting. After this step, the data
is viewed using suitable viewer without changing the data
format to understand the hidden numerical features.

In the next step, the sample of the CDR data is selected
for the pre-processing. The sample size is chosen as N =

100 for all the 5 different data sets. Now the size of each
data set is reduced to 8 KB, and it is appropriate for the
testing purpose.

6. Cdr data quality assessment and features selec-
tion

Initially all the 5 sampled CDR data sets of different dates
are checked for the human errors. The CDRs are made to
undergo the primary scanning process which is the first
step to remove all the repeated values. In the next step, it
is the removal of the unwanted features which may not
be useful for the aimed analysis. In the CDR, there are 8
numerical features. Not all parameters are required for the
analysis. Hence, the irrelevant features can be removed.
Table 1 shows the details of the numerical features that are

retained for the analysis and about the features that are not
used in the pre-processing and further analysis.

7. Pre-processing of the call detail records

Pre-processing is carried out to convert the raw CDR data
set into the processed form. After pre-processing, the CDR
will be ready to use for the future required analysis and
will be in the machine understandable form. Here the
pre-processing is done by using the meannormalization
algorithm which is run by the python code. In this method,
the mean value for all the retained parameters is estimated
and all the missing values in the CDR are normalized. Thus,
the data now can be used to understand the mobile users’
activities. Below Table 2. shows the mean values of all the
attributes of 5 CDRs that are used in the pre-processing.
Algorithm for the proposed pre-processing technique is
given below.

Step 1: Collect the Call Detail Record (CDR) data set.

Step 2: Sample the CDR with sample size N = 100.

Step 3: Identify the CDR activity columns of Call-in, Call-out,
SMS-in, SMS-out and Internet activity.

Step 4: Remove the duplicate or repetitive values in all
columns.

Step 5: Estimate the mean value for every identified column.

Step 6: Normalize the empty fields using the mean value.

Step 7: Analyse the distribution of the pre-processed CDR
activities using suitable machine learning tool.

8. Results and discussion

The distribution of the mobile users’ s activities is simu-
lated after pre-processing for all the 5 sets of CDRs. Each
activity is separately considered with all the country codes
available in the data set. For example, below are the graphs
obtained for the CDR dated 05/07/2013 for all the activities
of mobile users i.e., call-in activity, call-out activity, SMS-in
activity, SMS-out activity and internet activity versus coun-
try codes available in the original data set. For detailed
explanation, in Fig. 2 the graph shows the distribution of
the incoming call activity by the mobile users over all the
country codes available in the data set. It evidences varia-
tions from the lowest value 0.01 to the highest value 1.01
for the incoming call activity. Similarly, Figs. 3 to 6 describe
the outgoing calls, incoming -outgoing SMS and internet
activity.
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Table 1. Numerical features of CDR with requirement factor for pre-processing.

SL. No Call Detail Record attributes Requirement factor
(Used/Removed)

1 Call in activity Used
2 Call out activity Used
3 Internet activity Used
4 Square grid ID Removed
5 Country code Used
7 Time stamp information Removed
8 SMS in activity Used

Table 2. Mean values of all the activities for 5 days.

Date Call-in Call-out SMS-in SMS-out Internet
2013 activity activity activity activity activity

01/07 0.1 0.1 0.1 0.1 6.9
02/07 0.1 0.1 0.1 0.1 5.8
03/07 0.1 0.1 0.1 0.1 5.6
04/07 0.2 0.2 0.2 0.2 5.8
05/07 0.2 0.1 0.2 0.12 6.2

Fig. 2. Incoming calls activity on 05/11/2013.

Fig. 3. Outgoing calls activity on 05/11/2013.

With the above tabulations in Table 3 we can get details
of the lowest and highest records examined in the scattering
of in-coming and out-going calls, in-coming and out-going
SMS and internet activity.

Fig. 4. Incoming SMS activity on 05/11/2013.

Fig. 5. Outgoing SMS activity on 05/11/2013.

In the previous work [3], only high traffic density of
users is analysed. The proposed preprocessing mean-
normalization method is suitable for analysing both high
and low traffic densities using the same CDR data set.

The pre-processed data is simulated to understand the
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Fig. 6. Internet activity on 05/11/2013.

Table 3. Lowest and highest value records for the CDR
activities.

Activity/ Lowest value Highest value
Parameter record record

Call in activity 0.01 1.01
Call out activity 0.01 0.84
SMS in activity 0.01 0.83

SMS out activity 0.01 0.46
Internet activity 0.01 11.37

density of the mobile CDR activity. The minimal and the
maximal value of the CDR event recorded for all the mobile
activities are shown in the below graphs.

Fig. 7. Call in and call out density distribution analysis.

9. Conclusion and future work

The paper presents the pre-processing of CDR using mean-
normalization method. This helps in analysing network
behaviour due to incoming calls, outgoing calls, incoming
SMS, outgoing SMS and internet activity. The analysis
also interprets the density of every CDR activity. The pre-
processed data is ready for further analysis to understand
the unusual behaviour in the network.

In future, with the application of machine learning tools
to the pre-processed data, the mobile network anomalies

Fig. 8. SMS in and SMS out density distribution analysis.

Fig. 9. Internet activity density distribution analysis.

of the different mobile users’ activities can be analysed.
Specifically, the future traffic in the network can be pre-
dicted. This serves the mobile network service providers
and the customers in terms of resource and cost manage-
ment.
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