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Abstract

Background: It remains a challenge to predict which treatment will work for which patient in mental healthcare.

Objective: The aims of this multi-site study were two-fold: 1) to predict patient’s response to treatment, during treatment, in
Dutch basic mental healthcare using commonly available data from routine care; and 2) to compare the performance of these
machine learning models across three different mental healthcare organizations in the Netherlands by using clinically
interpretable models.

Methods: Using anonymized datasets from three different mental healthcare organizations in the Netherlands (n = 6,452), we
applied three times a lasso regression to predict treatment outcome. The algorithms were internally validated with cross-
validation within each site and externally validated on the data from the other sites.

Results: The performance of the algorithms, measured by the AUC of the internal validations as well as the corresponding
external validations, were in the range of 0.77 to 0.80.

Conclusions: Machine learning models provide a robust and generalizable approach in automated risk signaling technology to
identify cases at risk of poor treatment outcome. Results of this study hold substantial implications for clinical practice by
demonstrating that model performance of a model derived from one site is similar when applied to another site (i.e. good external
validation).
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Abstract 

Background

It remains a challenge to predict which treatment will work for which patient in mental healthcare. 

Objective

The aims of this multi-site study were two-fold: 1) to predict patient’s response to treatment during
treatment in Dutch basic mental healthcare using commonly available data from routine care; and 2)
to  compare  the  performance  of  these  machine  learning  models  across  three  different  mental
healthcare organizations in the Netherlands by using clinically interpretable models.

Method

Using anonymized datasets from three different mental healthcare organizations in the Netherlands
(n = 6,452), we applied three times a lasso regression to predict treatment outcome. The algorithms
were internally validated with cross-validation within each site and externally validated on the data
from the other sites.

Results

The performance of the algorithms, measured by the AUC of the internal validations as well as the
corresponding external validations, were in the range of 0.77 to 0.80.  

Conclusion

Machine learning models provide a robust and generalizable approach in automated risk signaling
technology to identify cases at risk of poor treatment outcome. Results of this study hold substantial
implications for clinical practice by demonstrating that model performance of a model derived from
one site is similar when applied to another site (i.e. good external validation).
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Introduction 

Optimizing healthcare systems

One of the main challenges in designing an efficient healthcare system is to prevent offering too
much resources to some patients and too little to others. Put differently, the challenge is to maximize
the  opportunity  for  appropriate  care  at  an  individual  level  1.  The  recent  strive  for  precision  or
personalized medicine aims to improve healthcare systems by tailoring treatments more effectively
to patients. Patients are grouped in terms of their expected treatment response using diagnostic tests
or  techniques  2.  However,  precision  medicine  remains  a  challenge  in  mental  healthcare  because
treatments are effective on average and it is difficult to predict for exactly whom they will work 3,4.
Stepped care principles provide a framework to allocate limited healthcare resources and have been
proven to be cost-effective for depression and anxiety  5,6. In case of stepped care, treatments start
with low intensity unless there is a reason to intensify. Such reasons are identified during treatment,
in which at some point there is a lack of confidence in a positive outcome given the current treatment
trajectory. To this extent, routine outcome monitoring (ROM) could be used to observe patterns of
early treatment response and identify which patients will  probably not benefit  from their  current
treatment 7,8. 

Identification of non-responders

The system can be improved by earlier and more accurate identification of those non-responders,
such that patients do not have to endure periods of care in which they do not improve and could
potentially lose interest and drop out. On top of that, scarce healthcare resources are not wasted by
engaging in  treatment  without  the  desired  effect.  However,  misclassification  comes  with a  cost.
Incorrectly  classifying  patients  as  being  in  need  of  more  intensified  treatment  results  in  the
unnecessary use of healthcare resources on patients that would have benefitted from a shorter, low-
intensity treatment. In many clinics in Dutch basic mental healthcare, ROM measurements are part of
routine care. This raises the question, whether these ROM data could be used to provide accurate
prognostic feedback and support a clinician in maximizing the opportunity for appropriate care on
the individual level.

Predicting outcome with Machine Learning during treatment

Techniques from the field of machine learning are aimed at making accurate predictions based on
patterns  in  data.  Machine  learning  can  help  to  identify  robust,  reproducible  and  generalizable
predictors of treatment response 3,9–11, and has already been used in healthcare research, for example
in predicting healthcare costs  and outcomes  12–15.  By discovering associations  and understanding
patterns and trends within the data, machine learning has the potential to improve care. Machine
learning permits a finer detection of which patients are at elevated risk of persisting poor and costly
health outcomes, and may thus give impetus to more efficient, personalized and proactive type of
mental health care. Inspired by this knowledge, the aim of this study is to use machine learning on
ROM data, as feedback device, to signal which patients have an elevated risk of poor response to
treatment16.  However,  the  use  of  complex  data,  and  associated  increasingly  complex  models,
challenges researchers to ensuring that these models are clinically interpretable rather than a “black
box” 17,18. 

Independent  validation
After developing a prediction model, it  is recommended to evaluate model performance in other
clinical data which was not used to develop the model, as mentioned in the Transparent reporting of a
multivariable  prediction  model  for  individual  prognosis  or  diagnosis  (TRIPOD)-statement.  For
example, such a validation would require researchers to have access to a similar dataset (i.e. in terms
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of predictor variables and outcome) stemming from a similar population/clinic and compare model
performance  on  this  external,  independent  dataset  (i.e.  cross-site  design).  Lack  of  independent
validation is a major limitation of the extant machine learning literature in healthcare 19. In a recent
review on machine learning for suicide prediction, the majority of studies reviewed, split the data
into training and testing sets, whereas none of the studies used a cross-site design in which a model
was trained using data from one site and evaluated using data from another 20. Another recent review
looking at applications of machine learning algorithms to predict therapeutic outcomes in depression,
concluded that most studies did not assess out-of-sample estimates of model fit, which limited their
generalizability  and  likely  overestimated  predictive  accuracy  21.
Therefore, the aim of this study was two-fold: 1) to predict patient’s response to treatment during
treatment in Dutch basic mental healthcare using limited commonly available data from routine care;
and 2) to compare the performance of these machine learning models across three different mental
healthcare  organizations  in  the  Netherlands  by  using  clinically  interpretable  models.  By  using
commonly  available  data  from  routine  care,  technical  implementation  of  the  model  in  clinical
practice would be straightforward. 

Methods 

Study design and data collection

Data on mental health treatment and outcomes were collected by a data collection protocol. Mental
healthcare sites from six regions in the Netherlands were involved. Patients were treated with mild to
severe mental health problems, and low risk of suicide or dangerous behavior. The dataset consisted
of patient records with a completed treatment in the years 2014 up to 2018. A completed treatment in
this  setting consists  of around 5 to 12 sessions22.  The protocol consisted of a pre-defined set  of
variables with clear definitions and coding for each variable. Since the database was anonymized
with statistical disclosure control techniques 23, there was no need for informed consent or approval
by a medical ethics committee (Dutch Civil Law, Article 7:458). 

In order for treatment records to be included in this study, the availability of at least the ROM data as
well  as  certain  other  variables  that  could  be  used  for  predictions  was  required.  As  ROM
questionnaires are not mandatory in routine care, ROM data were not available for all patients at all
measurements. Records were included when ROM data were available at the start, during and at the
end of treatment. Three from the six participating regions had sufficient treatment records (>1,000)
with non-missing values to be included in the study; N(r1) = 3,020), N(r2) = 1,484, N(r3) = 1,948. In
each region, patients were treated in multiple settings in both urban and rural areas. A set of 26,912
records had to be excluded from the three sites because there was a missing ROM measurement at
either the start or end, such that the outcome could not be determined, or there was no measurement
from during treatment, such that early treatment response patterns could not be determined. To assess
the comparability of the in- and excluded treatment  records in our analysis a comparison was made
regarding age, sex, diagnosis, and baseline severity between both groups (see table 1). 

Included 
(n = 6,452)

Excluded 
(n
=26,912)

Sex = Female
 4,077
(63.2) 

16,872
(62.7) 

Age category  
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   <30
 1,978
(30.7) 

 8,671
(32.2) 

   30-40
 1,541
(23.9) 

 6,701
(24.9) 

   40-50
 1,238
(19.2) 

 5,298
(19.7) 

   50-60
 1,154
(17.9) 

 4,119
(15.3) 

   60+   541 ( 8.4) 
 2,123
( 7.9) 

Diagnosis group  

Anxiety
 2,588
(40.1) 

 9,955
(37.0) 

Depression
 2,585
(40.1) 

10,831
(40.2) 

Other
 1,279
(19.8) 

 6,126
(22.8) 

Total  OQ-45.2  Score
baseline

80.36
(21.18)

80.60
(23.23)

Table 1.  Comparison of patient characteristics between the included and excluded treatment
records, with mean values and (SD) for numeric values and counts and (%) for categorical
variables. 

Data description

This study utilized treatment records, as opposed to patient records. A treatment record was started
whenever a patient began treatment within one of the participating centers. As a result, some patients
could have multiple treatment records (5.5% of the records were not unique). ROM assessed the
development  in  symptom severity  and  functioning  using  the  standardized  Dutch  version  of  the
Outcome Questionnaire  (OQ-45.2)  24.  The  OQ-45.2 contains  three  subscales:  Symptom Distress
(SD), Interpersonal Relations (IR) and Social Role (SR). Psychometric properties of the Dutch OQ-
45.2 are adequate 25.

The idea of this study was to support a stepped care framework by predicting, during treatment,
undesired  treatment  outcomes  at  the  end  of  a  treatment.  These  predictions  can  trigger  a
reconsideration  of  the  chosen  treatment  plan,  in  order  to  improve  the  probability  of  a  desired
treatment outcome after finishing the treatment. Desired treatment outcomes are highly personal and
depended  on  the  type  of  treatment  and  setting.  For  this  study  we  choose  to  define  undesired
outcomes  as  non-improvement.  Based  on  principles  of  reliable  change  26,  we  defined  non-
improvement as improving less than a medium effect size on the symptomatic distress scale of the
OQ-45.2 27. Our study used data from so called ‘basic mental healthcare’ in the Netherlands. Basic
mental  healthcare  is  cost-effective  short-term  mental  healthcare  with  an  average  effect  size  of
Cohen’s d=.9 22.  Despite this high effect size, the aim of this short-term treatment of 5-12 sessions is
primarily to increase self-direction and get patients back on track without care as soon as possible. In
this study, individual treatment goals were unknown and therefore it was decided to define non-
improvement  as  less  than  a  medium effect  size.  This  is  a  little  more  than  half  of  the  average
improvement in this mental healthcare setting. Our clinical outcome was derived from the observed
change  in  the  symptom  distress  scale  on  the  OQ-45.2.  Patients  with  less  than  half  a  standard
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deviation  improvement  in  symptom severity  at  the  end of  treatment  were  classified  to  have  an
‘undesired clinical outcome’ (called non-improvement henceforth). With the standard deviation of
the SD scale in a Dutch clinical population found to be 16  25, non-improvement was defined as a
patient not improving at least 8 points on the SD scale of the OQ-45.2. 

Early change was defined as the difference in ROM outcome at baseline and the first ROM during
treatment. For both the summed scale scores on the OQ-45.2 as well as the individual items, early
change variables were created. Besides the ROM data, a set of clinical and demographic variables
were included for prediction such as main diagnosis, age and living condition. The total set consisted
of 163 variables, from which 144 were related to the scores on the OQ-45.2 and 19 to the context of
the patient.

Modeling and validation strategy

The dataset was split across all included locations, such that models could be trained on a single
location and externally validated on each of the other locations. Non-improvement was predicted for
each location separately based on all available predictors using least absolute shrinkage and selection
operator (LASSO) models. LASSO was used both to guarantee interpretability for intended model
users,  as  well  as  to  facilitate  explicit  comparison  between  prediction  models  built  in  different
locations. Moreover, as several measures were derived from the same questionnaire, this could have
led to multicollinearity between predictors in the dataset. LASSO is a technique which has been
argued to be able to deal with multicollinearity and still provide stable and interpretable estimators28.
All numeric variables were centered and scaled.

Using  10-fold  cross-validation  with  10  repeats,  the  optimal  hyperparameter  was  determined  by
considering 100 possible penalty values (i.e. lambda’s) between 0.001 and 1,000. For the LASSO
with the optimized penalty, the probability threshold was tuned by optimizing over F1-scores over 36
possible probability values between 0.3 and 0.65. The final LASSO model selected for each site was
then applied to each of the other sites for model assessment, reporting sensitivity (sen), specificity
(spec), positive predictive value (ppv), negative predictive value (npv) and Area Under the Curve
(AUC) using the optimized probability threshold. 

Bootstrapping was used to estimate model performance in the site in which the model was built, to
have an internally  validated  measure of  model  performance to  compare with the  two externally
validated measures of model performance by estimating confidence intervals for all  performance
scores (e.g. sen, spec, ppv, npv). The bootstraps were performed by sampling each dataset 1,000
times with replacement, resulting in 1,000 simulated datasets for each site. The final LASSO model
of each of the three site-specific models was then applied to the bootstrapped dataset, resulting in
1,000 confusion matrices per site. Next the 2,5th percentile and 97,5th percentile for each performance
indicator  (i.e.  sen/spec/ppv/npv)  were  used  to  determine  the  95% confidence  interval  for  each
estimate. 

All  analyses  were  performed  in  R,  a  statistical  language  and  programming  environment.29 The
package caret was used to build the models30.  The package glmnet was used to perform the LASSO
regression 31. The package pROC was used to analyse the area under the curves 32. 
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Results

Demographics

The total dataset used in the analyses contained information on 6,452 treatment records and included
anonymized demographic variables, care-related variables and information about the severity and
types of complaints. The characteristics of the patient populations within each site are shown in Table
2. There are notable differences between baseline symptom severity, distribution of main diagnosis
and percentage of patients with a paid job between sites. 

Region  1
(n=3,020)

Region  2
(n=1,484)

Region  3
(n=1,948)

p-value Effect
size

Care related variables      
Non-improvement 1,028 (34.04) 499 (33.63) 577 (29.62)

0.003 0.042

Treatment duration in days 145.19 (64.87) 208.00 (78.35) 205.78 (77.52)
< 0.001 0.534

Number of treatment sessions   9.73 (2.92)  13.15 (4.03)  11.21 (4.34)
< 0.001 0.585

Type and severity of complaints      
Baseline Symptom Severity Score  51.42 (13.94)  52.16 (13.45)  48.72 (13.65) < 0.001 0.166

Baseline Social Role Score  13.76 (5.06)  14.37 (4.97)  13.79 (5.06)
< 0.001 0.081

Baseline  Interpersonal  Relations
Score  15.29 (6.08)  17.01 (6.50)  15.28 (6.11)

< 0.001 0.185

Baseline Total OQ-45 Score  80.47 (21.25)  83.54 (20.76)  77.79 (21.07)
< 0.001 0.181

Diagnosis group       
< 0.001 0.059

Anxiety   1,300 (43.0)    562 (37.9)    726 ( 37.3) 

Depression   1,142 (37.8)    568 (38.3)    875 ( 44.9) 

Other    578 (19.1)    354 (23.9)    347 ( 17.8) 

Demographic variables       
Sex = F   1,878 (62.2)    934 (62.9)   1265 ( 64.9) 0.142 0.025

Age category       
< 0.001 0.051

   <30    954 (31.6)    505 (34.0)    519 ( 26.6) 

   30-40    694 (23.0)    369 (24.9)    478 ( 24.5) 

   40-50    577 (19.1)    249 (16.8)    412 ( 21.1) 

   50-60    556 (18.4)    241 (16.2)    357 ( 18.3) 

   60+    239 ( 7.9)    120 ( 8.1)    182 (  9.3) 

Origin       
< 0.001 0.612

Native   2,838 (94.0)      1 ( 0.1)    343 ( 17.6) 

Immigrant   68 (2.3)      0 ( 0.0) 97 (5.0)

Unknown    114 ( 3.8)   1,483 (99.9)   1,508 ( 77.4) 

Marital Status   < 0.001 0.252

Not married   1,612 (53.4)     50 ( 3.4)    969 (49.7) 

Married   1,052 (34.8)     24 ( 1.6)    747 (38.3) 

Divorced / Widowed   356 (11.8)      8 ( 0.5)    224 (11.5) 

Unknown      0 ( 0.0) 1,402 (94.5)      8 ( 0.4) 
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Living situation  
< 0.001 0.053

Alone    981 (32.5)     35 ( 2.4)    571 (29.3) 

With partner   1,638 (54.2)     43 ( 2.9)   1,100 (56.5) 

Child    248 ( 8.2)      9 ( 0.6)    186 ( 9.5) 

Other    151 ( 5.0)      6 ( 0.4)     83 ( 4.3) 

Unknown      2 ( 0.1)   1391 (93.8)      8 ( 0.4) 

Paid job   < 0.001 0.07

Employed   1,071 (35.5)    392 (26.4)    536 (27.5) 

Not employed   1,949 (64.5)    831 (56.0)   1,412 (72.5) 

Unknown      0 ( 0.0)    261 (17.6)      0 ( 0.0) 

Table 2. Overview of research population (n = 6,452), with mean values and (SD) for numeric
values and counts and (%) for categorical variables. 
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The non-zero LASSO coefficients are shown in table 3. The most important coefficients, in terms of
relative coefficient size, were related to early change in the SD of the OQ-45.2 and the change on the
total score of the OQ-45.2. The OQ_5 at start was the only other coefficient to be non-zero at each of
the three regions. The coefficient for paid employment stands out in model R1 and age had a notable
coefficient in R1 and R3. Furthermore, the models contained smaller non-zero coefficients which
varied between each site (e.g., some OQ-variables were non-zero in some of the models but not in all
models). The results of the (hyper) parameter tuning are shown in table 4. As shown, the threshold to
define a positive class was set between 0.30 (R4) - 0.34 (R3) with lambda’s varying from 0.02 (R5)
to 0.16 (R3). 

R1 R2 R3

(Intercept) -0.59 -0.76 -1.14

Age 0.05 0.04

Number of days between referral and first appointment (waiting que) 0.05

Employment = paid job -0.39 -0.02

Nuisance on job = yes, very much -0.12

Work absence = unkown 0.11

OQ start measurement

Self-blame -0.08 -0.01 -0.07

Feeling week -0.01
Happiness 0.05

Disturbing thoughts -0.11

Stomach -0.05

Relationships -0.01

Sadness -0.03

OQ middel measurement

Suicidal thoughts 0.03

Enjoyment -0.01

Relationships -0.07 -0.01

OQ early change 

Stamina 0.01

Satisfaction in work or school -0.01 -0.05

Disturbing thoughts 0.03

Stomach 

Hearth 0.01

Sleeping 0.03

Sadness 0.03

Relationships -0.02

Headaches 0.03

SD OQ-45.2 score (change) 0.97 0.81 1.09

Total OQ-45.2 score (change) 0.07 0.15

Table 3. Non-zero LASSO coefficients of the 3 models

Lambda Probability
Model Region 1 0,16 0,34
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Model Region 2 0,03 0,3
Model Region 3 0,02 0,32

Table 4. The parameter settings of the three models

The performance of the three models is shown in Table 4. Each model (row) has been evaluated
internally and two times externally. Each site (columns) has been used three times, one time for
internal  validation  and two times  for  the  external  validation  of  the  other  models.  The diagonal
contains the three internal validations. The confidence intervals of the AUCs overlap, which indicate
that there were no significant differences in the overall performances of the models. The AUCs of the
three models in the three internal validations were 0.77 (R2) and 0.80 (R1 and R2). The AUCs of the
six external validations ranged from 0.77 to 0.80.

metrics Validation R1 Validation R2 Validation R3

Model R1
Sensitivity

0.784  (0.760-
0.809)

0.762  (0.725-
0.800)

0.780  (0.747-
0.813)

 
Specificity

0.698  (0.676-
0.719)

0.647  (0.617-
0.676)

0.673  (0.650-
0.697)

 
Pos.Pred.Value

0.572  (0.545-
0.600)

0.522  (0.486-
0.560)

0.501  (0.471-
0.534)

 
Neg.Pred.Value

0.862  (0.846-
0.880)

0.843  (0.818-
0.868)

0.879  (0.859-
0.898)

 
AUC

0.799  (0.783-
0.816)

0.771  (0.746-
0.794)

0.799  (0.778-
0.819)

Model R2
Sensitivity

0.841  (0.818-
0.863)

0.824  (0.789-
0.856)

0.868  (0.844-
0.896)

 
Specificity

0.584  (0.563-
0.606)

0.586  (0.554-
0.615)

0.548  (0.520-
0.574)

 
Pos.Pred.Value

0.511  (0.486-
0.534)

0.502  (0.466-
0.533)

0.447  (0.419-
0.477)

  Neg.Pred.Value
0.877  (0.860-
0.893)

0.868  (0.841-
0.892)

0.908  (0.890-
0.927)

 
AUC

0.782  (0.765-
0.799)

0.774  (0.749-
0.798)

0.792  (0.772-
0.813)

Model R3
Sensitivity

0.696  (0.667-
0.726)

0.673  (0.633-
0.716)

0.742  (0.705-
0.779)

 
Specificity

0.749  (0.730-
0.768)

0.726  (0.699-
0.754)

0.732  (0.708-
0.754)

 
Pos.Pred.Value

0.589  (0.561-
0.617)

0.554  (0.517-
0.596)

0.538  (0.503-
0.573)

 
Neg.Pred.Value

0.827  (0.809-
0.846)

0.814  (0.789-
0.841)

0.871  (0.850-
0.890)

 
AUC

0.787  (0.771-
0.803)

0.768  (0.744-
0.792)

0.802  (0.782-
0.822)

Table 4. Comparison of internally (diagonal) and externally validated results within each site,
with 1,000 bootstrapped confidence intervals for regions 1,2,3.
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Figure  1. Comparison of  the  Area Under the  Curve of  internally  and externally  validated
models.
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Discussion 

The aim of this study was to use machine learning to predict which patients would not substantially
benefit from treatment across three different mental healthcare organizations in the Netherlands by
using  clinically  interpretable  models.  This  study  employed  a  cross-site  design  in  which  model
performance of a model developed in one site was compared to model performance on an external,
independent  dataset  (i.e.  3x3 cross-site  design as  per  the  TRIPOD-statement).  Data from ROM,
amongst other clinical and demographic data, was used for the predictions. 

Evaluation of 3 models in 3 sites
Both the AUC of the internal validations of the three models as well as the corresponding external
validations  were  in  the  range of  0.77  to  0.80  indicating  fair  to  good model  performance  33.  In
addition, confidence intervals of the AUCs overlapped in each of the nine evaluations, indicating that
the performance estimates were robust and likely to be generalizable to different settings. This could
be explained by the fact that LASSO regression is known to be less prone to overfitting compared to
other machine learning algorithms and, when evaluated with 1,000 times bootstrapping, the internal
validations give a good indication of overall performance. 

All  three  models  generalized  well  to  the  other  sites.  This  is  an  interesting  finding  and  a  very
promising result for the scalability of the implementation of machine learning models. Data can be
gathered decentralized, within the boundaries of the general data protection regulation (GDPR). A
model can be developed within the context of one site and then be exported to other sites, even if
those other sites differ in certain characteristics. For example, in this research, the three sites differed
in  geographical  location  from more  rural  to  urban.  The patient  populations  differed,  with  some
significant differences in the distribution of important variables such as main diagnosis, baseline
symptom severity and percentage of patients with paid employment. The data sources differed in the
type of EHR system used in clinical practice. Despite these substantial differences, we were able to
develop three robust machine learning models with acceptable AUCs that can be applied in all three
settings.

The  sensitivity  and  specificity  of  the  three  models  were  consistent  in  each  of  their  external
validations. There were differences in these metrics between models, mainly caused by a trade-off
between  sensitivity  and  specificity  when  evaluating  model  performance  with  metrics  from  the
confusion matrix. Models R1 and R2 were more shifted towards a higher sensitivity and model R3
towards a higher specificity. However, these differences were rather a shift in the balance than an
‘absolute difference’ between the models, as was indicated by the comparable AUCs. 

In order to give some insight in the practical utility of the model, we translate the results can be
translated to a hypothetical clinical scenario. Imagine a healthcare professional with a caseload of 30
patients working in Region 2, with a model created in Region 1. About 10 of the 30 patients will not
improve according to our data (34%). The model is used by the clinician to support in identifying
potential non-improving patients during treatment. With a sensitivity of 0.76 en a specificity of 0.65
(results model 1 applied to region 2), 15 patients will be classified as non-improvers and 15 will be
classified as improvers. Among the improvers, 13 of them will actually improve (i.e. npv 0.84), and
among the non-improvers,  8  of  them would actually  not  improve (i.e.  ppv 0.52).  In half  of  the
patients who are classified as non-improvers, therefore, the discussion would not be necessary at that
time. So the question is whether these models are already good enough to actually use in practice.
The idea is, however, that when the model indicates that a patient is on-track, there is little reason to
change treatment. When the model indicates an elevated risk on non-improvement, the clinician and
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patient should discuss the situation and adapt treatment plans if necessary. It is therefore important to
see such machine learning model not as a black and white decision tool but as complementary tool in
the identification and stratification of patients in need of more or less care.

Predictive  variables
Although this research was aimed at making predictions, rather than explaining relations, we used
LASSO regression in order to inform clinicians about how the algorithm works. In the healthcare
setting this is important as healthcare professionals often want to understand which parameters affect
and how they contribute to a prediction 34. By looking at the coefficients of each LASSO model, it
can be concluded that the algorithms rely on the variables early change in SD and the total scores of
the OQ-45.2, as well  as having a paid job at  the start of the treatment and age.  In the paper of
McMahon (2014) several other studies are mentioned in which early symptom improvement, or lack
of it, have been associated with psychiatric treatment outcomes 35. In the study of Lorenzo-Lucas et
al.  (2017), being unemployed, amongst other factors, predicted a lower likelihood of recovery  36.
There  were  certain  individual  OQ-45.2  questionnaire  items  that  were  associated  with  non-zero
LASSO coefficients. However these items differed between the sites and the size of the coefficients
were relatively low. We are therefore reluctant to generalize findings on these individual OQ-45
items, with small non-zero coefficients, to future prediction research.
The high relative importance of the early change variable (i.e. in terms of the absolute values of the
coefficients), is likely to contribute to the good external model validation as it is a straightforward
defined predictor which is less likely to be subject to sampling variation. Furthermore, given the high
importance of early change in the model, one could even advocate an alternative simpler predictive
model (i.e. a “rule of thumb”) using early change only (or combined with less strong predictors such
as  age  and  employment  status).

Strengths  and  limitations
The main strength of this study is that we used a 3x3 cross-site design to develop and evaluate the
algorithms, resulting in three models with independent validation of their performance. In addition,
LASSO regression was used which is a parametric approach, resulting in a prediction model that is
still  relatively  easy  to  interpret.  Moreover,  LASSO is  less  prone  to  overfitting  which  increased
generalizability  of  results.  
Furthermore, with the use of a data protocol with clear data definition descriptions, we could use
readily available data from routine care in the Netherlands, meaning that our approach could easily
be adopted in other Dutch basic mental healthcare organizations using ROM (the R scripts to build
and  validate  the  models  are  available  on  request).  
This study has a number of limitations that need to be acknowledged. First, we limited our analysis
to treatment records with complete data only. In addition, we could not use every variable described
in the data protocol because of missing values on these variables in one of the sites. Moreover, we
had to exclude a large set of records because of missing data on the OQ-45.2. However, the excluded
group of patients did not substantially differ in sex, age, diagnosis or baseline symptom severity.
Nonetheless, we would like to emphasize that our models cannot be directly applied to other patient
populations.
Secondly, our data did not contain information on whether the outcome of the ROM had already
been used to alter the treatment strategy. This would underestimate the impact of early change as
patients  with  only  minor  or  no  clinical  improvements  would  have  been  given  a  possibly  more
intensive treatment  in order for them to respond to treatment.  Thirdly,  although it  is  difficult  to
estimate the required sample size for developing a prognostic model, our data had a relatively small
sample  size  37.  
A third consideration is that for this study we chose to define an undesired outcome as improving
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less than a medium effect size. However, the definition of an undesired outcome is subjective and
will differ between different types of treatment settings. Therefore, our definition cannot directly be
generalized to other settings and each research should take an effort together with domain experts
from clinical practice to define a relevant undesired outcome for that domain.
This  study was  performed  within  the  context  of  a  stepped  care  framework,  in  which  treatment
optimization is required during treatment. Our models heavily rely on predictors derived from early
change patterns and can therefore not  be applied at  the start  of  treatment.  Other  research could
analyze which type of predictors are more suited for a matched care framework and to what extent
accurate predictions can be made in treatment response.

Conclusion
Machine learning models provide a robust and generalizable approach in automated risk signaling
technology  to  identify  cases  at  risk  of  poor  treatment  outcome.  The  results  of  this  study  hold
substantial implications for clinical practice by demonstrating that model performance of a model
derived from one site is similar when applied to another site (i.e. good external validation). This is a
promising result for the scalability of machine learning models developed in single-center studies.
Our findings confirm that  routine monitoring provides  valuable information that  can be used in
prognostic  models  to  predict  treatment  outcomes.  Such  prognostic  models  can  be  used  as
complementary tools for practitioners in a stepped-care framework.
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 Appendix 1. Confusion matrix results

actual  

non-improvement improvement

predicted non-improvement 806 222

  improvement 602 1390

Table 1. Confusion matrix result model 1 site 1.

actual  

non-improvement improvement

predicted non-improvement 380 119

  improvement 348 637

Table 2. Confusion matrix result model 1 site 2.

actual  

non-improvement improvement

predicted non-improvement 450 127

  improvement 448 923

Table 3. Confusion matrix result model 1 site 3.

actual  

non-improvement improvement

predicted non-improvement 865 163

  improvement 828 1164

Table 4. Confusion matrix result model 2 site 1.

actual  

non-improvement improvement

predicted non-improvement 411 88

  improvement 408 577

Table 5. Confusion matrix result model 2 site 2.

actual  

non-improvement improvement

predicted non-improvement 501 76

  improvement 620 751

Table 6. Confusion matrix result model 2 site 3.

actual  

non-improvement improvement

predicted non-improvement 716 312

  improvement 499 1493

Table 7. Confusion matrix result model 3 site 1.

actual  

non-improvement improvement

predicted non-improvement 336 163

  improvement 270 715

Table 8. Confusion matrix result model 3 site 2.
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actual  

non-improvement improvement

predicted non-improvement 428 149

  improvement 368 1003

Table 9. Confusion matrix result model 3 site 3.
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