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Abstract
Collaborative filtering (CF), one of the most widely employed methodologies for recommender systems, has drawn unde-
niable attention due to its effectiveness and simplicity. Nevertheless, a few papers have been published on the CF-based 
item-based model using similarity measures than the user-based model due to the model's complexity and the time required 
to build it. Additionally, the substantial shortcomings in the user-based measurements when the item-based model is taken 
into account motivated us to create stronger models in this work. Not to mention that the common trickiest challenge is 
dealing with the cold-start problem, in which users' history of item-buying behavior is missing (i.e., new users) or items for 
which activity is not provided (i.e., new items). Therefore, our novel five similarity measures, which have the potential to 
solve sparse data, are developed to alleviate the impact of this important problem. Most importantly, a thorough empirical 
analysis of how the item-based model affects the CF-based recommendation system’s performance has also been a critical 
part of this work, which presents a benchmarking study for thirty similarity metrics. The MAE, MSE, and accuracy metrics, 
together with fivefold cross-validation, are used to properly assess and examine the influence of all considered similarity 
measures using the Movie-lens 100 K and Film Trust datasets. The findings demonstrate how competitive the proposed 
similarity measures are in comparison to their alternatives. Surprisingly, some of the top "state-of-the-art" performers (such 
as SMD and NHSM) have been unable to fiercely compete with our proposed rivals when utilizing the item-based model.

Keywords  Recommender systems · Collaborative filtering · Information retrieval · Similarity measure · Item-based model

1  Introduction

Currently, recommender systems are essential for speed-
ing up internet users' searches for relevant content. In many 
various hubs, including e-commerce and e-libraries [1, 2], 
the recommender system (RS) is typically used as an infor-
mation retrieval tool to address the problem of information 
overflow. Specifically speaking, the item recommendation 
process in RS uses three well-known techniques: content-
based filtering (CBF), collaborative filtering (CF), and 

hybrid filtering. CF, on the one hand, is the most widely used 
method across many RS domains [3]. Locating the nearest 
neighbors using the kNN algorithm is the most important 
component of CF for enhancing recommendation quality. 
Thus, the similarity measure has undeniable impact on how 
well CF performs. To find the closest neighbors (i.e., com-
parable users/items), numerous different similarity measures 
have been proposed in the literature [3–6]. The target user's 
"preferences on different items" is predicted using the rat-
ing matrix and the similarity levels of the nearest neighbors. 
This idea serves as the foundation for the Top-N recom-
mendation list [7].

On the other hand, CF is subdivided into memory-based 
and model-based models. In general, memory-based recom-
mendations use similarity metrics and correlation to suggest 
items to a user for purchase based on past user-item ratings. 
Both user-based and item-based CF can be used to catego-
rize memory-based literary works [8]. Since 1990, the sig-
nificance of recommendations has increased, transforming 
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RS into a separate field of study. The categories for the RS 
approaches are displayed in Fig. 1.

Our work in this paper will center on collaborative fil-
tering (CF), which is based on the idea that we can fore-
cast active users' ratings for new products by taking into 
account previous users' ratings of related products [4]. CF 
approaches are subdivided further into neighborhood or 
memory-based and model-based models. Memory-based 
models enable predictions of ratings for new goods based 
on ratings provided by the target user's closest friends 
(or neighbors). On the other hand, a linear model is used 
to train latent components that explain rating on a lower 
dimensional latent space in the model-based method 
applying SVD, the first subcategory of model-based CF 
[1]. Despite the RS effectiveness of SVD algorithms, deep 
learning models, the second subtype of model-based CF, 
have been taken into consideration by the research com-
munity and the industry to learn latent features from users 
and items [1, 7]. However, despite the advantages of deep 
learning, nearest neighbor and similarity measures are still 
widely used in commercial recommender systems [16, 22] 
because of their simplicity. This fact drives us to continue 
developing similarity measures for the improvement of 
item-based model performance.

While the item-based model (CF) has a great impact on 
CF's performance, the vast majority of CF efforts, however, 
have refrained from looking into the item-based model due 
to the model's complexity and the lengthy time needed to 
implement the model using similarity measure(s). As a 
result, a thorough analysis of the effect of the item-based 
model on CF performance is currently lacking in the CF lit-
erature. The item-based CF, originally introduced by Grou-
pLens Research Group [9], is a more practical model for an 
item recommendation, although it is more complex than the 
user-based model. The item-based model's straightforward 
premise is that people frequently like analogs of products 

they previously loved. To forecast the target item [10] for 
the active user, the item-based model uses the degrees of 
similarity between things (s). Overall, the item-based model 
has the capacity to make more accurate recommendations 
than the user-based model, which is one of its main advan-
tages [9–11].

In addition to the reasons mentioned above for choos-
ing the item-based model, this work's primary objective 
is to introduce new similarity measures that have been 
empirically demonstrated to be promising and to inves-
tigate how effective the similarity measures are on the 
movie lens-100 K and Film Trust datasets using the item-
based model. Due to other more significant factors, such 
as the item-based model's straightforward implementation, 
the ability to handle cold starts, the ability to scale well 
with the correlated items [8], as well as the glaring lack 
of a substantial investigation into the item-based model's 
impact on CF performance in the literature, we are also 
motivated to consider studying the impact of the item-
based model on CF performance using a dozen similarity 
measures.

Simply put, the following contributions help this work 
bridge some of the gaps in the literature: (1) Develop five 
new item-based similarity measures to properly address 
the cold-start problem using the item-based model. These 
measurements are of simplistic and straightforward design, 
yet expertly drawn, and experimental evidence demon-
strates that they are highly effective in identifying pre-
cise forecasts and recommendations. (2) Some important 
aspects are implicitly taken into account during the for-
mulation of the proposed similarity measures without the 
use of weighting factors to consistently increase RS per-
formance and quality. Decreasing or eliminating the reli-
ance on co-rated items, complete utilization of all rated and 
non-rated items, and simultaneous treatment of similarity 
as symmetric and asymmetric are a few of these aspects. 

Memory Based
Recommender System

Content-Based RS

Hybrid

Collabora�ve Filtering

Model Based Singular Value 
decomposi�on (SVD)

Deep Learning

User based

Item based

Fig. 1   The three basic categories of RS methods are content-based, 
collaborative filtering, and hybrid. The two types of collaborative 
filtering are memory-based and model-based. Deep learning models 

and SVD methods make up the two subcategories of model-based 
methods. User-based and item-based methods are two categories of 
memory-based techniques
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Experimentally, the effectiveness of recommender systems 
based on item-based CF is improved using our proposed 
similarity measurements. (3) Leveraging the item-based 
model with fivefold cross-validation to conduct a compre-
hensive empirically driven comparative analysis on two 
commonly known datasets (Movielens-100 K and Film 
Trust) for 30 similarity measures. To demonstrate the effec-
tiveness and precision of our proposed methods, we also 
provide comprehensive empirical results. So, one key goal 
is to use the item-based model to benchmark these meas-
ures on the selected datasets. According to experimental 
findings on benchmark data sets, our proposed measures—
in particular, NPMS—have a competitive prediction and 
recommendation quality. Empirically, NPMS addresses the 
data sparseness successfully when compared to the existing 
representative measures.

The remaining work is scheduled to be completed as 
follows: the most pertinent works are covered in Sect. 2. 
All considered measures, including the new measures 
and their rivals, are introduced in Sect. 3. The experimen-
tal results are shown and concisely discussed in Sect. 4. 
Finally, our work is concluded by looking at future work 
in Sect. 5.

2 � Related Work

Researchers have been attracted to the memory-based col-
laborative filtering (CF) whose ultimate goal is to improve 
the presentation of the recommender system by addressing 
its flaws. The general goal of the memory-based CF is to 
ascertain the user's preferences by taking into account their 
ratings of various goods. In reality, CF has become a popular 
strategy for the recommendation process due to the growing 
amounts of data on the internet. Recommendation uses the 
two-phase item-based CF process, which involves calculat-
ing the similarity between items and users and predicting 
ratings using similar items/users. However, in sparse data-
sets, the quality of the recommendations has been severely 
diminished [12]. The top-k most similar items/users are still 
found using a variety of similarity measures in both user-
based and item-based CF, and prediction methodologies are 
used to rate the prediction. The top N of the recommended 
things is then generated. Numerous research studies that use 
new, combined, or modified similarity measurements have 
been published in the literature to enhance CF performance. 
In this work, On the one hand, we used item-based models 
in our empirical investigation to explore as many potential 
similarity measures as we could to gauge their actual influ-
ence on CF. Contrarily, we theoretically rely on the most 
recent researches that address the item-based CF.

For instance, a modified Bhattacharyya coefficient was 
proposed in [8] to lessen the impact of data sparsity. The 
user-user similarity, which served as a weight in the item-
based CF, was determined using the proposed similarity 
measure. When user-user similarity was discovered by the 
proposed modified similarity measure, the experimental 
study on the MovieLens dataset indicated a modest improve-
ment in item-based CF. The memory-based CF techniques, 
such as the KNNBasic, KNNBaseline, KNNWithMeans, 
SVD, and SVD++, were evaluated in [13] to run RS by 
(1) determining a user-item similarity matrix and predic-
tion matrix. (2) Applying the model-based CF technique 
via Co-Clustering to find a user-item similarity matrix and 
prediction matrix. The results showed that when applied to 
MovieTrust datasets using cross-validation (CV = 5, 10, and 
15), the CF run, utilizing the K-NNBaseline technique, there 
is reduced error rate.

On the same theme, a technique to incorporate item-
variance weighting into item-based CF was proposed in 
[14] to improve CF performance. A time-related correla-
tion degree was given and employed to create a time-aware 
similarity computation in the meantime to improve predicted 
accuracy. This action was performed to recognize the rela-
tionship between two items and reduce the weight of items 
graded over an extended period of time. According to their 
experimental findings, the proposed technique performed 
better than conventional item-based CFs. On the other hand, 
formal concept analysis (FCA), a mathematical model-based 
CF, was utilized in [15] to improve the rating prediction of 
the unknown consumers. In order to estimate the rating of 
the unidentified users, the FCA approach was applied using 
Boolean matrix factorization (i.e., the best formal notions). 
The proposed method was tested on the Movielens data-
set using the item-based CF technique, and the results were 
good comparing with rivals.

The improvement of the conventional similarity measures 
that are frequently practiced on the item-based CF was the 
main goal of the work of [16]. The three used conventional 
measures—cosine-based similarity, Pearson correlation 
similarity, and modified cosine similarity—were considered 
to be balanced using an algorithm. The algorithm was also 
contrasted with the currently used conventional measures. 
The proposed approach provided a better item-based CF for 
the recommendation systems than the previous one, accord-
ing to the results. In [17], an item-based CF algorithm was 
suggested. It comprised of an item-based prediction method 
with the new neighbor selection approach and an item-based 
similarity measure based on fuzzy sets [Kullback–Leibler 
(KL) divergence was employed as a similarity measure]. The 
proposed method offered improved prediction and sugges-
tion quality, according to the results.
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Meanwhile, the improvement of rating prediction was the 
focus of the effort in [18]. To obtain a more precise calcula-
tion of the weight between the active user and each of their 
neighbors, an objective function was created and improved 
to be employed in the rating prediction phase. The results 
demonstrated that the proposed strategy performed bet-
ter than others, particularly when there were a small and 
medium number of carefully chosen neighbors. A user-inter-
nal similarity-based recommendation algorithm (UISRC) 
was subsequently proposed in [19]. The recommendation 
score was modified to produce score predictions and sug-
gestions using the internal similarity of users. The findings 
demonstrated that UISRC might outperform conventional 
CF and MD algorithms in terms of recommendation accu-
racy and diversity.

In addition, to make an effective recommendation, Bag 
et al. [20] proposed a new structural similarity named 
RJaccard, which not only took into account co-rated 
cases but also emphasized the importance of the num-
ber of non-co-rated cases. They tested the measure over 
Movielens-100 K dataset, and results show the proposed 
measure promising. Gazdar et al. [21] proposed a new 
similarity measure OS, which further added the influ-
ence of the proportion of co-rated cases. Similarly, to 
calculate item similarity, Wang et al. [22] established a 
divergence-based similarity measure and further incorpo-
rated the effect of the fraction of co-rated cases. Finally, 
in [23], it was suggested to use a new item-based Kull-
back–Leibler (KL) divergence-based CF method in which 
the item similarity measure based on hazy sets and the 
item-based prediction method (ISP) make up the proposed 
algorithm. The results showed that the proposed method 
is promising.

3 � Methodology

3.1 � Motivation

In actuality of RS, the efficacy of both neighborhood-based 
and model-based techniques is significantly affected by the 
similarity measure (either user-based or item-based). More 
specifically, the similarity method can be considered as a 
key element of CF success given the impact that similar-
ity has on the accuracy of its recommendations. In this 
regard, our experimental findings show that most of the 
existing similarity measures miss the effect of sparse data 
on prediction outcomes and fail to address the cold-start 
issue when the item-based model is taken into account. 

Thus, the ultimate goal of this research is to add new sim-
ple-yet-effective similarity measures to the item-based CF 
literature. These similarity measures are mathematically 
designed to significantly improve the CF's performance 
through implicit addressing the data sparsity challenge 
(i.e., cold-start problem). Moreover, the examination of 
the influence of the item-based model, in contrast to the 
user-based CF, has not been given convincing attention. 
Due to its intricate complexity and prolonged run time 
compared to the user-based model, only a small number 
of studies (which are already mentioned in related work 
section) have been undertaken to explore the item-based 
model using similarity measures for collaborative filter-
ing. In the meantime, this paper aims to give a thorough 
empirical investigation on the similarity measures for col-
laborative filtering using the item-based model in addition 
to proposing new similarity measures.

Furthermore, the comparative evaluation findings 
reported in this article could be a greatly helpful guide 
for researchers in this field as they select the best similar-
ity measure for the item-based model. Most crucially, our 
empirical study is the first to fully address the item-based 
model utilizing over 30 similarity metrics. The item-based 
empirical work, which addresses this research vacuum, is a 
more difficult challenge than the user-based model and has 
not yet gotten enough attention in the literature. In conclu-
sion, even though a variety of similarity metrics have been 
offered from various angles to improve the accuracy of simi-
larity results, more research is still required, according to our 
review of the literature and experimental study, to produce 
highly competitive similarity measures.

3.2 � The Proposed Similarity Measures

The creation of an active user's neighborhood depends criti-
cally on calculation of similarity, which also influences how 
accurate the CF-based recommendation approach is. To 
improve prediction accuracy, this part describes five novel 
similarity measures that try to account for actual similarity 
between items. Technically speaking, the advancement of 
memory-based CF approaches' accuracy is the main goal of 
the proposed work. Memory-based CF approaches search 
for comparable users/items for an active user/item using a 
database of user evaluations of items. The ratings of items 
not viewed by the active user are then predicted using rat-
ings provided by comparable users. The effectiveness of the 
similarity measure has a significant impact on the recom-
mendations' accuracy.

In a trial to find the best-performing CF using the item-
based model, we develop a new measure that is based on 
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the ideologies of the TF and IDF. Given two rating vec-
tors u1 = (r11, r12,…, r1n) and u2 = (r21, r22,…, r2n) of user 1 
and user 2, respectively, in which some rij can be missing 
(empty), this measure can be seen as a quasi-IDF, which is 
defined in Eq. 1, as follows:

The notation "\" denotes the complement operator. Simi-
larly, following the ideology of the term "frequency (TF), we 
define the so-called "quasi-TF" in Eq. 2, as follows:

Note, the notation “ ∩ ” denotes the intersection operator in 
the set theory. This new measure, which is called a quasi-TF-
IDF (QTI), is the product of the quasi-TF and the quasi-IDF, 
according to Eq. 3.

In the meantime, we also derive a Jaccard-combined 
QTI, which derives the QTIJ similarity measure according 
to Eq. 4.

Based on the Jaccard measure, Eq. 4 is written simply in 
Eq. 5 as follows:

where,

(1)quasiIDF
�
u1, u2

�
= 1 −

�∑
j∈I1�I2

r1j

��∑
j∈I2�I1

r2j

�
�∑

j∈I1
r1j

��∑
j∈I2

r2j

�

(2)quasiTF
�
u1, u2

�
=

�∑
j∈I1∩I2

r1j

��∑
j∈I1∩I2

r2j

�
�∑

j∈I1
r1j

��∑
j∈I2

r2j

�

(3)

QTI
(

u1, u2
)
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(

u1, u2
)
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(

u1, u2
)

=

(

∑

j∈I1∩I2 r1j
)(

∑

j∈I1∩I2 r2j
)

(

∑

j∈I1 r1j
)(

∑
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) ×

⎛

⎜

⎜

⎜

⎝
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(

∑
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)(

∑
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)
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(5)QTIJ
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(
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)

(5.1)

quasiTFJ
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u1, u2
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�∑
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× Jaccard
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The following example demonstrates how the QTIJ meas-
ure works. Given two rating vectors u1 = (r11 = 2, r12 = 5, 
r13 = 7, r14 = 8, r15 = ?, r16 = 9) and u2 = (r21 = 9, r22 = ?, 
r23 = ?, r24 = 6, r25 = 5, r26 = 1), we calculate QTIJ as an 
example. Of course, we have I1 = {1, 2, 3, 4, 6} and I2 = {1, 
4, 5, 6}. We also have the following:

This implies:

However, the Jaccard measure, which is a powerful simi-
larity measure, concentrates on the rating status rather than 
the magnitude rating values like cosine, for instance. So, we 
have also tried to resolve this limitation by putting forth the 
so-called numerical proximity similarity measure (NPSM). 
NPSM maintains the benefit of the Jaccard measure while 
focusing on magnitude rating values. In other words, NPSM 
adds the cardinalities of item sets and the sums of rating 
values as well. Equation 6 provides the following NPSM 
formulation.

Observe that |I1 ∩ I2| represents the total number of prod-
ucts rated by users 1 and 2, |I1| represents the total number of 
items rated by user 1, and |I2| represents the total number of 
items rated by user 2. It is obvious that NPSM is an intrigu-
ing advanced cosine measure version with Jaccard support. 
As such, we are also motivated to prove that NPSM dif-
fers greatly from the proposed cosine-Jaccard combination, 
which is described in Eq. 7, as follows:

(5.2)

quasiIDFJ
(

u1, u2
)

= 1 −

(

∑

j∈I1∖I2 r1j
)(
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(
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(
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))

(

∑
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)(

∑
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)
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(
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)

=
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(2 + 5 + 7 + 8 + 9)(9 + 6 + 5 + 1)

×
|

|
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|

|

I1 ∪ I2||
= 19 × 16

31 × 21
× 3

6
≅ 0.23,

quasiIDFJ
(

u1, u2
)

= 1 − (5 + 7) ∗ 5
(2 + 5 + 7 + 8 + 9)(9 + 6 + 5 + 1)

×
(

1 −
|

|

I1 ∩ I2||
|

|

I1 ∪ I2||

)

= 1 − 12 × 5
31 × 21

(

1 − 3
6

)

≅ 0.95.

QTIJ
(

u1, u2
)

= quasiTFJ
(

u1, u2
)

× quasiIDFJ
(

u1, u2
)

= 0.23 × 0.95 ≅ 0.22.

(6)NPSM
�
u1, u2

�
=

��I1 ∩ I2
��
∑
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r1jr2j

��I1��
∑

j∈I1
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��I2��
∑

j∈I2
r2j
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Our experimental study has shown that our NPSM, 
in numerous cases, is significantly more straightforward 
and effective than Jaccard, and our proposed COSINEJ as 
well. To understand the work of NPSM, the next example 
is provided. Given two rating vectors u1 = (r11 = 2, r12 = 5, 
r13 = 7, r14 = 8, r15 = ?, r16 = 9) and u2 = (r21 = 9, r22 = ?, 
r23 = ?, r24 = 6, r25 = 5, r26 = 1), we calculate NPSM as 
an example. Of course, we have I1 = {1, 2, 3, 4, 6} and 
I2 = {1, 4, 5, 6}, then NPSM is computed as follows:

In conclusion, we propose the measure families QTI, 
QTIJ, and NPSM in this research. The accuracy of simi-
larity is further enhanced by NPSM, which implicitly 
takes into account the impact of rating quantity. More-
over, The NPSM equation has been designed to adjust 
prediction outcomes by taking into account more rating 
data. Every vector in the user-based rating matrix is a 
user rating vector by default. Therefore, the equations for 
these measures are not altered in terms of their seman-
tics when the user-based rating matrix is transformed into 

(7)

COSINEJ
(

u1, u2
)

= cosine
(
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)

× Jaccard
(
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(

r2j
)2

×
|

|

I1 ∩ I2||
|

|

I1 ∪ I2||

NPSM
(

u1, u2
)

=
|

|

I1 ∩ I2||(2 × 9 + 8 × 6 + 9 × 1)
|

|

I1||(2 + 5 + 7 + 8 + 9) + |

|

I2||(9 + 6 + 5 + 1)

= 3 × 75
5 × 31 + 4 × 21

≅ 0.94.

an item-based rating matrix, in which every vector is an 
item rating vector. According to experimental findings 
on benchmark data sets, our suggested measures—in 
particular, NPMS—have competitive prediction and rec-
ommendation quality, and successfully address the data 
sparseness issue when compared to existing representa-
tive measures.

3.3 � The Evaluation Mechanism

Each dataset used in our experiments (using Java) was 
divided into five folders, each containing a training set and 
a testing set. The training set and testing set are independent 
sets located in the same folder. The proportion of the test-
ing set to the overall dataset has been calculated using the 
specified testing parameter r, which has a range of 0.1–0.9. 
Figure 1 shows the proposed strategy that we adopted for 
our experimental study. In the case of Movielens-100 K, for 
example, the training set has 90,000 ratings assuming r = 0.1, 
while the testing set has 10,000 ratings (10% × 100,000), 
indicating that the testing set covers 10% of the dataset. In 
our experimental setting, parameter r has nine different val-
ues that are 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9, 
respectively. We discovered that the smaller r is, the larger 
the training set is, and the more accurate measures are.

It is important to note that the "r" parameter is used to 
test how well all similarity measures, including the ones 
we present, perform while taking into account how much 
training data sparsity they can handle. Therefore, the more 

Fig. 2   Experimental design scheme
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instances of r where the relative similarity measure X sur-
passes its rivals, the more likely it is that the X measure is 
robustly applicable to sparse datasets. This method of testing 
has allowed us to show that some of the similarity metrics 
we proposed to solve the cold start issue are indeed effec-
tive. (See Fig. 2).

We used both datasets—the Movielens-100 K and Film 
Trust datasets—to investigate how the item-based model 
affected CF performance. Amazingly, our proposed simi-
larity measures in this work are promising. Assuming that 
the active item has k neighbors, Eq. 8 computes the missing 
value raj as follows:

where ra and ri are, respectively, the mean values of ra and ri . 
The accompanying Tables 1, 2, 3, 4, 5 and 6 show the per-
formance averaged across 5 folders for the tested measures. 
The results of the associated assessment metric for each of 
the following values of r = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
and 0.9 are displayed in each of the accompanying Tables 1, 
2, 3, 4, 5, 6. The last column of each Table, which gives the 
averaged results of the pertinent measure over all values of 
r, displays the five best values, which are shown in grey-
shaded columns.

3.4 � The Rivalry Similarity Measures

Through our GitHub repository, the public can view most of 
the included rivalry similarity metrics.1

3.5 � Evaluation Metrics

We have used the standard metrics for CF algorithms, 
namely the mean absolute error (MAE) (Eq. 9), the mean 
squared error (MSE) (Eq. 10), and the R metric (Eq. 10), 
to analyze the correlation between the prediction vector v′ 
and the genuine vector v.

When the MAE is smaller, the approach operates more 
effectively. The number n represents the expected item 
count, and the letters vj and vj′ stand for the true and pre-
dicted ratings of item j, respectively. On the other hand, 

(8)raj = ra +

∑k

i=1

�
rij − ri

�
sim

�
ra, ri

�
∑k

i=1

���sim
�
ra, ri

����

(9)MAE =
1

n

n∑
j=1

|||vj
� − vj

|||

the MSE is determined as follows given the prediction 
vector v' and true vector (tested vector) v:

When the MSE is lower, the algorithm performs better 
and the measurement is more accurate. Finally, the accu-
racy metric R is shown in Eq. 11. The measure is better 
if R is higher.

where v′ and v are the mean values of the tested and pre-
dicted items, respectively.

Overall, three metrics, namely the MAE, MSE, and R, 
enable a precise assessment of the algorithms. A similarity 
measure is preferred when its MAE and RMSE values are 
lower and when its R values are higher.

4 � Results and Discussion

Over both datasets, the findings of each similarity measure 
for the MAE, MSE, and R metrics are displayed in the 
following Tables 1, 2, 3, 4, 5 and 6. According to experi-
mental findings on benchmark data sets, our suggested 
measures—in particular, NPSM—have competitive predic-
tion and recommendation quality, and successfully address 
the data sparseness issue when compared to existing rep-
resentative measures. 

According to Table 1, the top six similarity measures, 
in order of averaged MAE, are: NPSM, NHSM, CosineJ, 
HSMDJ, TMJ, and QTIJ. On the other hand, the first three 
similarity measures, in order of r parameter performance 
(Figs. 3, 4), are: NPSM, QTIJ, and NHSM. The r param-
eters specify the sparsity level of the dataset. We can note 
that the proposed measures are more stable and better than 
all considered measures when the sparsity level of the data 
is very high 10–90, 20–80, 30–70, 40–60 splits, and even 
50–50. These three measures (QTIJ, NPSM, and NHSM) 
also showed competitive averaged performance against 
other rivals as seen in Fig. 4.

(10)MSE =
1

n

n∑
j=1

(
vj
� − vj

)2

(11)R =

∑n

j=1

�
vj
� − v�

��
vj − v

�
�∑n

j=1

�
vj
� − v�

�2
�∑n

j=1

�
vj − v

�2

v� =
1

n

n∑
j=1

vj
�

v =
1

n

n∑
j=1

vj

1  https://​github.​com/​aliam​er/​Study-​the-​Impact-​of-​an-​Item-​based-​
Model-​on-​CF-​Perfo​rmance-​Using-a-​Dozen-​Simil​arity-​Measu​res/​
blob/​main/​simil​arity%​20mea​sures%​20list%​20used%​20in%​20item%​
20bas​ed%​20mod​el.​pdf.

https://github.com/aliamer/Study-the-Impact-of-an-Item-based-Model-on-CF-Performance-Using-a-Dozen-Similarity-Measures/blob/main/similarity%20measures%20list%20used%20in%20item%20based%20model.pdf
https://github.com/aliamer/Study-the-Impact-of-an-Item-based-Model-on-CF-Performance-Using-a-Dozen-Similarity-Measures/blob/main/similarity%20measures%20list%20used%20in%20item%20based%20model.pdf
https://github.com/aliamer/Study-the-Impact-of-an-Item-based-Model-on-CF-Performance-Using-a-Dozen-Similarity-Measures/blob/main/similarity%20measures%20list%20used%20in%20item%20based%20model.pdf
https://github.com/aliamer/Study-the-Impact-of-an-Item-based-Model-on-CF-Performance-Using-a-Dozen-Similarity-Measures/blob/main/similarity%20measures%20list%20used%20in%20item%20based%20model.pdf
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According to Table 2, the top six similarity measures, 
in order of averaged MSE, are: NPSM, NHSM, CosineJ, 

HSMDJ, TMJ, and Jaccard. On the other hand, the first three 
similarity measures, in order of r parameter performance 

Table 1   MAE results—
Movielens-100 K

r = 0.1 r = 0.2 r = 0.3 r = 0.4 r = 0.5 r = 0.6 r = 0.7 r = 0.8 r = 0.9 MAE

Cosine 0.7427 0.7449 0.7456 0.7497 0.7541 0.7573 0.7653 0.7818 0.8177 0.7621
COJ 0.7317 0.7346 0.7354 0.7398 0.7450 0.7495 0.7600 0.7831 0.8597 0.7598
CON 0.7468 0.7505 0.7539 0.7604 0.7681 0.7772 0.7905 0.8188 0.8813 0.7830
COD 0.7894 0.7937 0.7980 0.8031 0.8099 0.8183 0.8290 0.8494 0.9098 0.8222
CosineJ 0.7293 0.7324 0.7333 0.7379 0.7434 0.7479 0.7580 0.7784 0.8421 0.7558
Pearson 0.7447 0.7531 0.7591 0.7676 0.7774 0.7897 0.8057 0.8314 0.8326 0.7845
WPC 0.7348 0.7393 0.7438 0.7514 0.7613 0.7744 0.7933 0.8245 0.9088 0.7812
SPC 0.7434 0.7511 0.7569 0.7649 0.7743 0.7862 0.8022 0.8287 0.8341 0.7824
PearsonJ 0.7263 0.7336 0.7398 0.7493 0.7605 0.7742 0.7943 0.8259 0.8966 0.7778
Jaccard 0.7300 0.7330 0.7339 0.7385 0.7440 0.7485 0.7592 0.7815 0.8566 0.7583
MSD 0.7420 0.7443 0.7450 0.7491 0.7535 0.7566 0.7646 0.7811 0.8388 0.7638
SRC 0.7220 0.7271 0.7286 0.7334 0.7481 0.7634 0.8054 0.9082 1.0260 0.7958
PSS 0.7353 0.7379 0.7387 0.7429 0.7481 0.7529 0.7619 0.7836 0.8489 0.7611
NHSM 0.7219 0.7251 0.7260 0.7309 0.7376 0.7436 0.7566 0.7843 0.8583 0.7538
BCF 0.7822 0.7832 0.7845 0.7884 0.7934 0.7972 0.8034 0.8193 0.8568 0.8009
SMTP 0.7465 0.7487 0.7488 0.7517 0.7562 0.7589 0.7667 0.7833 0.8425 0.7670
PC 0.7887 0.7931 0.7988 0.8035 0.8099 0.8191 0.8309 0.8518 0.9128 0.8231
MMD 0.7802 0.7879 0.7935 0.8058 0.8201 0.8334 0.8562 0.8931 0.9723 0.8380
CjacMD 0.7685 0.7753 0.7800 0.7915 0.8044 0.8172 0.8406 0.8803 0.9851 0.8269
TMJ 0.7298 0.7329 0.7337 0.7383 0.7438 0.7483 0.7589 0.7811 0.8562 0.7581
Feng 0.7303 0.7333 0.7339 0.7385 0.7439 0.7485 0.7590 0.7824 0.8597 0.7588
Mu 0.7371 0.7422 0.7455 0.7526 0.7611 0.7718 0.7880 0.8153 0.8836 0.7774
TA 0.7399 0.7421 0.7429 0.7471 0.7517 0.7551 0.7634 0.7809 0.8399 0.7625
TAN 0.7341 0.7365 0.7397 0.7454 0.7532 0.7601 0.7724 0.7959 0.8599 0.7663
SMD 0.7412 0.7438 0.7446 0.7489 0.7537 0.7569 0.7648 0.7792 0.8174 0.7611
HSMD 0.7376 0.7403 0.7408 0.7451 0.7500 0.7541 0.7642 0.7871 0.8702 0.7654
HSMDJ 0.7262 0.7293 0.7302 0.7349 0.7411 0.7467 0.7597 0.7876 0.8681 0.7582
QTI 0.7233 0.7265 0.7278 0.7326 0.7400 0.7473 0.7639 0.7994 0.8852 0.7606
QTIJ 0.7160 0.7200 0.7224 0.7284 0.7380 0.7486 0.7701 0.8121 0.8976 0.7614
NPSM 0.7203 0.7237 0.7251 0.7303 0.7374 0.7444 0.7220 0.7193 0.8617 0.7426

Fig. 3   Top six similarity measure based on MAE—Movielens
Fig. 4   Top six similarity measure in average—Movielens 100 K
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(Figs. 5, 6), are: NPSM, CosineJ, and NHSM. We can note 
that the proposed measures are more stable and better than 
all considered measures when the sparsity level of the data 

is very high 10–90, 20–80, 30–70, 40–60 splits, and even 
50–50. These measures also showed competitive averages 
against other rivals as seen in Fig. 6.

Table 2   MSE results—
Movielens-100 K

r = 0.1 r = 0.2 r = 0.3 r = 0.4 r = 0.5 r = 0.6 r = 0.7 r = 0.8 r = 0.9 Avg

Cosine 0.8843 0.8936 0.8981 0.9057 0.9166 0.9266 0.9475 0.9942 1.0900 0.9396
COJ 0.8592 0.8698 0.8746 0.8830 0.8957 0.9094 0.9369 1.0012 1.2213 0.9390
CON 0.8887 0.9016 0.9128 0.9257 0.9441 0.9689 1.0055 1.0852 1.2773 0.9899
COD 0.9833 0.9972 1.0087 1.0202 1.0371 1.0618 1.0916 1.1513 1.3414 1.0769
CosineJ 0.8536 0.8650 0.8703 0.8790 0.8923 0.9064 0.9328 0.9890 1.1730 0.9290
Pearson 0.8835 0.9067 0.9223 0.9393 0.9609 0.9932 1.0340 1.1037 1.1207 0.9849
WPC 0.8661 0.8776 0.8904 0.9054 0.9273 0.9605 1.0076 1.0889 1.3465 0.9855
SPC 0.8807 0.9020 0.9171 0.9331 0.9538 0.9851 1.0257 1.0969 1.1240 0.9798
PearsonJ 0.8456 0.8651 0.8809 0.9001 0.9246 0.9597 1.0095 1.0931 1.3039 0.9758
Jaccard 0.8550 0.8664 0.8717 0.8804 0.8937 0.9083 0.9364 0.9987 1.2143 0.9361
MSD 0.8829 0.8923 0.8968 0.9042 0.9151 0.9250 0.9458 0.9925 1.1624 0.9463
SRC 0.8399 0.8540 0.8608 0.8697 0.9036 0.9459 1.0573 1.3442 1.6989 1.0415
PSS 0.8668 0.8771 0.8822 0.8904 0.9032 0.9181 0.9425 1.0023 1.1940 0.9418
NHSM 0.8377 0.8497 0.8552 0.8649 0.8812 0.9000 0.9342 1.0097 1.2228 0.9283
BCF 0.9846 0.9910 0.9979 1.0058 1.0187 1.0317 1.0492 1.0950 1.2090 1.0425
SMTP 0.8932 0.9027 0.9059 0.9108 0.9219 0.9306 0.9513 0.9984 1.1733 0.9542
PC 0.9933 1.0081 1.0228 1.0323 1.0476 1.0729 1.1025 1.1602 1.3501 1.0877
PIP 0.8567 0.8672 0.8740 0.8821 0.8970 0.9151 0.9469 1.0193 1.2345 0.9436
MMD 0.9835 1.0058 1.0227 1.0526 1.0878 1.1241 1.1852 1.2898 1.5165 1.1408
CjacMD 0.9534 0.9726 0.9883 1.0149 1.0473 1.0819 1.1454 1.2585 1.5677 1.1144
TMJ 0.8547 0.8660 0.8713 0.8800 0.8933 0.9077 0.9356 0.9977 1.2130 0.9354
Feng 0.8565 0.8672 0.8718 0.8805 0.8937 0.9079 0.9358 1.0007 1.2230 0.9374
Mu 0.8689 0.8832 0.8927 0.9061 0.9243 0.9516 0.9917 1.0637 1.2684 0.9722
TA 0.8780 0.8873 0.8920 0.8995 0.9109 0.9216 0.9432 0.9918 1.1659 0.9433
TAN 0.8682 0.8787 0.8883 0.9005 0.9182 0.9382 0.9703 1.0363 1.2269 0.9584
SMD 0.8808 0.8911 0.8958 0.9039 0.9151 0.9248 0.9445 0.9824 1.0895 0.9364
HSMD 0.8725 0.8829 0.8871 0.8949 0.9072 0.9201 0.9466 1.0111 1.2521 0.9527
HSMDJ 0.8465 0.8582 0.8637 0.8729 0.8880 0.9057 0.9399 1.0169 1.2468 0.9376
QTI 0.8409 0.8528 0.8590 0.8691 0.8871 0.9094 0.9533 1.0509 1.2959 0.9465
QTIJ 0.8267 0.8410 0.8499 0.8630 0.8869 0.9180 0.9752 1.0906 1.3345 0.9540
NPSM 0.8347 0.8472 0.8537 0.8643 0.8815 0.9029 0.9301 1.0047 1.1092 0.9142

Fig. 5   Top six similarity measure based on MSE—Movielens 100 K Fig. 6   Top six similarity measure in average—Movielens 100 K
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According to Table 3, the top six similarity measures, in 
order of averaged R, are: NHSM, Jaccard, NPSM, HSMDJ, 
QTI, and QTIJ. On the other hand, the first three similar-
ity measures, in order of r parameter performance (Figs. 7, 

8), are: Jaccard, NPSM, and NHSM. These measures also 
showed competitive averaged against other rivals as seen 
in Fig. 8.

Table 3   R results—
Movielens-100 K

r = 0.1 r = 0.2 r = 0.3 r = 0.4 r = 0.5 r = 0.6 r = 0.7 r = 0.8 r = 0.9 Avg

Cosine 0.4217 0.3790 0.3817 0.3808 0.3776 0.3763 0.3652 0.3415 0.3154 0.3710
COJ 0.4004 0.3983 0.3998 0.3993 0.3948 0.3885 0.3722 0.3392 0.2620 0.3727
CON 0.4342 0.3930 0.3932 0.3889 0.3773 0.3629 0.3400 0.2979 0.2273 0.3572
COD 0.4403 0.3918 0.3895 0.3832 0.3672 0.3541 0.3311 0.2968 0.2243 0.3531
CosineJ 0.4061 0.3996 0.4027 0.4019 0.3961 0.3893 0.3741 0.3429 0.2661 0.3754
Pearson 0.4429 0.3911 0.3942 0.3860 0.3738 0.3604 0.3364 0.3002 0.2785 0.3626
WPC 0.4549 0.4073 0.4105 0.4024 0.3893 0.3755 0.3488 0.3054 0.2412 0.3706
SPC 0.4459 0.3936 0.3966 0.3888 0.3770 0.3642 0.3405 0.3029 0.2774 0.3652
PearsonJ 0.4306 0.4196 0.4176 0.4072 0.3916 0.3762 0.3477 0.3036 0.2266 0.3690
Jaccard 0.4444 0.3992 0.4015 0.4008 0.3950 0.3877 0.3717 0.3397 0.2637 0.3782
MSD 0.4226 0.3787 0.3819 0.3811 0.3779 0.3767 0.3658 0.3419 0.2714 0.3664
SRC 0.3411 0.3483 0.3321 0.3266 0.3026 0.2769 0.2276 0.1673 0.1544 0.2752
PSS 0.4402 0.3980 0.3997 0.3991 0.3951 0.3882 0.3740 0.3406 0.2649 0.3778
NHSM 0.4579 0.4137 0.4136 0.4133 0.4040 0.3907 0.3699 0.3289 0.2547 0.3830
BCF 0.3978 0.3557 0.3546 0.3548 0.3457 0.3440 0.3333 0.3206 0.2815 0.3431
SMTP 0.4145 0.3683 0.3711 0.3738 0.3698 0.3707 0.3589 0.3370 0.2674 0.3591
PC 0.4067 0.3980 0.3960 0.3894 0.3712 0.3560 0.3314 0.2965 0.2238 0.3521
PIP 0.4071 0.4050 0.4050 0.4050 0.3982 0.3894 0.3686 0.3314 0.2540 0.3737
MMD 0.3547 0.3469 0.3444 0.3358 0.3249 0.3155 0.2986 0.2747 0.2440 0.3155
CjacMD 0.3615 0.3545 0.3518 0.3431 0.3329 0.3222 0.3020 0.2698 0.2080 0.3162
TMJ 0.4045 0.3994 0.4018 0.4010 0.3953 0.3881 0.3722 0.3402 0.2640 0.3741
Feng 0.4012 0.3988 0.4008 0.4002 0.3953 0.3886 0.3723 0.3393 0.2620 0.3732
Mu 0.4064 0.3958 0.3993 0.3913 0.3814 0.3662 0.3416 0.3031 0.2288 0.3571
TA 0.4249 0.3811 0.3841 0.3835 0.3800 0.3780 0.3671 0.3418 0.2702 0.3679
TAN 0.4321 0.3890 0.3865 0.3825 0.3707 0.3592 0.3393 0.3075 0.2466 0.3570
SMD 0.4246 0.3811 0.3836 0.3822 0.3791 0.3773 0.3668 0.3529 0.3158 0.3727
HSMD 0.4321 0.3895 0.3915 0.3916 0.3873 0.3835 0.3680 0.3362 0.2515 0.3701
HSMDJ 0.4132 0.4072 0.4082 0.4078 0.4003 0.3890 0.3680 0.3289 0.2553 0.3753
QTI 0.4179 0.4152 0.4128 0.4117 0.4015 0.3855 0.3595 0.3141 0.2459 0.3738
QTIJ 0.4305 0.4251 0.4164 0.4143 0.3990 0.3777 0.3481 0.3008 0.2400 0.3724
NPSM Excel 0.4136 0.4128 0.4123 0.4023 0.3874 0.3665 0.3261 0.2546 0.3766

Fig. 8   Top six similarity measure in average—Movielens 100 KFig. 7   Top six similarity measure based on R—Movielens 100 K
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According to Table 4, the top five similarity measures, 
in order of averaged MAE, are: Mu, NPSM, NHSM, TMJ, 
CosineJ, and CjacMD. On the other hand, the first three 

similarity measures, in order of r parameter performance 
(Figs. 9, 10), are: NPSM, Mu, and CosineJ.

Table 4   MAE results—Film 
Trust

r = 0.1 r = 0.3 r = 0.5 r = 0.7 r = 0.9 MAE

Cosine 0.6281 0.6274 0.6300 0.6367 0.6678 0.6380
COJ 0.6245 0.6261 0.6316 0.6456 0.6877 0.6431
CON
COD 0.7479 0.7623 0.7828 0.8128 0.8596 0.7931
CosineJ 0.6207 0.6229 0.6274 0.6359 0.6728 0.6359
Pearson 0.6140 0.6109 0.6157 0.6313 0.7458 0.6435
WPC 0.6084 0.6061 0.6119 0.6292 0.7415 0.6394
SPC 0.6124 0.6093 0.6142 0.6302 0.7432 0.6419
PearsonJ 0.6077 0.6056 0.6111 0.6284 0.7405 0.6387
Jaccard 0.6224 0.6251 0.6311 0.6458 0.6867 0.6422
MSD 0.6268 0.6262 0.6291 0.6362 0.6679 0.6372
PIP 0.6223 0.6236 0.6277 0.6370 0.6805 0.6382
PSS 0.6259 0.6263 0.6294 0.6376 0.6767 0.6392
NHSM 0.6183 0.6210 0.6255 0.6355 0.6841 0.6369
BCF 0.6437 0.6416 0.6459 0.6576 0.6974 0.6572
SMTP 0.7947 0.8033 0.8003 0.7809 0.7071 0.7773
PC 0.8266 0.8393 0.8363 0.8438 0.8635 0.8419
MMD 0.9297 0.9259 0.9260 0.9333 0.9572 0.9344
CjacMD 0.6249 0.6248 0.6280 0.6358 0.6677 0.6362
TMJ 0.6201 0.6225 0.6271 0.6358 0.6728 0.6357
Feng 0.6245 0.6259 0.6312 0.6455 0.6876 0.6429
Mu 0.6116 0.6088 0.6137 0.6248 0.6789 0.6276
TA 0.6261 0.6257 0.6287 0.6360 0.6684 0.637
TAN 0.6241 0.6239 0.6273 0.6378 0.7077 0.6442
SMD 0.6230 0.6253 0.6312 0.6458 0.6865 0.6424
HSMD 0.6292 0.6290 0.6331 0.6472 0.6905 0.6458
HSMDJ 0.6221 0.6252 0.6310 0.6462 0.6965 0.6442
QTI 0.6225 0.6260 0.6318 0.6477 0.7072 0.647
QTIJ 0.6203 0.6249 0.6313 0.6520 0.7232 0.6503
QuasiIDFJ 0.6287 0.6285 0.6325 0.6457 0.6865 0.6444
QuasiTFJ 0.6207 0.6251 0.6311 0.6479 0.7073 0.6464
NPSM 0.61 0.619 0.622 0.632 0.677 0.632

Fig. 9   Top five similarity measure based on MAE—Film Trust Fig. 10   Top five similarity measure in average—Film Trust
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On the other hand, according to Table 5, the top five 
similarity measures, in order of averaged MSE, are: Mu, 
NPSM, CjacMD, WPC, and TMJ. On the other hand, 

the first three similarity measures, in order of r param-
eter performance (Figs. 11, 12), are: Mu, NPSM, and 
CjacMD.

Table 5   MSE results—Film 
Trust

r = 0.1 r = 0.3 r = 0.5 r = 0.7 r = 0.9 Avg

Cosine 0.6829 0.6895 0.6965 0.7140 0.7880 0.7142
COJ 0.6788 0.6897 0.7032 0.7427 0.8483 0.7325
CON
COD 0.9124 0.9600 1.0050 1.0815 1.2015 1.0321
CosineJ 0.6714 0.6835 0.6945 0.7147 0.8019 0.7132
Pearson 0.6464 0.6450 0.6567 0.6938 0.9431 0.717
WPC 0.6381 0.6380 0.6513 0.6903 0.9335 0.7102
SPC 0.6435 0.6422 0.6541 0.6917 0.9362 0.7135
PearsonJ 0.6409 0.6405 0.6521 0.6915 0.9316 0.7113
Jaccard 0.6767 0.6895 0.7044 0.7441 0.8459 0.7321
MSD 0.6789 0.6859 0.6937 0.7126 0.7880 0.7118
PIP 0.6698 0.6797 0.6913 0.7146 0.8210 0.7153
PSS 0.6779 0.6856 0.6950 0.7157 0.8106 0.717
NHSM 0.6677 0.6805 0.6914 0.7152 0.8342 0.7178
BCF 0.7165 0.7178 0.7302 0.7611 0.8677 0.7587
SMTP 1.0999 1.1309 1.1320 1.0963 0.8927 1.0704
PC 1.1559 1.1859 1.1627 1.1762 1.2192 1.18
MMD 1.3710 1.3774 1.3751 1.3948 1.4590 1.3955
CjacMD 0.6772 0.6853 0.6926 0.7122 0.7875 0.711
TMJ 0.6691 0.6817 0.6933 0.7142 0.8017 0.712
Feng 0.6806 0.6908 0.7034 0.7429 0.8482 0.7332
Mu 0.6407 0.6405 0.6530 0.6818 0.8107 0.6853
TA 0.6772 0.6847 0.6928 0.7121 0.7892 0.7112
TAN 0.6707 0.6789 0.6882 0.7162 0.8727 0.7253
SMD 0.6775 0.6898 0.7046 0.7440 0.8453 0.7322
HSMD 0.6870 0.6941 0.7055 0.7435 0.8521 0.7364
HSMDJ 0.6758 0.6901 0.7046 0.7459 0.8735 0.738
QTI 0.6767 0.6920 0.7065 0.7501 0.9043 0.7459
QTIJ 0.6787 0.6959 0.7104 0.7639 0.9514 0.7601
QuasiIDFJ 0.6863 0.6932 0.7043 0.7422 0.8448 0.7342
QuasiTFJ 0.6766 0.6930 0.7072 0.7516 0.9049 0.7467
NPSM 0.6724 0.6869 0.6968 0.7184 0.8350 0.7056

Fig. 11   Top Five Similarity Measure based on MSE– Film Trust Fig. 12   Top Five Similarity Measure in Average – Film Trust
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Finally, according to Table 6, the top five similarity 
measures, in order of averaged R, are: CosineJ, QTIJ, 
QuasiTFJ, NPSM, and NHSM. On the other hand, the 

first three similarity measures, in order of r parameter 
performance (Figs. 13, 14), are: QTIJ, QuasiTFJ, and 
CosineJ.

Table 6   R results—Film Trust r = 0.1 r = 0.3 r = 0.5 r = 0.7 r = 0.9 Avg

Cosine 0.2002 0.2201 0.2205 0.2083 0.1814 0.2061
COJ 0.2181 0.2326 0.2322 0.2094 0.1665 0.2118
CON
COD 0.2564 0.2404 0.2139 0.1654 0.1017 0.1956
CosineJ 0.2262 0.2343 0.2299 0.2135 0.1729 0.2125
Pearson 0.2242 0.2433 0.2313 0.1977 0.0925 0.1978
WPC 0.2352 0.2527 0.2432 0.2047 0.0962 0.2064
SPC 0.2258 0.2459 0.2341 0.1990 0.0938 0.1997
PearsonJ 0.2503 0.2567 0.2498 0.2051 0.0962 0.2116
Jaccard 0.2234 0.2335 0.2316 0.2100 0.1667 0.213
MSD 0.2005 0.2207 0.2213 0.2087 0.1815 0.2065
PIP 0.2269 0.2396 0.2395 0.2178 0.1711 0.219
PSS 0.2146 0.2337 0.2317 0.2136 0.1732 0.2134
NHSM 0.2309 0.2416 0.2365 0.2131 0.1613 0.2167
BCF 0.1953 0.2242 0.2250 0.2119 0.1835 0.208
SMTP 0.1418 0.1378 0.1434 0.1012 0.1304 0.1309
PC 0.1438 0.1427 0.1359 0.1314 0.0929 0.1293
MMD 0.1962 0.2213 0.2222 0.2067 0.1797 0.2052
CjacMD 0.2053 0.2253 0.2263 0.2103 0.1806 0.2096
TMJ 0.2249 0.2342 0.2293 0.2133 0.1728 0.2149
Feng 0.2171 0.2331 0.2324 0.2094 0.1666 0.2117
Mu 0.2108 0.2347 0.2335 0.2126 0.1448 0.2073
TA 0.1991 0.2219 0.2217 0.2105 0.1815 0.2069
TAN 0.2233 0.2428 0.2374 0.2074 0.1328 0.2087
SMD 0.2219 0.2331 0.2312 0.2103 0.1670 0.2127
HSMD 0.2007 0.2241 0.2254 0.2039 0.1627 0.2034
HSMDJ 0.2267 0.2364 0.2353 0.2078 0.1560 0.2124
QTI 0.2305 0.2392 0.2389 0.2043 0.1485 0.2123
QTIJ 0.2515 0.2478 0.2406 0.1948 0.1412 0.2152
QuasiIDFJ 0.2010 0.2241 0.2277 0.2074 0.1673 0.2055
QuasiTFJ 0.2429 0.2422 0.2395 0.2045 0.1490 0.2156
NPSM 0.2275 0.2391 0.2343 0.2125 0.1623 0.2161

Fig. 13   Top five similarity measure based on R—Film Trust Fig. 14   Top five similarity measure in average—Film Trust
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To sum up, it is worth stressing that the CF literature 
has been creating similarity metrics that are built on sev-
eral notions to adequately represent the concept of similar-
ity between users/items. A pair of users' preferences for a 
given item have been taken into consideration when com-
puting similarity for some of these measures, just like our 
suggested measures in this article. To do this, we looked 
at how strongly a pair of users liked or disapproved of 
a certain item in relation to the majority. To verify the 
effectiveness of all similarity measures at varied rates of 
training and testing data, several scenarios/cases (r values) 
are addressed. According to experimental findings, cur-
rently available similarity measurements don't adequately 
account for the true similarity of items. Additionally, 
results showed that the computation of similarity over the 
majority of these instances has significantly improved with 
the proposed similarity measures.

4.1 � Similarity Measure Ranking

The following formula is proposed to rank the similarity 
measures (SM) depending on how well it performed across 
both datasets (the formula can be expanded to be over N 
datasets):

When the SM satisfies the desired performance regarding 
the target evaluation metric, a temporary counter, denoted 
by P(SM), is continually increased by one; otherwise, P is 
set to zero. N and M, respectively, stand for the number of 
datasets and the number of evaluation metrics (see Table 7).

The Top-Rank I (where I falls in 1, 2, 3) suggests the 
number of evaluation metrics on which the similarity meas-
ure has achieved the first (including the second and third) 
order concerning the performance (MAE, MSE, and R) over 
both datasets. The statistics in Table 7 can lead us to the 

(12)Rank(SM) =

∑N

i=1

∑M

j=1
(P(SM) + +)

M × N

conclusion that NPSM, NHSM, and CosineJ all performed 
best on average across both datasets, making these similar-
ity measures quite promising, with NPSM being the top 
one.

4.2 � Work Limitations

While we admit that some recent research on model-based 
recommender systems has focused on stochastic gradient 
descent [24, 25] and deep learning methods [26], it is worth 
stressing that the nearest neighbor and similarity measures 
are still highly preferred in the industry [2, 6–8], and, due 
to their simplicity, they are also still widely employed in 
commercial recommender systems [16, 22]—a fact that 
motivates us to keep introducing these much-appreciated 
measures. In other words, it is also important to note that 
online businesses most frequently use memory-based RS 
because it is the most effective and straightforward to 
install. So, the scope of this paper is restricted to demon-
strate the vital impact of the similarity measures, includ-
ing the proposed and combined ones, on memory-based 
collaborative filtering performance using the item-based 
model with kNN. The results do imply that further research 
into nearest neighbor-driven memory-based collaborative 
filtering approaches is worthwhile. It is also worth indicat-
ing that the proposed similarity measures can still be effec-
tively leveraged, with high performance, in all similarity 
measure-based fields (i.e., information retrieval and natural 
language processing).

5 � Conclusions and Future Work

In this study, we employed an item-based model to exper-
imentally examine the effectiveness of collaborative fil-
tering. Dozens of similarity measures have been taken 
into account in order to conduct this investigation com-
pletely. In addition, we have developed five new similarity 

Table 7   Similarity measure 
ranking

The bold values indicate the best performing models in order

Similarity meas-
ure (SM)

Top-rank 1 Top-rank 2 Top-rank 3 Averaged rank Rank order

NPSM 0.34 0.33 0.17 0.28 1
NHSM 0.17 0.34 0.0 0.18 2
CosineJ 0.17 0.0 0.34 0.18 2
QTIJ 0.0 0.17 0.0 0.057 4
Jaccard 0.0 0.16 0.0 0.056 5
Mu 0.34 0.0 0.0 0.11 3
CjacMD 0.0 0.0 0.17 0.057 4
QuasiTFJ 0.0 0.0 0.17 0.057 4
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measures of simplistic design comparing to their rivals. 
Our proposed “simple” similarity measures have proved to 
be promising in comparison to their contenders, including 
the most recent ones. Additionally, it is clear from the out-
comes of the MAE, MSE, and R metrics that Jaccard was 
able to play a significant role in the discovery of highly 
competitive measures like the Jaccard-fused ones (QTIJ 
and CosineJ). Surprisingly, when an item-based model is 
accounted, some of the top SOTA performers (i.e., SMD 
and NHSM) have not been able to significantly compete 
against their rivals. In other words, we observe that the 
top-performing SMD and NHSM [2] are not superior when 
the item-based model is used. We have confirmed that the 
proposed measures of this study can effectively compete 
against SMD and NHSM using the user-based model, as 
all experiments of our current work were only done using 
the item-based model. We believe that one important fac-
tor in the effective performance of our proposed measures 
is due to their straightforward design, which constructively 
takes into account both the magnitude and presence of 
rating vectors. Nevertheless, we think the performance of 
CF using these measures still needs to be further enhanced 
to achieve the best rendition using both item-based and 
user-based models. In conclusion, according to experimen-
tal findings on benchmark data sets, our suggested meas-
ures—in particular, NPMS—had competitive prediction 
and recommendation quality, and successfully addressed 
the data sparseness issue when compared to existing rep-
resentative measures.

Therefore, future research will focus on adopting more 
novel similarity measures and carefully examining how 
each measure, including the Jaccard's combination, affects 
the performance of CF. This will be done using both user-
based and item-based models. In particular, future work 
seeks to introduce an improved version of SMD to address 
the NHSM and SMD's shortcomings when the item-based 
model is taken into account. The main objective of this work 
was to efficiently use item and user-based models to reduce 
the impact of the sparsity problem on CF performance. The 
inclusion of as many similarity measurements, including 
the most current ones [27–29] in the comparison study, is 
another objective of the next effort. Moreover, we plan to 
integrate our proposed measures with multi-criteria rat-
ings [3] and deep learning [30] for preference learning, and 
apply these models for several CF-related applications such 
as aware graph neural network [31] deep learning [32], and 
fuzzy-based recommender systems [33].
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