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Tree-mining is an essential system of techniques and software technologies for multi-level and 

multi-angled operations in databases. Pertaining to the purview of this manuscript, several ap-

plications of various sub-techniques of tree mining have been explored. The current write-up is 

aimed at investigating the major applications and challenges of different types and techniques 

of tree mining, as there have been patchy and scanty investigations so far in this context. To 

accomplish these tasks, the author has reviewed some of the latest and most pertinent re-

search articles of the last two decades to investigate the titled aspects of this technique. 
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Introduction 

HE concept of “tree” signifies a hierarchical but 

non-sequential, non-logically organized, or non-linear 

structure of data that comprises several nodes with a 

valued date in each. Alternatively, it can be defined that the “tree” 

comprises a root or source or a zero point and several nodes that 

are considered sub-trees, e.g., T1, T2, T3, etc. and there is an 

essential path (edge) from one root of a tree to another root of 

each sub-tree (nodes). 

“Mining” in data structure or science is defined as the 

process of extracting, exploring, and finding data from an un-

structured or semi-structured huge database for some meaning-

ful interpretation, knowledge, and prediction of pertinent data. 

Such mining explores different anomalies (anomalies) in data, 

patterns, and some sort of correlational link in the database, tree 

mining” is understood as a technique for data structure that 

looks for algorithms through searching patterns that are restrict-

ed by constraints in the data structure. In other words, it discov-

ers solutions (i.e., patterns of trees or sets of tree structures) in 

the data structure, which is full of curtailment. Therefore, it is 

also known as a “constraint-based” technique of data mining. 

 
Properties of Tree Mining (1): Basics 
There are some basic scientific terminologies being used in tree 

mining that are required to be defined while understanding the 

nature and applications of this technique. These terminologies 

are: Forest (total counts of disjoint trees), Parent or Ancestor 

Node (precursor or predecessor of a node), Child Node (Imme-

diate successor of a node), Root Node (Top node or node with-

out parent node), Degree of Node (number of sub-trees of a 

node), Leaf Node/External Node (node(s) without child nodes), 

Descendant (successor from leaf node to that node), Siblings  
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Table 1. Advantage and Disadvantage of Tree. 

S.No Type Advantage Disadvantage 

1 General Tree 
It is useful for the computer programmer in reading should the menu data 
be predefined.  

A general tree’s subtrees do not have the sorted property 

2 Binary Tree  It is flexible for holding and moving data due to hierarchical storing. Hierarchical storage may waste space. 

3 
Binary Search 
Tree 

It is fast in insertion and deletion in the case of balanced. 
Shape of the tree depends upon order of insertion and it can 
degenerate. 

4 AVL Tree It has self-balancing capabilities as well as better search time complexity. 
Cost of deletion operation is high due to lots of pointer 
changes and rotations. 

5 
Red-Black 
Tree  

Because of an extra bit representing red or black color of a node war-
ranting maximum of 2 rotation the required balancing of the tree in data 
structure 

In many situation its behaves like binary trees and so 
lookups are O(lg(n)), whereas hash tables have an O(n) 
lookup (1). 

6 N-ary Tree 
Maximum algorithm can be expressed more easily because it is just a 
binary tree 

Lot of memory wastage due to all pointers is not useful in all 
cases.  

7 Splay Tree 
Performance better because frequently accessed nodes will move nearer 
to root. 

It is not strictly balanced tree so; Height of these trees can be 
linear.  

8 Treap 
Very easy implementation after rotation; deletion from a trap is simpler 
than BST 

The O(logn) time is “only” expected case with high probability 

9 B-Tree 
It is very useful in multilevel indexing. It makes data search relatively faster 
(as key may be in non-leaf node). 

Since leaf and non-leaf nodes are different in size, therefore, 
there are likely to complicates storage. 

 

 

 

 

 

Figure 1. Types of Tree. 

 

 

(children or offspring of the parent or source node), Depth of a 

node (counting of edges from a node to the root node), Height of 

node (counting edges from a node of root to the deepest or far-

thest node), Level of a node (counting edges from one node to 

the root node), Internal node (node with at least one child), and 

neighbor of a Node (Parent or child node of that node). 

“Tree mining” is highly indicated and useful when there 

are several types of data in the database that can possibly be 

represented as tree structures. In fact, such trees are of several 

types, like ordered and unordered trees, rooted and unrooted 

trees, labeled (i.e., one category) and unlabeled (i.e., 

un-categorical) trees, and binary trees. Each of these types has 

significant use in diverse areas of data science. The details of 

ordered and unordered trees are mentioned in the binary trees 
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ahead in this paper. In fact, in the rooted tree, each node has 

recently inferred common ancestors, but the unrooted trees lack 

an ancestral root and represent the sequence of branching with-

out indicating the last common ancestor. In the labelled trees, 

the node is given a label, but it is not done in the unlabeled trees. 

The unlabeled trees are equal to the trees in Binary Search 

Trees. 

Tree mining is widely applicable as one of the techniques 

of multi-relational data structure, e. g., as a multi-relational 

clustering or classification technique. It helps in analyzing and 

differentiating among recognizable, inducing, and deeply incor-

porated patterns of tree in the proposed schemes of tree-based or 

dependent representation and their different interrelationships 

existing in various patterns of tree (2). Indeed, implementing 

tree mining is an essential support for any organization for sev-

eral reasons, e. g., exploring interrelationships in data structure, 

usefulness in epidemiological studies, keeping secured segmen-

tal data and information about the company, preventing financial 

loss or minimizing financial damage in a short deadline and 

refraining from penalties, protecting the reputation of the brand 

for customers by providing quick services, etc. On the contrary, 

failure to properly and adequately implement tree mining nec-

essarily gives rise to detrimental challenges to confidentiality 

and quick service to customers, acumen in statistical and epide-

miological studies, integrity, reliability, creative studies, algo-

rithm-focused research, etc. These challenges require interven-

tion to pave the way for data structure for enduring functions. 

The present manuscript is aimed at reviewing modern ap-

plications and possible challenges of tree mining as well. For 

this purpose, various major online databases like Mendeley, 

Google Scholar, Cochrane, and Scientific Electronic Library 

Online (SciELO) have been searched for research literature in-

vestigated in the last 20 years with the abovementioned key-

words. All research articles containing types and other variant 

forms of tree mining techniques for data structure in various 

domains were selected for review. In this manuscript, the au-

thors have talked about the various types of tree mining, their 

applications, and merits in data science, and, relative to other 

pertinent types, their difficulties and challenges in unsafe and 

exhaustive uses. At last, the author would suggest some 

measures for sorting out the challenges of tree mining and 

showing silver linings for future opportunities. 

 
Types of Trees and Their Applications 
The applications of trees are very useful, as they tell us about 

several possible hierarchies and interconnections in data struc-

tures. In addition, it necessarily provides procedures for search-

ing data and its insertion due to its flexible nature and the fact 

that it requires minimal effort to relocate its subtrees (Table 1). 

Some types of trees (3, 4), and their applications are given be-

low in Figure 1.  

1. General Tree: This is a kind of superset of all other trees. 

The general tree is required for defining the structure of each 

and every node of data. In addition, it is also useful for the 

computer programmer to read the menu data if it is prede-

fined. 

2. Binary Tree (BT): It is chiefly used for searching data and 

sorting it hierarchically. Binary trees are mainly used for 

searching, sorting, and storing them hierarchically by some 

common operations of deletion, insertion, and traversal of 

the It may also be helpful in searching for one element in a 

group of elements. It is helpful for the latest routers to store 

routing information by using tries. Besides, some other use-

ful applications of the binary tree are: Usefulness in a 3D 

video game while selecting different objects to be provided 

(Binary Space Partition), in storing router-information bases 

in a high bandwidth router (Binary Tries), in blockchains 

and strong & specialized image-based signatures (Hash tree), 

in quality service of router & process-scheduling in operat-

ing systems, Artificial intelligence, algorithms in robotics 

(Heaps), algorithms in formatting of.jpeg and.mp3 files 

(Huffman Coding Tree 

3. Binary Search Tree (BST): It’s an extension of binary tree 

wherein a node’s left sub-tree (child) value is either ≤ or the 

parent’s value, whereas the significance of the right sub-tree 

(child) is ≥ the parent’s value. It is used in indexing mul-

ti-level, abundant data and in applying various searching al-

gorithms. 

4. AVL Tree: Being a variant of BT and BST, it balances the 

left and right subtrees by itself. This balancing is measured 

by the balancing factor” (i.e., a difference between the 

height of the left and right subtrees). This balancing factor 

must be 0, 1, or -1. Its applications include in-memory types 

and sets of dictionary, improved application, and frequent 

insertion and deletion of databases. 

5. Red-Black Tree (RBT): It is an auto-balancing form of the 

binary search tree. But one must be skilled in BST before 

using RBT. It has an advantage over the AVL tree in that the 

AVL tree doesn’t tell us about the number of rotations 

needed for balancing a tree; however, we need a maximum 

of 2 rotations in RBT for balancing the tree. This is because 

it duly has an extra bit representing the red or black color of 

a node, warranting the required balancing of the tree in the 

data structure. It is also used by Linux for memory mapping. 

6. N-ary Tree: It emphasizes that the children of a node must 

be either zero or N (any number). It permits any number of 

children in any node to be traversed recursively. It has lim-

ited use in tree mining. 

7. Splay Tree: Splay means recently accessed node. It also 

belongs to BST, which allows the placement of the latest 

accessed data at the root through some rotational processes 

or operations. It is a self-balancing tree in relation to the 

AVL, which requires an explicit or external condition of 

balance. It is useful for data structures that are often modi-

fied. 

8. Treap: It has features of Tree and Heap that belong to them. 

This is also a self-balancing tree. The Heap data structure 

has relatively large keys at both the left and right subtrees; 

therefore, the root node has the lowest value. The Treap has 

nodes with both key (from BT) and priority (from Heap). It 

is used as a solution for problems of connectivity and storing 

data in a given sequence. 

9. B-Tree: It signifies the order of the tree and having more 

than one key and two children. It gives an efficient way to 

insert and read data, maintains sorted data intact, and is quite 

useful in databases and file systems. Unlike the B+tree 
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(which is useful in storing records), the B-tree is mostly 

helpful in indexing sorted data.  

 

Applications of Various Techniques of Tree 
Mining 
 
The Major Modern Applications of Tree Mining 
(5, 6; Table 2) 
Analyses of computer networks: Data mining works on investi-

gating patterns and correlations in data sets for predicting out-

comes. Tree mining is a constraint-free technique of pattern 

mining used in classification and regression analyses of data 

structures. Thus, tree mining is quite useful in data search, 

which combines the merits of machine learning and artificial 

intelligence. Thus, it uses inductive learning (an algorithm of 

machine learning) in data mining technology for generating 

rules of classification in the form of “assertion and reason”. 

Inductive learning has two types: information theories and set 

theories. The former includes a decision tree, i.e., a method of 

index representation applicable in sports training analyses. On 

the other side, the set theories classify all cases into several cat-

egories prior to analysis. Thus, it has a significant influence on 

practical applications. 

Phylogenetic tree mining: Phylogenetic trees (Figure 2) 

are only that: theories, not facts. The use of computing algo-

rithms, tools, and programs for phylogenetic analysis is known 

as computational phylogenetics. The purpose is to create a phy-

logenetic tree that represents a hypothesis about a set of genes, 

species, or other taxa’s evolutionary ancestry. Its branching pat-

tern tells us how species or other classes or groups originated 

from a common ancestor. Albeit it is very difficult to use, it is 

very applicable and strongly useful in storing and investigating 

categorical data structures. The phylogenetic tree resolves prob-

lems caused by conflicting data. Munjal, Hanmandlu, Srivastava, 

and Gaur (5) have investigated the comparison and valida-

tion-related problems of trees and proposed a new model for 

comparing two trees by linking the importance of nodes in a 

given tree. This model is applied to phylogenetic trees and the 

results are analyzed through a comparison with symmetric dis-

tance, Maximum Agreement subtree, and Bootstrapped tree. 

They said, “The similarity indicates how the distance al-

gorithm has been effective in finding the significant branches in 

a tree. In fact, the two trees have similar distances. For instance, 

the higher the distance, the more dissimilar the trees are. Alt-

hough Bootstrap has been the most widely used method for 

phylogenetic tree validation, as the dataset increases, the confi-

dence values may not reflect the tree’s accuracy. The MAST is 

strongly useful for comparing two trees, but being based on a 

particular arrangement, it is unable to compare them with each 

other. Moreover, none of the methods gives information regard-

ing the significance of branches, for which we have introduced 

the pruning of each node one by one. The distance algorithm can 

be very informative if two trees share the same set of species but 

have different topologies. We have applied the distance algo-

rithm specifically for phylogenetic trees, but the method can be 

a useful tool in a general tree-structured database as well.” 

Multi-relational data tree mining (8): This is regarded as a 

subfield of knowledge discovery (Figure 3), which is concerned 

with the mining of numerous classes of categories or relations in 

a database. It includes the methodologies of relational learning, 

statistical relational learning, and programming inductive logic 

in tree mining. It is quite useful in an algorithm of mul-

ti-relational decision tree learning (MRDTL-2), described by 

Leiva (9). It uses some simple techniques for fast calculations of 

statistics in decision trees and related testing of various classes 

of hypotheses in multi-relational data. But it deals only with 

huge structured data that cannot be easily described using a 

single table or feature, which is quite different from the case of 

machine learning. 

Sequential Pattern Tree Mining (SPTM) (11): It discovers 

the correlational interrelationships in the data structure from 

ordered information. This mining technique (Figure 4) is widely 

used in the shopping behavior of consumers, patterns of web 

access, sequential events in research in science and technology, 

biological sequences, social sciences, etc. Bithi and Firdaus 

developed a method of Sequential Pattern Tree structure in 2013 

to be useful in storing both frequent and non-frequent data from 

sequential databases. It needs a solitary scan of a set of infor-

mation for building a tree, and hence, it saves time in doing so. 

It is also useful in generating sequential patterns of data from 

recursive patterns of the sequential tree. The salient merit of this 

type of tree-based algorithm is that it mines the complete set of 

sequential patterns that occur frequently without generating any 

projected trees in between. 

Fast Updated Sequential Pattern Tree (FUSP): Tree Algo-

rithm: It makes the tree update process quite simple and easy. It 

was developed by Lin et al. (13). The FUSP tree (Figure 5) is 

comprised of a root node and a set of prefix subtrees of the giv-

en root. It duly contains a header table for storing frequent 

item(s) and their total count, and the link with the first node 

from where the items occur. The tree table is helpful in finding 

appropriate sequences of items in the tree. Two scans of a large 

database are required for this tree. Its mining process is like the 

algorithms of Prefix Span and FP-growth. Eventually, it gener-

ates several projected trees without a set of candidates and needs 

more memory space for each prefix sequence (14). 

Frequent Itemset Tree Mining (FITM): The concept was 

introduced by Kubat, Hafez, Raghavan, Lekkala, and Chen (16) 

for Targeted Association Querying (Figure 6). It has been found 

to be helpful in quickly detecting item sets and generating rules 

as well as rules of association. It uses the concept of an item-set 

tree and an algorithm to generate a data structure from a pool of 

information related to consumer behavior (the market basket). In 

addition, it is a cost-effective method and warrants the inde-

pendence of the resulted item-set tree from the sequence of 

market baskets. 

Fuzzy FP-tree Algorithm (18): It has an advantage over 

the Apriori algorithm, which is very costly for mining a large 

database because it requires repeated scanning and generates 

many sets of items. This algorithm does not need to generate 

many sets of items and duly scans the database merely twice. To 

accomplish the task, the mining algorithm first constructs the 

structure of the FP-tree and thereafter recursively mines the 

frequent sets of items. Later, Papadimitriou and Mavroudi (19) 

proposed a FP-tree-based tree approach, which was useful but 

difficult to understand by inadequately trained professionals. 
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Table 2. Comparison of Various Tree Mining. 

S.No. Type Algorithm 
Features &  
Mechanisms Applications Limitations The BEST ONE 

1. Phylogenetic 
Tree Mining 

Neighbor 
joining algo-
rithm, Se-
quential algo-
rithm 

It’s nature is branch-
ing patterns indicates 
how set of data or 
other groups emerged 
From a common 
ancestor. 

* Storing and 
investigation data. 
* Analytical use in 
machine learning 
and deep learn-
ing. 

* Do not simply 
grow in only 
one direction 
after two line-
ages. 
* Till today Only 
application in 
cancer in med-
ical science. 

Logically, it can be concluded that Frequent 
Itemset tree mining is more efficient and ac-
ceptable in comparison with others. Research 
have evidenced that if discovering useful 
knowledge about itemset and place and session 
It will very much useful as well as incremental 
algorithm ‘iMFFP’ is useful for in the updating 
tine. Therefore, Frequent item set tree mining is 
more efficient and optimal than others.  

2. Multi-relational 
data tree mining 

Apriori, FP 
growth 

It is concerned with 
the mining of numer-
ous tables 
Or relations in a da-
tabase. 

* E-commerce 
* Bioinformatics, 
*Medical as well 
as big organiza-
tion data bases. 

*Many attrib-
utes and data 
repetition, 
missing value  

3. Sequential 
Pattern Tree 
mining 

FUSP-tree 
Algorithm 

It helps in correlation 
interrelationship in 
data structure for 
ordered information. 

* Business organ-
ization,   
* Area of web 
analysis several 
web. 

* Lots of 
memory area 
wasted. 
* Execution 
time high be-
cause lots of 
data movement 
in editing. 

4. Frequent 
Itemset Tree 
mining 

Fuzzy 
FP-Tree 
Algorithm, 
iMFFP -Tree 
Algorithm 

It Works on consum-
ers behavior and 
identifies sets of items 
that often need to-
gether. 
It works on associa-
tion rule. 

* Transaction 
databases. 
* Market basket 
data analysis. 

* Scalability 
Problem for 
large dataset  
* All over year It 
evolved to 
become more 
efficient. 

 

 

 

 

Figure 2. Phylogenetic Tree. (From Anonymous, 2021 [7]) 

 

 

 
Figure 3. Multi-Rational Data Mining. (From Dzeroski, Blockeel, 2004 [10]) 
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Figure 4. Sequential Pattern Mining Algorithms. (From Patel, Ujainiya, Sanghani, 2020 [12]) 

 

 

 

 

 

Figure 5. FUSP. (From Lin et al., 2014 [15]) 

 

 

 

 

 
Figure 6. Example of FITM. (From Seidl, 2016 [17]) 
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Figure 7. iMFFP-tree Algorithm. (From Lin et al., 2013 [16]) 

 

 

 

  

Mishra et al. (20) claimed a new approach to mining fre-

quent-patterned data for solving the problem of fuzzy datasets 

and showed the format of fuzzy vertical datasets to be useful in 

deriving a high number of item sets in comparison with the 

original dataset. Later, Lin et al. developed the fuzzy FP-tree 

algorithm as well as the CFFP-tree for mining fuzzy frequent 

sets of information from a huge source of data (21, 22). This was 

represented by linguistic terms and found more convenient in 

applications by reducing time duration. 

The iMFFP-tree Algorithm: This is a very strong algo-

rithm for making logical and useful decisions for business com-

panies. But it was felt that the best way to take a decision was by 

processing dates simultaneously received from multiple branch-

es of the company. It needs to integrate various databases into 

one dataset, thus paving the way for the formation of an inte-

grated MFFP (i.e., iMFFP) tree algorithm that will greatly assist 

the company in taking global decisions (Figure 7). In this tech-

nique, each sub-tree of the MFFP is extracted and merged into 

the integrated form of the MFFP tree. 

 
Challenges and Opportunities in Trees 
Indeed, different types of data structures provide us with an 

organized way of compiling and storing data for pertinent, con-

venient, and effective handling and management. Tree-mining 

and its modern derivatives are powerfully applicable con-

straint-based techniques for handling hierarchical data. It stores 

data in different arrangements of nodes, which are indicated for 

different kinds of operations to be performed by various classes 

of trees. In a similar vein, the FAT-miner is also a mining algo-

rithm for frequent tree-patterned data that is helpful in the im-

plicit representation of data, just like the object-based represen-

tation (23, 24). It is also useful in real-world issues like wireless 

network technology (25, 26), hypergraph mining in computer 

science (21), probability trees (22), and spatiotemporal relational 

probability trees (27-30). Such data structures find their applica-

tions in various tree-based algorithms as well as data storage. 

For example, tree-based algorithms have been effectively useful 

in hierarchical and multi-relational data structures. 

However, there are several difficulties and challenges in 

relation to tree mining and its variant techniques for successful 

and convenient handling. For instance, Decision trees are not 

adequately appropriate for estimation and regression when the 

aim is to predict the value of a continuous attribute. These trees 

are fragile and vulnerable to several errors in problems of classi-

fication, as a small number of training sessions is not enough to 

classify many classes. In fact, the computational training on 

decision trees is a hugely expensive exercise, and serious mis-

takes are likely thereafter. In the same context, pruning of algo-

rithms is highly likely to be costly as many candidates” 

sub-trees are required to form and compare. 

The BST is a prerequisite for the Red Black Tree, which 

implies rigorous training to be provided to professionals, which 

raises a question on the pertinent skills of the trainer. The use of 

FP-tree-like algorithms for tree mining is a common problem in 

research as it suppresses essentially the phase of explicit candi-

date generation from the algorithms of tree mining. There are 

some challenges and difficulties with the N-ary trees. In this tree, 

all pointers are not required; therefore, a lot of memory wastage 

is highly possible. Besides, as it is not possible to randomly 

access the address of any child, it is an expensive business to use 

the linked list. Similarly, we can access the address of any child 

using an array but can store only a limited or fixed number of 

children’s addresses. Further, it would be a very expensive exer-

cise to find a solution to this problem by using a dynamic array 

for increasing or resizing the data. Likewise, the phylogenetic 

tree is very difficult for a categorical database. 

The latest variant of MRDTL may run slowly or seriously 

miss attributional values. The fuzzy operations are very difficult 

to handle, as professionals are not usually especially trained for 

these operations. Though XML-related approaches have an im-

portant place in tree mining, the pertinent algorithms either work 

on ordered or unordered trees only. Furthermore, they are com-
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monly seen as incapable of dealing with trees with partially 

ordered nodes. In fact, the modern algorithms are based on quite 

simple labeling of trees, which is utterly invalid for a good 

number of interesting practical problems like integration of data, 

detection of duplication, resolution of entities, reference recon-

ciliation, etc. 

So, these algorithms are very much required to be ex-

tended. In this context, a lack of updated technical skills com-

bined with inadequate professional experience is a big issue in 

advanced research and the implementation of novel techniques. 

In fact, tree mining is not sufficient for securing sensitive infor-

mation from unclassified information, which, in turn, is highly 

likely to cause problems with the retrieval of data structures. 

Furthermore, pertinent scientific research may curb the applica-

tion of pirated versions of most of the techniques, which are 

cheaply available but highly risky for losing sensitive data. Sim-

ilarly, a temporal test of the effectiveness of the tool must be 

conducted and essentially renovated. Manpower could be de-

veloped for training staff with updated knowledge and technical 

skills for those with limited education and expertise. Additional-

ly, these are the utmost necessities to welcome scientific re-

search to conduct more experiments on a relatively larger set of 

efficient data to validate scalability and apply tree mining to 

fuzzy data. 

 
Tree Mining’s Challenges and Opportunities 
First, this review has investigated tree and four major tree min-

ing techniques: methods of phylogenetic tree, multi-relational 

data tree, Sequential pattern tree, and Frequent item tree mining, 

as well as some important and advanced algorithms like the 

“FUSP tree algorithm, and the fuzzy-FP tree algorithm. The 

authors found that the medical application of the phylogenetic 

tree is useful merely in the chronic disease of deadly cancer. 

Therefore, we need to explore some opportunities to widen its 

applications separately in other chronic, gradually increasing 

physical diseases and lifestyle-related health crises like cardiac 

complications, arthritis, diabetes, hypertension, osteoporosis, 

back pain, neurological diseases, obesity, etc. Furthermore, the 

applications of the phylogenetic tree must be extended to cur-

rently galloping various psychiatric disorders and rehabilitation 

medicine. Similarly, pertinent investigations and explorations 

can pave the way for its distinct use in adults” acute health 

problems as well as childhood-related chronic diseases and dis-

orders, which are largely affected by genetic disposition. 

Second, in the area of multi-relational tree mining, we 

found some problems related to execution time and the memory 

utilization of the software. In fact, it occupies more memory 

space and takes a large amount of time to execute. Besides, it 

provides invalid, unreliable results when any data in any table is 

missing and fails to warn or alert in cases of redundancy or a 

lack of correct input in the database. Although we do use this 

technique for some solutions in the recovery of data by means of 

mean, median, mode, etc., it gives approximate results rather 

than accurate ones. Hence, we have a challenge to work on more 

accurate results and invite relevant research. 

Third, sequential pattern tree mining wastes lots of 

memory area and time because this approach works on sequen-

tial patterns in both frequent and non-frequent ways. Thus, it 

covers a large memory and execution area as well as compels 

lots of data movements merely for a single result to be comput-

ed. 

Fourth, frequent item tree mining works on association 

rules in mining making it very expensive in selecting item sets 

and associating with more appropriate item(s). It takes time to 

get good results and always needs updating according to the area, 

consumers” demand, and weather. Although we have the iMFFP 

algorithm, which is a robust tool for taking good decisions by 

increasing items as per situations likely to arise, this might not 

be useful in a small data set as it contains scalability problems 

for large data sets. 

 
Conclusion  
The authors have reviewed papers for 20 years only and freely 

available on web sources for fulfilling an academic purpose to 

be completed within a time limit. They have investigated various 

applications of different trees and their mining techniques sepa-

rately, as well as minutely investigating the challenges and fu-

ture possibilities of tree mining techniques. Besides, we have 

also suggested some measures to be incorporated and invited 

original research in the domain. Further, it is advisable for es-

teemed future researchers to have a review of more extensive 

literature available from comprehensive resources (rather than 

free papers available online only) to explore more contents for 

autopsies, which could be further helpful in paving the way for 

research in this area. It is also advisable for the researchers to 

take initiatives by themselves for further interdisciplinary inves-

tigations after conducting an exhaustive review.■ 
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