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The gauge theory with the gauge group U(N → oo) is solved on a two-dimensional 
lattice. The single plaquette action used depends on L parameters, where L is an arbitrary 
integer, and thus results for a wide class of variant actions may be compared. A rich structure 
of second order and third order phase transitions appears. Besides the exact analytic solution 
a thermodynamical discussion clarifying the qualitative features of the results is given. 
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1. IntroductionWe present the solution of a problem in lattice gauge theory. The solution is obtained using established mathematical methods and could be presented without reference to thermodynamics. When looking at the formulae, however, one easily notices that many of the necessary concepts and quantities have thermodynamic interpretations. Using simple theorems from thermodynamics it is possible not only to interpret the formulae, but often also to foresee results quite difficult to obtain by formal calculations. Thus the analysis presented here, besides its intrinsic interest for lattice gauge theory, provides an instructive example of the blend between statistical thermodynamics and quantum field theory so characteristic for modern developments in both fields. We begin with some generał remarks about lattice formulations of field theories.
2. Lattice formulation of quantum field theory as a way to regularizationThe lattice formulation of quantum field theory can be considered as a method of introducing ultraviolet regularization. In order to illustrate this point let us consider the Casimir effect in one space and one time dimension. The arrangement is shown in Fig. 1.
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518
Two “metal plates” are at a distance L from each other. Any oscillation, which could be excited in the region 0 ≤ x ≤ L, must have zeros of the amplitudę at x = 0 and at x = L. Therefore, the longest wave possible is the one shown in the upper part of Fig. 1, while the second longest is that in the lower part of the figurę. Ali intermediate wave lengths

Fig. 1. Examples of allowed oscillations contributing to the Casimir effect. The black dots in each part 
of the figurę form a lattice (N = 2)are forbidden. Since according to quantum field theory a zero point energy ⅜ ω is associated with any possible oscillation of frequency ω, the lowest energy state of the region between the two plates has energy

00

E0(L) = ⅜ ∑ ωn, (2.1)
n = lwhere the index n labels the possible oscillations, and the dependence of this energy on 

L is exρlicitly noted. For the three-dimensional case (and for electromagnetic oscillations) this sum has been evaluated by Casimir and the result suitably regularized and renormalized agrees very well with experiment. For the one-dimensional case

This cannot be directly used, but regularization and renormalization are required. Notę that the divergence in expression (2.3) is of the ultraviolet type, i.e. results from the possibil- ity of arbitrarily short waves. There are many methods of regularizing the sum in formula (2.3). The shortest way is to use the definition of Riemann,s dzeta function (2.4)

(2.2)
(2-3)

therefore



519valid for 5 < — 1, and to identify the sum in exρression (2.3) with ζ(-1) = —1/12. Here, however, we are interested with lattice regularization. Let us introduce lattice points at 
k

x =-------L, k = l,...,lV (2.5)N + l vand convert the differential equation for the amplitudę of the oscillationsEM = 0 (2.6)into a difference equation in the space variable:dM(k) ,
----- — -a~2[A(k + l)-2A(k) + A(k-l')] = 0, k = 1, ..., N, (2.7) 

dtwith the boundary conditions Λ(0) = A(N+1) = 0. (2.8)This approach, where time remains continuous and a lattice is introduced for the space dimensions only, is known as the Hamiltonian method. The solutions periodic in time read for equation system (2.7)
An(k~) = e'ω", sin v„k, n = 1, ..., N, (2-9)where

πan

and the eigenfrequencies are
(2.10)
(2.11)It is important that there are only N independent solutions. The solution for n = N+ 1 vanishes identically, while that for n = N+2 reproduces that for n = 1 and so on. Therefore, the divergent sum (2.1) is replaced by the finite sum

N1 ∖ ' πn
E0(L; a) = — > sin--------- -

0V ' a / j 2(N+1) » = i 1
2a

(2.12)
In order to go to the continuum limit, the right hand side of this relation should be expanded in powers of a:

2L
Eo(L', a) — 2

πa
1

2a
(2.13)

The terms not written out explicitly vanish in the continuum limit a → 0. Formula (2.13) has the required regularized form. The third term is the correct finite answer (cf. e.g. Ref. 



520[1]). The first two infinite terms must be removed by renormalization. In order to eliminate the first term let us notice that the quantity of interest is not just E0(L), but the difference between E0(L) and the energy contained in the relevant region 0 ≤ x ≤ L, when there are no plates. Denoting this difference by ΔE0(L), we have in the limit a → 0, Ar → oo:E0(L) = E0(L)- ±-E0(AΓL) = +const.
√F 24L

(2.14)
The constant is formally infinite, but it is not measurable and can be put equal zero by convention. Thus the required finite result is obtained.

3. Transition to the continuum limit, when the Monte-Carlo method is being usedIn the preceding section the transition to the continuum limit was simple, because an analytic expression for the quantity of interest was known. Usually, however, the lattice calculations are performed using the Monte-Carlo method and then only numerical results are available. Ali dimensional quantities are obtained in units of powers of the lattice spacing a, and it is by no means obvious, how the transition to the continuum limit should be madę. In such cases the renormalizatiomgroup provides us with the necessary tools. For an SU(W) gauge group the following formula relates the coupling constant to the lattice spacing

The gauge theory scalę A cannot be calculated from the theory. Even without knowing it, however, it is elear from the formula that the continuum limit α → 0 corresponds to the weak coupling limit, x → 0, of the theory on the lattice. It is remarkable that however large the continuum coupling constant is, the continuum limit of the lattice theory is always obtained for the lattice coupling constant tending to zero.Any dimensional quantity can be calculated in units of A to a suitable power. For instance, the so called string tension σ has dimension cm"2. Thus the dimensionless param- eter is σ σa2
A2 = (∕lα)2 - (3.3)

The numerator (σα2) equals σ in units of a~2. Therefore it can be obtained by the Monte- -Carlo method. The denominator (√lα)2 can be obtained from formula (3.1). Therefore, for given g2 the ratio σ∣A2 is calculable on a lattice. For a sufficiently smali it should not depend on a and a smooth extraρolation to a = 0 should give the continuum limit.

(3-1)
(3.2)where



521The scalę A is not calculable, and in the continuum theory depends on the renormaliza- tion scheme chosen. This corresponds in the lattice theory to the choice of the action on the lattice (cf. following section). The dependence of A on the renormalization scheme is calculable. It is enough to evaluate any measurable quantity in the two schemes. Each result will depend on the corresponding A. Comparing the two results, which should be the same, one finds the relation between the A—s. Thus e.g. calculating the vacuum to vacuum transition amplitudę
Z = ∣0Ue~sm, (3.4)one finds the relation between the scales A for lattice gauge theory with Wilson,s action and the continuum theory with the Pauli-Villars renormalization scheme, both for the SU(2V) gauge theory [2, 3] ∕ 3π2 \Λw = 0.023680 exp ( — ~^.2 ) ^pv∙ (3.5)

The application of formula (3.1) in practical calculations requires some care. For g2 too smali the Monte-Carlo method becomes very inefficient. On the other hand for g2 too large, formula (3.1) may be invalidated by the presence of a phase transition or some other nonperturbative effects. The existence of a window with g2 neither too smali nor too large is a necessary and not obviously satisfied condition for the applicability of the approach presented here. In particular it is quite possible that this window is present for some choices of the lattice action and absent for others [4], This is one of the reasons why it is important to study the dependence of lattice gauge theories on the choice of the action on the lattice.
4. Wariant actions on a latticeA lattice consists of plaquettes. For a gauge group U(7√), to every link of every plaquette a unitary matrix Ui is ascribed. The index i labels the links. The product of the four matrices 

Ui corresponding to the four links forming a plaquette (cf. Fig. 2) is the building błock
V‘X ⅛

Fig. 2. Plaquette P 



522for the single plaquette action. A useful notation is
Up = U1U2U3U4. (4.1>The subscriρt P denotes here the ρlaquette delimited by the four links 1, 2, 3, 4. The tracę of Ue is gauge invariant in the sense that fęr any four unitary matrices Vl, ..., V4Tr Up = Xr(Vl+UlV2V2+U2V3V3+U3V4V4+U4Vl)- (4.2)Also the tracę of an arbitrary polynomial in Up and Up is gauge invariant.The action for the whole lattice is usually assumed equal to the sum of the single plaquette actions corresponding to all the ρlaquettes forming the latticeS = ∑ SP. (4.3)

pThe single ρlaquette action Sp should be a gauge invariant function of the corresponding matrix Uv. Here, however, there are many possibilities. Thus Wilson,s action [5] is defined by
g2Sp = Tr(l∕+C∕+-2). (4.4)Here and in the following the subscript P of Up is omitted. Manton,s action [6] isg2Sp=-TrX2, (4.5)where

U = eix. (4.6)There is an infinity of other choices. There are only two restrictions. Firstly, the action Sp should be gauge invariant — this is always satisfied, when is the tracę of a power series in U and U+. Secondly, the action SP should have the correct “naive continuum limit”, i.e. relation (4.5) should hołd in the limit X → 0. The hypothesis that any lattice action, which satisfies these two conditions, yields in the continuum limit the same field theory is known under the name of universality.For a ≠ 0, or equivalently for X ≠ 0, lattice gauge theories, which are equivalent according to the universality hypothesis, may behave quite differently. Thus for instance, the gauge theory on a two dimensional lattice for the gauge group U(A) and N → oo has a phase transition, when Wilson,s action is used [7], and has no phase transition, when Manton,s action is used [8], As explained in the preceding section, such differences may be very important for practical calculations, even if the continuum limits are identical in the two approaches. In order to get some insight into the variety of the possible phase structures, we will study the gauge theory on a two-dimensional lattice for the gauge group U (A) with N → oo assuming
L 

Sp= X^Tr(t/,+(t/+),)’ 

/=1

(4-7)
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7Γhe L real constants βl are free. Since we expect complicated phase structures, the Monte- -Carlo method cannot be used. In order to make an analytic solution possible, we had to limit our discussion to a two-dimensional lattice and to the comparatively simple gauge group U(A) with N → co. For L = 1 action (4.7) reduces to Wilson,s with β = β1∣2 and with an irrelevant constant omitted.

5. The vacuum structureAli the necessary information about the lattice system is contained in the partition function Z or in the function F defined byZ = eF = ∫ ^Ue~'sm. (5.1)Here S(U) is the to tal action of the lattice for given matrices Ui on all the links and 3>U is an (invariant) integration over all possible matrices on all the links. In two dimensions expression (5.1) can be replaced by a much simpler one. Consider the ρlaquette shown in Fig. 2. By a suitable choice of gauge (here of the matrices V1 and V2) one can always replace the matrices U2 and U4, by unit matrices. This corresponds to the temporal gauge in the continuum theory. Moreover, sińce the integration Q>U is invariant, we can replace the matrix U3 by C7f1 U3. Then UP reduces to U3. It is easy to convince oneself that a similar transformation can be performed on all the plaquettes simultaneously, if we ignore possible problem at the boundary of the lattice. Since the total number of plaquettes √K2 is assumed very large, we indeed can forget about the O(√K) boundary plaquettes. One also can check that this transformation cannot be realized on a lattice in morę than two dimensions. After the transformation, the integral (5.1) factorizes into (approximately) √K2 identical integrals, each over one matrix. Thus we can calculate first for a single plaquette PZP = eFp = ∫ S>UPes‘‘{Up> (5-2)and then, if necessary, use the relationsZ = (Zp)-'r', F = Λ~2Fp. (5.3)Since, however, ZP and FP contain all the information we need, we will use only formula (5.2) omitting in the following the subscripts P.Using a well-known theorem of Weyl one can reduce the integral (5.2) to an A-fold integral over the eigenvalues of Up (cf. e.g. Ref. [7]). Since Up is a unitary matrix, each of its eigenvalues can be written as exp (iφ) and

where S(φi) is obtained from Se(U) by substituting exp (iφi) for U and exp ( — iφi) for 
U+. For N → oo the expression further simplifies. In this limit the zero order approximation

(5.4)
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of the steepest descent method becomes exact and (cf. e.g. Ref. [7])

N N

f-Σ

i=l i≠jHere φi, ..., φ,v are the real numbers, each from the interval 0 ≤ φi≤ 2π, which when substituted for φl, <pN maximize F. It is convenient to rescale the action by
(5-6)

and to introduce for the numbers φl,..., <pv a density distribution denoted ρ(φ)and normal- ized by
2π

∫ β(,φ)dφ = 1. (5.7)
oBy definition ρ(φ) should be non-negative

β(φ) > 0- (5.8)Using ρ(φ) and S(φ) one can rewrite relation (5.5) as
2n 2n 2π

F = J S(φ)ρ(φ)dφ+⅛ | ⅜ [ ⅜ ln sin2 ρ(φ)ρ(ψ). (5.9)
0 0 0The function ρ(φ) defines the vacuum structure i.e. the structure of the ground state of the system. It can be obtained by maximizing the functional F (5.9) under the constraints (5.7) and (5.8). The constraint (5.7) can be imposed by introducing a suitable Lagrange multiplier i.e. maximizing instead of F the functional

2π

F = F+μ ∫ ρ(φ)dφ.
0

(5.10)
6. Equations for the density ρ(φ)The maximum of the functional F can occur either when the functional derivative with respect to ρ(φ) of the right hand side of relation (5.10) vanishes

2 (61)



525or when ρ(φ) = 0. (6.2)In generał the rangę 0≤ φ ≤ 2π will split into sections C1, ..., Cm, where equation (6.1) holds and into sections C1, ..., Caγ, where ρ(φ) = 0. Usually M = M' except for the case when M = 1, 'M, = 0 and equation (6.1) holds in all the interval.Equation (6.1) is not very convenient, because it contains the unknown ρarameter μ. Differentiating with respect to φ, we obtain on the sections Ci the equations derived by Gross and Witten in Ref. [7]:
2π

8S C φ-ψ
+P J β(ψ) ctg dγ = 0. (6.3}oThe P in front of the integral means that the principal value should be taken. It is important that a solution of equations (6.3) is not necessarily a solution of the original equation (6.1). Indeed, integrating equation (6.3) with respect to φ we find for <p on Ci

S(φ) +

2π ρ(φ) ln sin2o i = 1, ..., M. (6.4}
There is nothing in the Gross-Witten equations to ρrevent the constants -μl from being different from each other. Thus, in order to obtain solutions of equation (6.1) it is necessary to supplement the Gross-Witten equations by the subsidiary condition

μi = μ2 = ••• = ⅛∙ (6.5}Another constraint is that a solution of equation (6.1) is acceptable only if it satisfies the positivity condition (5.8).For action (5.6) the Gross-Witten equations can be solved in closed form. Before presenting the solution, however, let us see how far one can go using simple thermodynami- cal arguments. 7. Thermodynamical discussionIt is convenient to interpret the rangę of φ as the circumference of the unit circle. Then all the solutions for ρ(φ) can be classified as follows (cf. Fig. 3). A solution belongs to class Ao, if equation (6.1) is satisfied in all the rangę of φ. It belongs to class Am(Bm), if there are M arcs where ρ(φ) = 0, M arcs where ρ(φ) is a positive solution of equation (6.1) and ρ(0) is positive (vanishes). In the notation introduced in the preceding section, for class AM the point φ = 0 belongs to one of the arcs Ci, while for class BM it belongs. to one of the arcs Ci. In Fig. 3 only symmetric solutions withρ(2π-φ) = ρ(φ)are drawn. This symmetry can indeed be proved [9]. (7.1),



526 In order to apply thermodynamics the following dictionary is helpful
β inverse temperaturę 1/T (7.2)
-F∣β free energy (7.3)
- ∫ S(φ)ρ(φ)dφ∣β 

0
internal energy (7.4)

-F∣β potential Ω (7.5)
2 ^dφdψρ(φ)ρ(ψ)lnam2 % entropy (7.6)
μi∣β chemical potential on arc Ci (7.7)type of solution type of phase. (7-8)The system can be replaced by a gas of N non-interacting atoms free to move along the circumference of the unit circle. Since N → oo, the density ρ(y>) is used instead of a list of the individual coordinates φi.

Fig. 3. Classification of phases. Continuous lines denote the arcs C1∙, dotted lines denote the arcs C∣. The 
point φ = 0 on each circle is indicated by an arrowThe constant β is some common scalę of the constants βt, ..., βlj occurring in formula (5.6). A morę precise definition will not be necessary. The result that F[ρ] should be maximi- zed corresponds to the well-known' theorem that at fixed temperaturę the equilibrium state is reached, when the free energy takes its minimum value. When besides the temperaturę the chemical potential is fixed instead of the number of particles, one has to minimize 



527instead of the free energy another thermodynamical potential denoted Ω. This corresponds to the maximization of F[ρ].ln statistical physics at fixed temperaturę many parameters and functions can have sharply defined values only in the so called thermodynamical limit, when the number of degrees of freedom tends to infinity. Similarly in the present problem, the simple and dispersionless formulae for F and F or ρ(φ) have been obtained due to the limit N → co 1.At Iow temperaturę (weak coupling) the minimization of the free energy is almost equivalent to the minimization of the internal energy. Then all the gas concentrates near the highest maximum of S(φ). In the most common case, when this occurs at φ = 0, the Iow temperaturę phase is A 1. According to the discussion from Sect. 3, therefore, the continuum is usually reached from the phase Ai and all the other phases are just a nuisance.When temperaturę increases, the entropy term gains in relative importance. Notę that the entropy considered here has exactly the interpretation given to it by Boltzmann. It is the logarithm of the phase space available (in the space of all the unitary matrices t∕p) when all the eigenvalues are fixed. The entropy term tends to increase the distances between the particles. Thus the arc Ci centred on φ = 0 spreads. Now two things may happen. Either the arc spreads continuously untill it fills all the circumference and then there is a phase transition √41 → Ao, or, if there is another maximum of S(φ),a new arc around this other maximum may form. For instance, if there is a maximum at φ = π, as is the case for some choices of the coupling constants when
S(φ) = βl cos 93+⅜ β2 cos (7.9)the phase transition may be A1 → A1.In either case the name phase transition is correctly used. In thermodynamics there is a phase transition, when at some β = β0 either there is a discontinuous change in the parameters of the system, or the evolution law changes with changing temperaturę. According to a classification due to Ehrenfest, when the ⅛-th derivative of the free energy is discontinuous at β = β0, while F itself and all its derivatives of order n < k are continuous there, the transition at β = β0 is of A'-th order. When the number of arcs Ci changes it is almost obvious that the evolution law also changes. E.g. at the transition Λ∣ → Ao the arc C1 stops spreading.The transition Ao <→ Al is of third order as shown in Ref. [7]. It is therefore plausible that all the phase transitions, where an arc Ci disappears are of third order. On the other hand transitions, where a new arc Ci is formed at a finite distance from other arcs Ck≠i can be shown to be of lower order. This can of course be proved by inspection of the exact solutions, which we will derive. It is interesting, however, that a simple thermodynamic argument leads to the same conclusion. It is well known in thermodynamics that, if in a phase the system can be overheated, or overcooled, the corresponding transition is of first order. For instance for the transition Al <→ Ao it is not possible to imagine overcooling or overheating. On the other hand the phase transition Al → A1 can be delayed. It is possible to imagine that the arc Cl will go on spreading and the arc C2 will not be formed.

The authors thank dr. J. Wosiek for a discussion concerning this point. 



528Formally this corresponds to the situation when both solutions Al and Λ2 exist, but solution A2 corresponds to a higher value of F. Calculations show that the corresponding phase transition is of second order in our model. The difference with respect to standard thermodynamics is understandable. When e.g. the temperaturę of water in equilibrium with its vapour is rised, all water goes over into vapour, however smali is the change of 
β. Here smali changes in β cause only flows of smali quantities of the gas between C1 and 
C2. Consequently there is no discontinuity in the internal energy and no first order transition.Also the question, when a new arc is formed has a rigorous answer. One easily shows (cf. Ref. [9]) that when μi > μj, particles will flow from arc Ci to arc Cj. The equilibrium condition is the one given by formula (6.5). Thus the chemical potentials defined by formula (6.4) have the properties known from standard thermodynamics. Bachas and Dashen [10] have recently suggested that a first order transition occurs, when a new maximum (in their paper minimum, because of a different convention) in the aćtion S(φ) appears. The present analysis gives instead a theorem rigorously valid for our model: The phase transition occurs, when the chemical potential of a particie at the new maximum equals the chemical potentials on the existing arcs Ci.

8. Solution for the strong coupling phaseFor the strong coupling phase the Gross-Witten equations (6.3) are satisfied along all the circumference of the unit circle. In order to find the density ρ(φ) let us define on the complex piane the function Φ(z) = (8.1)
The integration is over the closed contour density ρ(φ) by |r| = 1. The function ρ(τ) is related to the

ρ(e'ψ) = ρ(φ) for eiφ on C. (8.2)Formula (8.1) defines two holomorphic functions: the function Φ÷(z) holomorphic inside the unit circle and the function Φ (z) holomorphic outside. For |z| = 1 the function is undefined, but denoting by Φ1(τ) the limits of the functions Φi(z) for z tending to a point τ with ∣τ∣ = 1, we have (cf. e.g. Ref. [11])Φ+(τ)-Φ"(τ) = 4πiρ(τ) (8.3)
Φ+(τ) + Φ^(τ) = 2P

c

" ρ(z)dz = α(τ) + l.z —τ (8.4)
The second equality in formula (8.4) follows from the Gross-Witten equations (6.3), because α(el'',) = ∂S∣∂φ. (8-5)



529It is seen from relations (8.3) and (8.4) that knowing the difference Φ+(τ)- Φ~(τ) it is easy to calculate the sum Φ+(τ) + Φ~(τ). In order to solve the inverse problem let define the function
Ψi(τ) = ±Φi(τ). (8-6)Substituting into the relations (8.3) and (8.4), we can use the known difference Ψ+(τ)-Ψ~(τ) to derive Ψ(z) = i f≤τj+idzπ J τ-z 

c
(8.7)

and
(8^)

For S(<p) given by formula (5.6) the integration can be explicitly performed and one finds
(8.9)

It is seen that this density is correctly normalized to unity, but the positivity condition for all φ is satisfied only, if all the coefficients βl are sufficiently smali. Thus indeed this is a strong coupling phase.For action (5.6) this phase always exists. It is enough, however, to ρerturb S(φ') in the vicinity of one point φ = φ0 so thatlim l(∂S∣∂φ)^φo^ε-(∂S∣cφ)φ^φo + e'] > 0 (8.10)e-0and the integral (8.8) for z = exp (zφ0) will diverge to minus infinity. Thus the positivity condition cannot be satisfied and the strong coupling phase does not exist. This explains the absence of the phase transition for Manton,s action (cf. Ref. [8]). It also shows how unstable the phase structure is with respect to changes in the single plaquette action.
9. Solutions for other phasesAlso in the case of phases other than Λo the Gross-Witten equations can be solved by standard methods (cf. e.g. Ref. [11]). The definition (8.1) remains valid, except that now 

C denotes the sum of arcs, where the Gross-Witten equations are satisfied. Equation (8.2) holds only on C, while on C the function ρ(τ) is unknown. Equation (8.4) is replaced by the pair of equations Φ+(τ) + Φ (τ) = α(τ) + i on CΦ+(τ)-Φ^(τ) = 0 on C. (9.1)(9.2)



530Thus neither the sum, nor the difference of the functions Φ+ and Φ~ is known on all the curve jτ∣ = 1. In order to circumvent this difficulty, one introduces the auxiliary function
(9-3)

where exp (∕ψ7∙) for j = 1, ..., 2M are the end points of the arcs Ci. The cuts of the square root go along the arcs Ci, so that labeling as before by superscripts ± the functions inside and outside the unit circle, we have for z tending to a point τ on the circumference(9.4)Therefore
(9-5)

and proceeding as in the previous section
~R⅛(τ) f «(z)+ł2π2 J⅛)(z-τ) Z'

c
(9-6)

Substituting the solutions (8.8) and (9.6) back into the Gross-Witten equation, one finds that ρ(τ) given by formula (8.8) always is a solution, while ρ(τ) given by formula (9.6) is a solution only if the M subsidiary conditions
(9-7)

are satisfied. For given C these are constraints on the action S(<p). In our case S(<p) is given, and the constraints (9.7) together with the constraints (6.5) limit the possible choices of 
M and of the end points ψj,j = 1, ..., 2M. It follows from the generał theory (cf. Ref. [11]) that, when conditions (9.7) are not satisfied, the Gross-Witten equations have no bounded solutions. Solutions unbounded, but integrable, exist in generał and cannot be discarded a priori. One can show, however, (cf. Ref. [9]) that they cannot correspond to maxima of the functional F and consequently are of no interest for our work.The density ρ(<p) is given by the formula (9-8)The function ρ(<p) for exp (i<p) on C is also of interest, however, because the constraints(9.7) can be replaced (cf. Ref. [9]) by the equivalent and morę convenient set of constraints

∫ ρ(φ)dφ = 0;
c(

i = 1, ..., M. (9-9)



531This completes the analytic solution of our problem. Integral (9.6) can be explicitly evaluated (cf. Ref. [9]), but the formula is not very instructive and we do not quote it here. The time consuming part of a practical calculation for given coupling constants, i.e. for given 
βl, ■■■■> is to find using conditions (6.5) and (9.9), which values of M correspond to acceρtable (ρ >0) solutions and what are the corresponding end ρoints y1, ..., y>2M. There is a generał theorem (cf. Ref. [9]) that phases with M > L are impossible. This redupes somewhat the necessary work.For £ = 2 it is possible to perform all the calculations analytically and one obtains the phase diagram shown in Fig. 4.

Fig. 4. Phase diagram for action (5.6) with L = 2. The continuous lines denote the third order transitions, 
the dashed lines denote the second order transitions. The dotted lines denote the existence limits for the 

metastable phase A1 and Bl

10. ConclusionsOur work shows that even in a highly simplified model the phase structure may be arbitrarily rich and is sensitive to details in the functional form of the single plaquette action.



532 Both pessimistic and optimistic conclusions can be drawn from this result. The bad news is that there is no chance to explore a significant fraction of possibilities by choosing simple actions, performing Monte-Carlo calculations and publishing the phase diagrams obtained.On the other hand, sińce the phase structure is so flexible and potentially so rich, there is a good chance to find an action corresponding to a favourable phase diagram, whatever other requirements are imposed on the action. For instance optimizing the convergence to the continuum limit [12], or trying to improve the signal to noise ratio in the search for nonperturbative effects [13] should not be connected to some unavoidable deterioration of the phase structure.One of the authors (KZ) thanks the organizers of the Smolenice Conference for their hospitality.
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