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We present some basie properties of the gauge theories in the lattice formulation. We 
discuss the possible order parameters of the theory and their usefulness from the point of 
view of the numerical calculations. We study the properties of the Iow coupling constant 
expansion, i.e. the continuum limit of the theory. Finally we show the results of the numerical 
calculations for various lattice systems.
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1. IntroductionTraditionally quantum field theory is constructed by doing perturbation theory in the coupling constant. This tradition stems from the success of quantum electrodynamics, where the smallness of the fine structure constant α ≈ 1/137 strongly suggests a perturbative approach.With the advent of quantum chromodynamics (QCD) as a candidate for the theory of strong interactions it became elear that ρerturbative techniques, though very useful in describing short distance properties of the strong interactions, are inadequate to handle the long distance features of the theory, like the phenomenon of quark confinement.In order to meet this need, Wilson invented [1] a lattice version of QCD, which leads itself quite naturally to a high coupling constant expansion and indeed produces results that can be interpreted as quark confinement. But the Iow coupling constant expansion is now a very heavy handed machinery, sińce it is lacking Lorentz-invariance and moreover 
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has a growing complexity in the Feynman rules, as the order in the coupling constant increases. This is to be contrasted with the continuum version of QCD where the Feynman rules are fixed once and for all.One obvious question is now: are continuum and lattice version of QCD the same when the lattice length becomes smali? “Smali” means “smali with respect to some typical length in the problem”.This question is not yet answered. Yet there are encouraging results, in particular the result that the coupling constant in lattice theory renormalizes up to one loop in the same way as in continuum theory, that is, also the lattice theory is asymptotically free [3]. The renormalization group scales are substantially different (and varying with the gauge group). This is a result that will be discussed in Section 4, where we will go into the details of the smali coupling constant expansion. All this means that the eventual continuum limit of the lattice theory has to be taken by letting the coupling and lattice spacing go to zero consistent with asymptotic freedom.A second important question: is the quark confinement that one finds for high coupling still persisting for Iow couplings?In the subsequent three Sections we will phrase this question as follows: are the high coupling constant and the Iow coupling constant regions separated by singular points in the coupling constant ? For most gauge groups this has not yet been answered by theory. In Section 3 we define order parameters that are very useful in extracting numerical informa- tion on this problem. In Section 4 their Iow coupling behaviour is calculated. In the last Section we give the numerical results on various gauge groups in four dimensions, and for various spin-spin theories in two dimensions. A preliminary presentation of these results has been given in a preprint (May 1980) [4],
2. Some elementary facts about lattice gauge theoryThis Section serves mainly to fix notations and recall basie facts, most readers may skip this Section [5] and start with Section 3.The basie variables in gauge theory are vector potentials Aaμ(x~), when we give the continuum formulation. Here the index μ is the Euclidean index μ — 1, 2, 3, 4 and a num- bers the degrees of freedom in the Lie algebra of the gauge group iu question. (For example, the gauge group SU(2) has three vector potentials Aaμ, a = 1,2, 3)- It is useful to introduce a matrix notation for the potentials: if 2„(a = 1, 2, ..., N2~ 1) are the N2-l generatora 

(N × N matrices) of the SU(Λr) group, with normalisationTrΛA = 2⅛i (2.1)and with structure constants given by[Λfl, λb] = 2ifabcλc, (2.2)then we define Aμ(x) ≡ Aμ(x')λa∕2, where we sum over the index a.The gauge transformation Ω(x) are SU(7V) matrices and act on the potentials as
Aμ(x) = Ω~1(x)Aμ(x)Ω(x)-l-----Ω~1 (x)∂μΩ(x). (2.3)

s



617The field tensor Gμv(x) is defined by
⅛μv(x) = M>(x) “ SvAμ(x) + ig[Λμ(x), Xv(x)]. (2.4)It is antisymmetric in u <→ v and transforms under (2.3) asG"v(x) = Ω~1(x)Gμv(x)Ω(x). (2.5)The action S is defined as [2]S = ⅜ ∫ d4x Tr GμvGμv ≡ S(A, g) (2.6)and is invariant under gauge transformations (2.3). Observe thatS(A, g) = p S(gΛ, 1). (2.7)

The quantum mechanics of this system follows from the formal expression
(2-8)where the right hand side of (2.8) is an integral over all configurations of potentials and where quantity Z(l∕g2) is the partition function or vacuum functional of the system.The content of (2.8) is then defined by expanding (2.8) around g2 = 0 (this involves choosing a gauge and calculating the Fadeev-Popov determinant, see Section 4) and by giving the coefficients of (g2)n a meaning through a regulator.As stated in the introduction it could be useful to have a formulation which does not depend on using perturbation theory. Such a formulation was provided by Wilson, and we will explain it in the next lines.First, consider a hypercubic lattice in four dimensional space. For definiteness we will suppose periodic boundary conditions in all four directions, so that the lattice is really a four dimensional hypertorus with lengths aμ in the μ,th direction. So in total we have 

al × a2 × a3 × ai lattice points.On every link lij connecting nearest neighbour points n and n + μ (see Fig. 1) we define an SU(7√) matrix U(n, μ). A natural orientation of each link is obtained by fixing

n n*μ

Fig. 1. Plaquette Pμv(n). Links are oriented in positive direction; arrow gives the tracę orientation in 
Eq. (2.10)



618
the positive direction on each of the four axes; then a link with positive orientation is given by (n, n+μ) and with opposite orientation by (n+μ, ri). If the link (n, n + μ) carries the matrix U(n, μ), then by definition (n + μ, ri) carries the matrix U~1(n, μ).The gauge transformations Ω are defined on lattice points n, and by definition

Us2(n, μ) = Ω~i(n)U(n,μ)Ω(n+μ). (2.9)The Wilson action becomes now on every plaquette Pziv(w) (see Fig. 1)⅜(1-j^Tr U(n,μ)t∕(n+μ, v)t∕ 1(n + v,μ)U l(n,v)^

+complex conjugate. (2.10)The factor 1/N renders S, non-negative. The tracę in (2.10) corresponds to going around the plaquette as indicated in Fig. 1. The complex conjugate corresponds to going around in the opposite way. The total action is
S = ∑ S(Pμv(n)) ≡ S(U)

n,μ,vand is non-negative (to achieve this we put the factor 1/N in (2.10)). Then the lattice action is manifestly gauge invariant; it is also related inthe limit of vanishing lattice length to the continuum action (2.6).In order to see this we must first relate the link matrices to potentials. Calling the lattice length a, we define

(2.11)

It follows that U(n, μ) = e10^. (2.12)
U(n+μ, v) = elθ7w',+'0, 
U(n + v,μ) = efax"fn+v∖

U(n, v) = eiaA“(n\ Introduce the lattice derivative dμ(n), defined by4/ V/ f(«+^)-/(«)Λμ(∏)∕(∏) = -----------------a

(2.13)

The three potentials appearing in (2.13) can all be exρressed through the lattice derivative ∆μ(ri) in terms of Aμ(ri), e.g.:
Av(n+μ) = (aΔμ(n) + Γ)Av(n). (2.14)This means that (2.10) becomes

S(Pμv(n)) = ⅜(1- 1 yr eΓαAμ(n)e∣α(αdμ+ l)Av(π)e~ifl(αzlv+ l)Aμ(n)e~ iaAv(n')

(2.10')
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Use now exp A exp B = exp {A+B+⅜ [A, B] + higher order} (2.15)to see that

Φμ,(A, AA) = AμAy-AyAμ + i[Aμ, Ay] + o(a). (2.16)Then (2.10'), the lattice action per plaquette equalsS(P√n)) = [α4 Tr Φt+o(* 6)]so the total lattice action tends to
Sl → ~ J d4x Tr (∂blAyi + i[Aμ, Av])2 = ~ S(A, 1). (2.10")

In conclusion: lattice action and continuum action differ by a factor 1∣2N, whenthe lattice length goes to zero.The statistical mechanics of the lattice system is given by
Z(β) = ∫ ∏ DU(l) exp [-βSii{t∕(∕)})]∙ (2.17)

iThe symbol DU(l) stands for invariant integration over the group SU(tV); we suppose the volume to be normalized to 1. From what has been said below Eq. (2.10") and com- paring with Eq. (2.8) it follows that β∣2N has to be identified with 1/g2 in the continuum limit.The partition function (2.17) is the corner-stone of the lattice approach. The integrand in (2.17) is the “Boltzmann factor”, and is used to calculate averages of gauge invariant quantities Q({U(l)})

3. The order parametersIn this Section we want to discuss various order parameters that are needed to char- acterize the eventual different phases of gauge theories, and the relations between them.3.1. The most widely used order parameter in gauge theories is the Wilson-Wegner loop [1, 6] A(C). Defined as the expectation value of the tracę of the ordered product of all link variables along a closed curve C, it has the behaviour as put down in Table I.
Behaviour of order and disorder parameters for large perimeter and large area

TABLE I

Parameter

Phase
Disordered

(Iow β)
Maxwell type 
(medium β)

Ordered
(high β}

-log A(C) ρ×(area of C) σ× (perimeter of C) τ× (perimeter of C)
-logB(0 r*  x (perimeter of C) σ*  x (perimeter of C) ρ*  ×(area of C)
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The disorder ρarameter B(Cd) is defined on a loop in the dual lattice in the following way: take any surface Σd(Cd) in the dual lattice with a boundary Ci. Consider all plaquettes 

P in the original lattice that are dual to the plaquettes in Σi(Ci), and insert in the correspond- ing Tr U(P) a fixed element z = ein2*ltl of the centergroup.The disorder parameter Bn(Ca) is now defined as the ratio of the partition function calculated with the new traces Z(n, Ci∙, β) and the usual partition function Z(β)

Bn(Ci) =
Z(n, Ci ', β)

Z(β)
(3.1)

We have put in the Table the behaviour of order and disorder parameter. If the gauge group is the centergroup itself (i.e. Z(Λr)) then the theory is selfdual and
An(C)(β) = Bπ(C)(j3*) (3.2)for N ≤ 4. (For W ≥ 5 we have [jV∕2} dimensional parameter space and (3.2) is not as simple.)The order and the disorder parameters together do define three possible phases: the Iow β “confinement” phase, the intermediate β “Maxwell” type phase and the high β “ordered” phase. (For a description of these phases see Ref. [7].) The coefficient ρ of the surface term in log A(C) is called thexelectric string tension, the coefficient ρ*  of the surface term in log B(C) is called the magnetic string tension. The electric string tension can be calculated in a Iow β expansion. These series are known in some cases up to 14th order in β [18].3.2. We will study in this section order parameters thht are very useful for numerical work. The physical idea is to test the system for a phase transition by the introduction of a dislocation. We will illustrate this idea in the case of the two-dimensional Ising model.

Fig. 2. A two-dimensional lattice with twist



Consider Fig. 2. We have a a1 × a2 two-dimensional Ising system with actionS= ∑ (l-Z(i)Z(j)), Z(i)2 = l (3.3)
<iJ>and with periodic boundary conditions, so we have put the system on a torus. Consider the circle Cfxon the dual lattice in Fig. 2. It cuts a set of links all dual to the links consti- tuting Ci on which we switch the sign of the coupling. We get a new action (“twisted” action) which is s.= ∑ (l-Z(i)Z(J))+ ∑ (l+Z(i)Z(j)). (3.4)

<ω∙>*[c,"r  <u>e[c1*j∙We now calculate the two corresponding partition functions, keeping two independent couplings in the system: β^ which is parallel to the twisted links, and β± perpendicular to the twist. It is useful to split the (twisted) action into two parts, one containing all the parallel links and one containing all the perpendicular links:
s ≈ sll+sx (3.5)and St = S1∣∣+Stx. (3.6)So we have

Z(βll, J3x) = ∑ exP [-β∣∣S∣∣ ~βχβ±] (3.7)
{Z<i>}and Zt(j8∣∣, W = ∑ exP [-∕5∣∣St∣∣- βχ⅜x].
{Z(0)

(3.8)From the Onsager solution [8] we have asymptotically, in the limit of large a∣l and αxZt(β∣∣, W = Z(βn, β1) exp [-αJ∙t(∕J∣∣, βj], (3.9)where Z(^∣∣, β1) is the exactly known partition function and where
ft(βn, βj = 2(0ll-(0x)*) if βll > (j?x)* ≡ -1 log th βl= 0 otherwise. (3.10)The physical meaning of this result is elear: below the critical temperaturę (j3∣∣ > (∕lx)*) we have a non-vanishing free energy per unit length associated with the twist; put slightly differently, the twist can be considered as a dislocation and below the critical temperaturę there is a Bloch wali building up.Numerically (by Monte Carlo techniques, see Section 5) the free energy fκ is not easily accessible. What is easily accessible (see Groeneveld et al. [9]) is the mean twisted action, i.e. the derivative of ∕t

(3.11)Here we put ∕J∣∣ = j3x = β.
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Alternatively we can define a quantity ω(β) by staying entirely within the twisted system “ ¾)l°sz∙w'∙ωl'"-'1-'

=2(1+f)∙ w

The latter quantity has an advantage for computer calculations: the same precision in 
ω(β) is obtained with much less computer time than in Ω(β). In Fig. 3 we have plotted 
ω(β) and Ω(β).

The extension of the idea to bigger groups than Z(2) is straightforward: the links are twisted with a fixed element of the group. It is important to notę that the minimal value of the twisted action is always non-zero, no matter what the group is. Thus at Iow tempera­turę Ω and ω will approach a ćonstant if the group is discrete, and a value proportional to Λ∣"J1 in the case of continuous group (spin wave).3.3. Twist in four-dimensional gauge theoryIn four-dimensional gauge theories the physical idea behind the twist is the same as in two-dimensional spin-spin theories. There isonly a change in the formulation: instead of links coupling spin variables we have plaquettes coupling link variables. Therefore the circle Cd on the two-dimensional torus is replaced by a two-dimensional tθrus Tdv on the four-dimensional torus. Every plaquette P dual to this torus Tdv is “twisted”, i.e. instead of Tr U(P) we take zμvTr t/(P) in the twisted action, where zμv is afixed element of the center- 
gr-oup of the gauge group in question. So the twisted action becomesSt√Ω)= (l-⅛^TrU(P))+ (14τrw)∙ (113)

PeLTμ√]∙ J>*[V)∙In the planes orthogonal to the (μv) directions we have a twisted plaquette. We can see, by fιxing the gauge on the links as in Fig. 4 that the twisted action can never become zero 
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if the group is abelian. This is so because only on the rungs of the two ladders in the figurę we can still choose non-unit elements of the group. fiut in the abelian case we can never have Tr aba~lb^x = z.

In the non-abelian case we can indeed have this situation [4]. Take in SU(jV) the matrix 

and a cyclic step operator b, transforming the itb unit vector into the (j+ri)ib unit vector. Then clearly
abei = aei+n = zl0+πel+n,

baei = z,0bel+lt = zó+Bei+nso indeed Tr aba~1b~1 = z0”.Thus we have a zero modę of the twisted action; as a consequence, at very high β, the difference between mean twisted action and mean action will become zero. Physically it means that a non-abelian system knows how to circumvent the dislocation at very Iow temperaturę. The case where we introduce two twists in mutually orthogonal planes does not admit a zero modę [16].
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4. Smali coupling constant expansionIn this Section we shall try to treat in a concise but hopefully pedagogical way the smali coupling constant expansion.This expansion is not only important for the interpretation of our numerical results, but also for the continuum limit of the lattice gauge theory. In Section 4.1 we will review the main features of the expansion, in Section 4.2. we will study the relation between lattice and continuum theories.4.1. The smali coupling expansion — or high β expansion — is carried out around a (local) minimum of the action. Often this minimum is taken to be the trivial solution, sometimes a non-trivial one. The interested reader is referred to Ref. [10] for a host of details. The basie idea is to expand the field variables around the minimum configuration, and introduce suitable gauge conditions (which in generał will introduce ghosts).The gauge condition in lattice gauge field theory can be introduced in fuli analogy with continuum theory. Suppose we are calculating the average of some gauge invariant quantity Z(G) where U stands for a (periodic) configuration on the lattice∕∕fmy = f^∕(t∕)exp[-∕K(U)]∫Dl∕exp[-βS(G)] (4.1)It is elear that introduction of a “gauge fixing” function G(U) in every lattice point n byf ∏ DΩ(n)δ(G(Uii) (n)-C(n)) ≡ Δ~1(U, C)

nleads to [10] ∕∕tm> = I PUI(U)δ(G(U)-C)Δ(U, C)exp [-jgS(t7)] 
ς ( P ∫ DUδ(G(U)-C)Δ(U, C) exp [-βS(U)]<Z(t7)> is independent of C, and this admits the average to be written as:<∕f[Λ> = J PUW)⅛V> C ≈ G(U)) exp {-βS(U)-⅛ G2(L7)] 

ς 1 P ∫ DUΔ(U, C = G(U)) exp [-βS(U)-⅜ G2(U)]

(4.2)
(4-3)
(4.4)Formula (4.4) is generally true for any value of the coupling β. The factor Δ(U, C = G(t7)) is actually calculated in the large β limit in the following way:

Δ ~ 1(t∕, G(l∕)) = ∫ DΩδ(G(Un) - G(U)) (4.5)by supposing that the zero of the argument of the δ function for Ω = 1 is the dominant one for large β. (It is known [20] that for some gauge functions many gauge transformations annull the argument of the delta function.) Accepting this one canexpress the Δ(U, G(l∕)) as a determinant through the usual "Faddeev-Popov ghosts”.Now we have to become morę specific in order to prepare the ground for Section 4.2. Let us assume that the expansion is around the U = 1 configuration. We can now write, using the results obtained in Section 2, that
U(n, μ) = exp iagA,t{n) (4-6)
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and perturbation theory will be in terms of the potentiak Aμ(ri) around Aaμ(n) = 0. (Notę that β = gr~22N from Section 2 and (4.6).) The conversion from the measure dU{n, μ) to dAμ(ri) goes at the cost of introducing the curvature of the group

dU(n, μ) = dAμ(n) exp ∣^- ~ g2^(n)λ>)+O(g4∕)] , (4.7)
where we used the formula (4.10).For most purposes the choice of the gauge fixing term G(U) (n) is the Feynman gauge fixing, leading to the simplest Aμ(ri) propagator

<Λa(h)A,(π')> = δμv∆ " 2δ(n - n'). (4.8)The form of G(U) then is
G(U)(n)≈ΔμAμ(n). (4.9)The ghost term is now fixed, and leads — apart from usual ghost term [12] as in continuum theory (with due replacements of derivatives ∂μ by lattice derivatives ∆μ) — also to a local term of the same type as in (4.7) [10]. This stems from the fact that the response of Aμ(ri) to infinitesimal gauge transformations determines the ghost couplings, and this response is less simple than in the continuum case, and can be easily calculated from formula (4.10). The higher order in g we want, the morę vertices we can expect in the ghost couplings. Likewise, the gauge field couplings are rapidly gaining in complexity as we increase the order of g. We can calculate all the terms in the expansion of the lattice action (2.10) up to and including order g5 [13] by using the Baker-Campbell-Hausdorf formula up to and including fourth order

eAeB = ec, where
C = A+B+⅛ [A, B]+⅛ [A, [A, B]]+ ⅛ [B, [B, A]]—⅛ [X, [B, [A, B]]]+quintuple commutators. (4.10)Then we generate, through the first three terms in (4.10) the terms mentioned in (2.16), which gave the usual continuum limit. All the remaining terms are of order g2a, gsa2 etc., and will contribute to loop calculations. A very specific and useful example of such loop calculations in lattice gauge theory will be given in the next section.4.2. It is obvious that for anything we calculate on the lattice we want to take the limit of zero lattice length. Taking such a limit we must keep some measurable quantities fixed. In gauge theory such a quantity is the coupling constant defined as the value of the 3-point vertex at given gluon momenta M or, altematively, the string constant.The coupling constant g(M) as defined above, is expressible in terms of the bare coupling constant g, the lattice length a and the scalę Mg2(Λl) = g2 + g4[bit+b?]+g6[blt2+&2t+&!]+O(g8), (4.H)
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where
The order a terms are omitted as we are interested in the limit of zero lattice length. The coefficients b∖ and ⅛° have been calculated by Hasenfratz and Hasenfratz [14] for the gauge groups SU(2) and SU(3). That there are only logarithmic divergencies is not a priori elear, and has been checked to one loop [10, 14]. The sign of b\ is positive like in the analo- gous relation in continuum theory and leads to asymptotic freedom. The coefficient b\ has been calculated in continuum gauge theory.The interest of these quantities lies in the fact that they can define a length scalę a0. First by keeping gr(M) constant, we see from (4.11) that the bare coupling g has to decrease as a decreases, sińce b∖ is positive. Morę formally
with
where

(4.12)

Notice that a change of scalę M to M' (or a to a') changes t = log (π∕aM)2 to t' = t+c, where c = log {M∣M')2 (or c = log (a]a’)2). Obviously the coefficients β0 and βl do not change, so if b° = 0 for some mass scalę Mo we can calculate β1 from ⅛] alone. For SU(Λr)(4.12')
We can integrate the differential equation (4.12) and obtain then the coupling constant as a function of a or vice versa. Working up to order g6 in Ψ(g2) one findsQθ2 = exp (‰g2)-',1",°2(l+O(g2))∙ (4.13)
Formula (4.13) is interesting sińce it determines the behaviour of the lattice length in terms of g2. Formula (4.13) is only valid as g2 < 1. This way we have a length a0 in the system below which the coupling g2 is smali and perturbation theory is valid.Instead of gr{M), the renormalized coupling, we could keep the string constant [15] 
a' fixed; if we do this “ Λ2 = e(g2) (4.14)
and thus



627Then we would expect that
(4.15)Notice that this way of renormalizing makes the string tension of necessity non-zero for large β (smali unrenormalized coupling); that is, it is non-zero for all values of β, so confine- ment is supposed to be realized for all values of the unrenormalized coupling.The length a0 can be related to a length Λ~1 that is already measured in deep-inelastic scattering reactions. This was done for the groups SU(2) and SU(3) [14]. We will give here a simple argument how to extend it to any group SU(7√).The length Λ~1 is defined analogously to the length a0 in (4.13), but starting from a continuum formulation of QCD:
(4.16)

The left hand side of (4.16) is independent of M, the subtraction scalę, just as a0 in (4.13) was independent of a, the cutoff. A and a0 are related up to order g2{M) by substituting 
gr(M) from Eq. (4.11) into (4.16). It gives
Now b0l consists of two parts: one part proportional to N (the dimension of SU(iV)) and one part inversely proportional to N. We found it easy to calculate the latter part, sińce only two diagrams contribute to it: one contributing to wave function renormalization

Fig. 5. Self energy diagram contributing to order 1/N to coupling constant renormalization(Fig. 5) and one to vertex renormalization (Fig. 6). Moreover both these diagrams are gauge invariant and finite so their contribution is independent of the subtraction point. In fact the contribution of the vertex diagram to Z>° is
whereas the self energy diagram contributes
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Fig. 6. Vertex diagram constributing to i/N to coupling constant renormalizationto b01. Therefore the value of β0 from (4.12') gives
A2 -⅛cwmp[-2a⅞ (4.18)

The constant C(Λf) is N independent but subtraćtion-dependent, and many diagrams contribute to it. Formula (4.18) is up to less than a percent in agreement with the result quoted in Ref. [14] for N = 2 and N = 3 (Λα0)(SU(3))(Λα0) (SU(2)) = 1.4533 according to our formula,
whereas = 1.4521 in Ref. [14].Let us now discuss how it is that only Fig. 5 and Fig. 6 contribute to the Λ∣N part of b°. This is a simple matter of colour counting. The ghost couplings and the measure couplings can only give contribution proportional to N, as discussed below Eq. (4.9) and in (4.7). Therefore all possible contributions come from the expansion of the original plaquette action

U(Pμv(ri)) = eiφ^w, (4.19)where Φμv is as in Eq. (2.16). The couplings come from⅜(Tr eiφ- + c.c.) = -1 Φ°vΦ°μv + 1 Tr Φ* μv. (4.20)
The flux Φμv is — for one loop calculations — calculated up to and including terms of order g4, sufficient to calculate one loop corrections to the coupling constant. Since Φμv is 



629a sum of multiple commutators the first term in (4.20) will only give rise to one loop dia- grams proportional to N. But the second term may and indeed does give terms proportional to 1/N. In the limit of zero lattice length the only two diagrams are those of Fig. 5 and Fig. 6, and the respective couplings areg2α4 Tr (ΔiμAv-s)4 for the self energy diagram and

5. Numerical resultsWe performed a number of experiments calculating the quantity ω(β) described in Section 3 for various two-dimensional spin-spin systems. According to the argument by Migdal [22], the position of the phase transitions of such systems should be the same as that of the four-dimensional plaquette systems. The size of the system was rather smali. In all

g3α5 Tr (ΔlμAv-i)3 [Aμ, AJ for the vertex diagram.In both diagrams the loop connects two factors Δb,An which gives a) a gauge invariant result and b) gives in colour space a contribution
2 2 N2-l

~NNotice that the factors a4 (as) render the loop calculation finite. The typical integral appearing in the loop calculation is
«/a
∫ ⅛ 

-π∕α

∣W∣2+∣Pv(p)l2

∑ l⅛)i2 

e=i

(μ ≠ v),

where p is the momentum, and Pμ(p) is the Fourier transform of the lattice derivative:
⅛) = e,af*-l  

iaWhat is remarkable about the relation (4.18) is that the constant C(Λf) turns out to be large [14] Γ π2
Λa0 = 112.65 exp —⅛~τ

It states that asymptotic freedom is already valid on lattices with lattice length roughly speaking a hundred times bigger than the length Λ~1 (A is experimentally — i.e. in a world with gluons and quarks — about 400 MeV).
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the calculations we used a system with 400 sites in different combinations of ai and α2 periods.Fig. 7 presents our results for the U(l) system. This system is known [23] to undergo a phase transition at β ≈ 1.0 from the disordered phase to the spin wave phase. For β → oo we expect to approach the limiting value of d1 (1 — cos π∣ai) corresponding to the lowest

Fig. 7.a. co(∣8) for the U(l) spin-spin system in two dimensions for 5×80, 10×40 and 20 x 20 systems; 
b. a>(β) scaled by the limiting high β valueenergy solution with the twisted boundary conditions. Fig. 7a shows that this is really the case, and in fact the limiting value is reached very fast. Fig. 7b shows values of ω(β) scaled by the limiting number. The curves for growing al seem to approach the limiting form close to the step function with a jump at β ≈ 1.0.Fig. 8 shows the same for the four-dimensional plaquette system. For large β we 

expect ω(β) to approach the limiting value of a1a2(l-cosπ∣a1a2), which is in good agreement with the experiment. The scaled ω(β) shows similar features to that of the two- -dimensional case. The statistics in this exρeriment was much poorer (100 sweeps/point), which explains the bigger noise.
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Fig. 8. a. <o(β) calculated for the four-dimensional U(l) plaquette system for various smali sizes of the 
lattice; b. ω(β) scaled by the limiting high β value
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Fig. 9 represents results for the two-dimensional SU(2) system with various combina- tions of the a1 and a2 periods. For large β we expect ω(β') to reach the limiting value 41(1 —cos π∕d1) as in the U(l) case. The scaled ω(β) (denoted ωκ(β)) is shown in Fig. 9b. Again the curves seem to approach a limiting form, which however is completely different

Fig. 9. a. ω(β) for the SU(2) spin-spin systems in two dimensions; b. a>n(β) which is toffi) scaled by the 
limiting high β valuefrom the U(l) case. Instead of a jump we observe a rather smooth transition from the Iow to the high β region. Unlike the U(l) case the limiting value seems to be reached only for β → oo.Fig. 10 represents a summary of calculations for various two-dimensional systems with the gauge group chosen to be one of the subgroups of SU(2) (V*,  T*,  K*,  and I*).  Fig. 10a shows the perpendicular action σx vs β plot for these groups together with the SU(2) points. Similarly to the results by Rebbi [21b] for the four-dimensional gauge systems, the point at which the average action plot for a given group starts to differ from the SU(2) curve moves to larger β with increasing order of the group. Fig. 10b shows ω(jS) calculated for all these groups and two different choices for al and a2. For each of 
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the groups one can distinguish the ordered region, where a>(β) is independent of al and the disordered region, where it coincides with the ω(β) for the SU(2) system. It seems that the K*  and I*  groups display an intermediate phase.Fig. 11 shows the ω(β) plot for the 0(3) system in two dimensions. The behaviour is qualitatively the same as that for the SU(2) system.

Fig. 10. a. Average perpendicular action for various subgroups of SU(2) and SU(2) for the two-dimensional 
spin-spin system with 20 × 20 sites; b. ω(ft calculated for various subgroups of SU(2) and SU(2) in systems 

with 10x40 and 20x20 sites



634

Fig. 11. <o(β) for the 0(3) spin-spin system in two dimensions 

6. DiscussionFirst a generał remark that applies to all d = 2 spin-spin systems and four-dimensional plaquette systems that are examined by numerical calculations [21]. The Migdal hypothesis seems to be confirmed, i.e. the location of the phase transition seems only to depend on the group.Next we turn to the U(l) group. Both spin-spin and plaquette version show a elear transition at β ≈ 1.0 (Fig. 7, 8).The 0(3) and SU(2) systems have much less outspoken transitions to a spin wave phase at β ≈ 1.5 and β ≈ 2.0 respectively. The 0(3) system should have no transition according to the instanton arguments of Ref. [25]. But their arguments apply only to systems with linear dimensions larger than the average distance between instantons (about e6 * 8*fi lattice lengths). Thus our results for 0(3) are not in disagreement with ideas in Ref. [25].For the two-dimensional SU(2) system the instantons do not exist, so the spin wave phase might be genuine. But in appearance it is morę alike the 0(3) case than the U(l) case. The reader may notice that the “spin wave” phase starts at β ≈ 2.0; it has been remarked



635in Ref. [21] that the four-dimensional plaquette system of SU(2) starts to develop a “pertur- bative phase” equally at β ≈ 2.0 [24].The behaviour of the finite non-abelian subgroups V*,  T*  and K*  in two-dimensional spin-spin theories is displayed in Fig. 10. The action of the V*  group leads to the same statistical mechanics as the Z(8) actionS = ∑[l-⅜(ziζj∙+(ziz7)3 + c.c.)], z*  = 1. (6.1)
uThe observed first order transition of V*  and thus of the Z(8) action (6.1) differs remarkably from the two higher order transitions for the Z(8) action without the cubic term (zizj)3 as observed in Ref. [21b]. The T*  group has also a first order transition, whereas the K*  and I*  seem to display an intermediate phase.Two of us C.P.K.A. and J.J. want to thank Professor M. Veltman, Professor C. t,Hooft and Professor Th.W. Ruijgrok for hospitality at the Instituut voor The- oretische Fysica, University of Utrecht.
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