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ABSTRACT

Today’s Electronic Warfare (EW) receivers need advanced technology to achieve real-time surveillance 
operations. Dynamic and intelligent systems are required for UAVs and other airborne applications. The airborne 
Electronic Warfare systems must be knowledge-based systems, learning from the threat scenario with highly integrated 
capabilities to detect, react, and adapt to radar threats in real-time. Artificial intelligence is a machine-dependent 
process, by adapting certain rules and logic supported by human intelligence, AI can be used for cognitive processing. 
Cognitive signal processing is required for making the system autonomous and dynamic in nature. Military action on 
radar signatures requires a set of commands to be executed dynamically with the help of the proposed EW system. 
It is proposed to design and develop a cognitive EW architecture and simulation of machine learning that combines 
neural network architecture with the help of sine and square waves as input. This paper presents the Cognitive signal 
processing for EW systems with Neural Network, Recurrent Neural Network (RNN), Machine learning (ML), and 
Deep learning (DL) techniques with their simulation with sine and square waves. 
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NomENClATuRE
AI :   Artificial intelligence
DL :  Deep learning 
ECM :  Electronic countermeasure
ESM :  Electronic support measure
EW :  Electronic warfare
ML :  Machine learning
NN :  Neural networks
RNN :  Recurrent neural network

1.  INTRoDuCTIoN
Radar signature recognition is very important in future 

LPI, MIMO, and cognitive radars to handle the EM spectrum. 
Ultra-wideband (UWB), Active Electrically Scanned Array 
(AESA) radar, and Low Probability of Intercept (LPI) radar 
technologies are the current trends in modern radar systems10. 
Because these systems are digital and programmable, they can 
use different frequencies, signal characteristics, and waveforms 
to avoid jamming. Current EW digital receiver systems are 
modular with federated architecture, in wide or narrow band 
configurations, with an operating frequency range of 0.5 to 
40 GHz, to capture the electromagnetic scenario in real-time 
with a high probability of intercept1. Current electronic warfare 
systems use statistical collectors to determine the likelihood 
of capturing electromagnetic radar signatures. The design, 
development, integration, and testing of EW frameworks 
involve an enormous amount of human effort, and these 
frameworks could not learn and store radar signatures over a 

long period of time2. When the radar is transmitting on one 
frequency and the EW system jams that frequency. The radar 
then changes frequency, and the EW jammer jams once more. 
If radar functions change rapidly, we need EW systems that 
can respond in similar time frames to protect the aircraft. 
The radar is hopping in frequency, and then the EW jammer 
dynamically jams all the frequencies. If the radar is changed 
by other parameters, cognitive signal processing is required to 
change the parameters as well3. For learning electromagnetic 
radar scenarios, long-term memory and fast decision-making 
requires an expert system using cognitive signal processing4. 
Systems like UAV’s are being used with and without licence 
band may require this kind of system with Cognitive radio-
based detection of signatures18. 

2.  lITERATuRE REvIEW
Cognitive signal processing is required for making the 

system autonomous and dynamic in nature. When common 
sense is integrated over a long period of time, some concepts 
are created in human life. These concepts are integrated over 
years as the characteristics of humans are formed. When 
these characteristics are integrated over a long period of time, 
an experience is formed in the life of a human. Artificial 
intelligence is a machine-dependent process with certain rules 
and logic that needs to be supported by human intelligence to 
improve cognitive processing5. Figure 1 depicts the generic 
artificial intelligence processing framework proposed for EW 
systems. The proposed system is designed to receive signals 
in the range of 0.5 to 40 GHz. The framework of the AI is 
applied to all the signals to classify the signals of interest in the 
proposed cognitive Electronic Warfare is presented in Fig. 1.
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As per the concepts of cognitive signal processing 
techniques, the skills are the core skills utilized to think, read, 
learn, remember, reason, and pay attention to the specific 
area where they are implemented6. The same is proposed and 
implemented as part of Electronic Warfare with Cognitive skills 
for work together to take incoming information in the form of 
all signals of interest and non-interest and convert them into 
the knowledge base for the application of implementation, but 
the integration of artificial intelligence and human intelligence 
is an essential requirement. This can be done in three important 
ways as mentioned here and the proposed cognitive EW system 
differs from adaptive systems.

The receiver continuously learns about the environment • 
through interactions with it and is constantly updated with 
relevant information about the environment
The cognitive-based systems can sense the RF • 

environment and adapt to it, and can rapidly respond to 
dynamic changes in radar parameters, real-time decision-
making, and associated tactical execution
The sparse radar signal acquisition with minimum samples • 
by projecting to the union of subspaces and recovery is an 
optimum acquisition system matching to physical signal 
that can be designed.

The entire EW system is a closed, dynamic feedback 
loop that includes the jammer, radar environment, and ESM 
receiver. Figure 2 depicts a cognitively closed loop cycle in the 
EW framework. The ESM and jammer intelligently adjust their 
illumination of the environment, considering practical matters 
in the time, frequency, and angular domains, and jamming 
the radar in an effective and robust14. The entire EW system, 
including the jammer, radar environment, and ESM receiver, is 

Figure 1. Artificial Intelligence processing framework for EW systems.

Figure 2. Cognitively closed loop cycle in EW framework.
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a dynamic closed feedback loop. While designing the jammer, 
care must be taken for dynamic closed-loop feedback15. 

Cognitive intelligence is very much required for developing 
autonomous and dynamic systems, as the development of 
cognitive EW systems needs the design of machine learning 
and deep learning algorithms will be adapted as per the closed 
loop cognitive cycle.  A cognitive machine is a brain created 
by proper learning machines that will help humanity perform 
many critical tasks that human beings cannot execute13. 

This paper presents the cognitive signal processing-based 
analysis of the EW signals with the help of neural networks 
(NN), Recurrent Neural Networks (RNN), Machine Learning 
(ML), and deep learning techniques. The same is presented in 
Section 2. The design of the cognitive EW system is presented 
with the proposed algorithm, along with the configuration of 
AI-based EW system functional blocks, and the simulation 
results of the machine learning algorithm with learned and 
hidden square and sine waves are presented in Section 3.

3.  CoGNITIvE SIGNAl PRoCESSING
The EW system will change into an intelligence-based 

system for learning various threats and taking appropriate 
action with cognitive-based signal processing. Cognitive 
signal processing can address the study of Electromagnetic 
(EM) scenarios, controlling the RF front end to operate 
scenario-specific operations and suppress noise with interactive 
speech and situation display. The ability to recover frequency 
information from low-rate sampling could be the key to 
effective spectrum sensing in cognitive processing. Cognitive 
processing rapidly identifies signals in the EM spectrum over 
a very wide bandwidth and also makes reliable decisions in 
noise-uncertain environments7. The depicted block diagram as 
Fig. 3 defines the EW cognitive signal processing framework.

The cognitive cycle begins when radar signals from the 
environment are fed into two functional blocks: the radar-
scenario analyzer and the Bayesian radar tracker9. Based on 
information about the environment provided by the radar-
scenario analyzer, the tracker makes real-time decisions 
about the possible presence of radars. In turn, the transmitter 
illuminates the environment based on potential radar decisions 
that are fed back to it by the receiver. After that, the cycle is 
repeated indefinitely. Because the radar receiver and jammer 
are usually co-located, implementing the feedback mechanism, 
which is a requirement of a cognitive system, is simple. 
Although target detection is not explicitly depicted in the 
cognitive cycle, it is a component of the Bayesian radar tracker, 
which performs detection through tracking. The integration of 
artificial intelligence with human intelligence is an essential 
requirement to make the Cognitive system knowledgeable in 
separating the signals of interest.

The EW requires a powerful, integrated framework that 
supports “sense, learn, and adapt” capabilities, also known 
as cognitive RF, in order to limit the enemy’s use of the 
electromagnetic spectrum, secure it for friendly forces, and 
provide situational awareness of the electronic battle space. 
The cognitive RF “sense” phase automates pattern detection 
functions for signal classification from an emitter’s semantic 
description11. During the “learn” phase, the residual signals 
are scrutinised for discernible patterns. When the unknown is 
discovered, it is automatically encoded and becomes a significant 
addition to the threat’s knowledge, resulting in a newly learned 
capability. The end result is an improved knowledge store 
containing descriptions of all previously known and recently 
learned emitters. During the “adapt” phase, the newly learned 
capability is used to detect the previously unknown source, and 
the system responds appropriately to the signal’s source12.

Figure 3. Cognitive signal processing framework.
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Sub-Nyquist sampling plays an important role in future 
cognitive systems because the algorithms used in cognitive 
processing are dependent on scenario data. The scenario 
data for radar signature identification and jamming can be 
exercised with the cognitive signal processing cycle. In EW, 
from the antenna to the low-rate sampling stage, compressed 
sensing acquisition is required to be used for matching with 
radar signals. The cognitive signal processing takes low-
rate compressed sensing samples and processes them with a 
Bayesian tracker to optimize the identification for displaying 
and cueing to Jammer. The requirements of Neural Networks 
(NN), Recurrent Neural Networks (RNN), Machine Learning 
(ML), and deep learning techniques are presented here to adapt 
them for the cognitive signal processing of EW applications.

3.1  Neural Network
A neural network is a network or circuit of neurons or, 

more recently, a synthetic neural network made up of artificial 
neurons or nodes. As a result, a neural network can be either a 
biological neural network made up of real biological neurons 
or an artificial neural network designed to solve problems 
involving Artificial Intelligence (AI). Weights are linked to 
an artificial neuron’s input. A connection is indicated by a 
positive weight, while a broken link is indicated by a negative 
value. All inputs are modified by the weights and summed 
to produce the weighted average of the signal. This activity 
is referred to as a “linear combination” of the input signal 
with weights. Finally, an activation function like ReLU or 
sigmoid controls the weighted amplitude against a threshold 
for providing the output. For example, an acceptable output 
range is usually between 0 and 1, but it could also be between 
1 and 1. Cognitive senses of attention, memory, and dynamism 
depend on the structure of the neural network. Dynamism is 
related to the exercise of the structure and is related to the rate 
of operation of the neural network, which is approximately 50 
MHz. The general and standard artificial neuron configuration 
is given in Fig. 4.

Each node in the neural network has its own domain 
of knowledge, which includes rules that it was programmed 
with as well as rules that it has learned on its own. The key 
to neural network efficacy is that they are extremely adaptive 
and learn very quickly. Each node considers the significance 
of the input it receives from the nodes preceding it. The inputs 
that contribute the most to the correct output receive the most 
weight. Figure 5 depicts a flow chart of a neural network that 
describes the neural network’s function which will be applied 

in the proposed system. The radar signal samples are multiplied 
or convolved with coefficients and summed. The sum is 
compared against the threshold. The sum above the threshold 
is the output value. 

3.2  Recurrent Neural Network 
The Recurrent Neural Network (RNN) is based on the 

principle of saving a layer’s output and feeding it back to the 
input to aid in the prediction of the layer’s outcome with long 
short-term memory. The first layer is constructed in the same 
manner as a feed-forward neural network, using the product of 
weights and features. Each neuron remembers some information 
from the previous time step as the recurrent neural network 
process begins one time step at a time. When performing 
computations, each neuron acts like a memory cell. We must 
allow the neural network to work on frontal propagation and 
remember what information it requires for later use during this 
process. If the prediction is incorrect, we use the learning rate or 
error correction to make small changes so that backpropagation 
can gradually work towards making the correct prediction. 
The proposed technique follows the standard recurrent neural 
network with a multilayer configuration.

Figure 4. Standard of artificial neuron.

Figure 5. Flowchart of artificial neuron.
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3.3  machine learning 
Machine Learning (ML) is an application of Artificial 

Intelligence (AI) that gives various frameworks the capacity 
to automatically learn from experience and improve without 
being explicitly programmed. Experience learning is inductive 
learning and is used to assess ML performance. The ML system 
processes the collection of framework features that have been 
quantitatively estimated from the received information. ML 
will be useful in the electronic warfare framework to monitor 
all the radars to be dynamically jammed and displayed, which 
enables automatic radar tracking with voice interaction. We 
must design an ML algorithm to perform a specific task, and 
it focuses on the development of software that can access 
information and utilise it to learn. Machine learning performs 
this by defining tasks, taking execution measures, and using 
the experience learned from the system’s received data. 

Most ML calculations are of two types: administered 
learning and unaided learning. ML calculations perform best 
within a reasonable capacity, and they depend upon the true 
complexity of the task and the measure of training data. By 
changing the limit of the model, the underfitting and overfitting 
of training information can be controlled. The model’s over- 
and underfitting can be limited by modifying its ability by 
selecting its speculation. The challenge in machine learning 
is the generalization of training information and the low error 
rate of test information. We use optimization methods to reduce 
the error rate. The training and test information is created with 
an identically independent probability distribution function 
over informational indices, a process called the information-
producing process. Learned portrayals frequently result in far 
superior execution than hand-designed representations. This 
feature allows AI frameworks to quickly adapt to new tasks with 

minimal human intervention. At optimal capacity, the test error 
asymptotes to the Bayes error. Due to the training algorithm’s 
ability to remember specific instances of the preparation set, 
the training error can fall below the Bayes error.

3.4  Deep Learning 
Deep Learning (DL) is a novel machine learning method 

that is based on feature learning and hierarchical architectures. 
The ability of traditional machine learning algorithms is limited 
by factors like Big data size, handling of complex problems such 
as image classification, natural language processing, computer 
vision, speech recognition, and lower accuracy. When the data 
size is large, the problems are complex, and the accuracy is 
high with large amounts of information, DL outperforms other 
techniques. DL classifiers are trained through feature learning 
rather than task-specific algorithms. DL is implemented using 
artificial neural networks with multiple layers between the input 
and output layers. A deep neural network is defined as having 
more than one layer. Deep learning algorithms are mainly of 
two types: convolutional neural networks and Bayesian neural 
networks.

The goal of deep learning is to exploit pattern analysis or 
classification to compute hierarchical features or representations 
of observational data. DL calculations have a longer learning 
time compared with the traditional feature extraction method, 
deep learning could extract the required features from the 
original data set, and its execution time is lower. Deep learning 
focuses on the model structure, which is composed of multiple 
hidden layers built by non-linear function composition. Multi-
layer perception with many hidden layers is used to extract 
internal representation and build the feature matrix from rich 
sensory inputs8.

Figure 6. Configuration of AI-based EW system functional blocks.
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4.  DESIGN oF CoGNITIvE EW SYSTEm
The human cognitive senses, like creativity, punctuality, 

and specialized human skills, are to be explored in depth. The 
standard neural network training via optimization is equivalent 
to maximum likelihood estimation for the weights and biases. 
The configuration of the EW system’s different functional 
blocks is shown in Fig. 6. The compressed sensing-based data 
acquisition system produces a minimum number of samples 
of the electromagnetic radar signal and recovers them through 
a convex recovery algorithm. The recovered signal is fed into 
a deep-learning Bayesian convolution network to obtain a 
high-resolution radar signal. Signal analysis and optimization 
are carried out based on the obtained radar signal study for 
the radar scenario. The optimized radar signal is intelligently 
characterised and compared with the ESM database. Finally, 
the receiver performance module identifies all the radars 
in the scenario and cues the specified radar information for 
jamming.

Figure 7. Simulation extract of proposed machine learning algorithm.

The ECM system collects the information to be jammed 
and tracks the radar signal through the Bayesian tracker. When 
the ECM system receives the multi-radar signal, all the radars 
are tracked in real-time through the Bayesian tracker. The 
machine learning algorithm learns which radars are jammed 
and cues the technique allocation and waveform generation 
modules19,20. The cognitive decision module, which employs 
fuzzy logic, dynamically switches all of the radar waveforms 
with the assigned technique and can change the radar’s various 
modes, angles, and frequencies, as well as synchronously jam 
all of the radars in real-time via a beam-forming network and 
active array. If jammed, the radar loses track, and this will 
be inferred from the receiver. The EW system is software 
intensive and performs multi-dimensional signal processing in 
real-time at approximately 100ms17. We have developed own 
software to simulate the proposed EW technique using Python 
script and simulated the sine and square waves based cognitive 
radio environment. 

Figure 8. Simulation of the learned and hidden square wave.
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Figure 9. Simulation of the learned and hidden sine wave.

To simulate the proposed machine learning algorithm, the 
square wave, and sine wave were considered in the algorithm. 
The simulated machine learning algorithm proposed is 
presented in Fig. 7. Figures 8 and 9 are the simulation of 
learned and hidden waveforms, the square and sine waveforms 
are plotted with the x-axis representing time and the y-axis 
representing amplitude. Figure 8 presents the square wave, and 
Fig. 9 presents the sine wave simulations with reference to the 
neural network’s learned waveform at that point in time. The 
square and sine waves almost match the learned waveforms21. 
The simulations presented here are of very few among many 
simulations conducted. 

5.  CoNCluSIoNS
Cognitive intelligence is very much required for 

developing autonomous and dynamic systems. The proposed 
theory is generic and can be adapted for other systems like radar 
and communication systems. The second-generation neural 
network chip is in development with a suitable configuration. 
The design of machine learning and deep learning algorithms 
is required for the development of cognitive EW systems. The 
cognitive machine is the human brain, and proper learning 
machines will help humanity perform many critical tasks that 
we cannot execute. In this regard, the requirements of Neural 
Networks (NN), Recurrent Neural Networks (RNN), Machine 
Learning (ML), and deep learning techniques are considered 
for cognitive signal processing in EW applications. The design 
and simulation of the proposed cognitive signal processing 
techniques are adapted from learned and hidden sine and 
square waves presented with the proposed machine learning 
algorithm.
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