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Abstract—There is growing interest in automating crime 

detection and prevention for large populations as a result of the 

increased usage of social media for victimization and criminal 

activities. This area is frequently researched due to its potential for 

enabling criminals to reach a large audience. While several studies 

have investigated specific crimes on social media, a comprehensive 

review paper that examines all types of social media crimes, their 

similarities, and detection methods is still lacking. The 

identification of similarities among crimes and detection methods 

can facilitate knowledge and data transfer across domains. The 

goal of this study is to collect a library of social media crimes and 

establish their connections using a crime taxonomy. The survey 

also identifies publicly accessible datasets and offers areas for 

additional study in this area 

 Keywords: Cybercrime, Deep learning, Crime detection, Social 

media, Natural Language Processing (NLP). 
 

1. Introduction 
 

Social media is being used for a variety of activities, but 

can also lead to cybercrime [1]. Online sharing of personal 

information can lead to crime. Victims may be reluctant to 

report crimes due to triviality, embarrassment, or lack of 

awareness. Social media monitoring can be used to augment 

conventional crime reporting. Social media is being used to 

facilitate criminal activity, much like other emerging 

technologies and communication channels [2]. It is imperative 

to protect private data being transferred via networks [3]. 

Twitter allows users to share news, thoughts, and ideas in 280 

characters, making it unique from other social media forms. 

Text relationships are not shared in the same way as tweets [4] 

[5]. Twitter is a popular platform for exchanging data related to 

cyber threats such as data dumps, security breaches, 

ransomware, vulnerabilities, DDoS, and zero-day exploits, as 

well as public events [6]. Researchers may gauge interest in 

particular topics and identify unanticipated cyber risks in real 

time with the aid of Twitter's ability to track and send tweets 

[7]. Security intelligence uses artificial intelligence to collect 

and organize data concerning cyber threats [8]. To identify 

criminal traits and concentrate on real-time detection of 

potential attacks [9]. This necessitates thoroughly detecting and 

examining both criminal behavior patterns and trends [10]. 

Communication and technology enable people to perform tasks 

more quickly and accurately, but they also come with the 

negative consequence that data transmission is increasingly 

susceptible to trouble tapping [11]. Twitter tweet classification 

has also been done using deep learning (DL) based classifiers 

[12], [13], and [14]. Deep learning like CNN is frequently 

utilized in this field, and natural language processing techniques 

are used to analyze language aspects for specific purposes [15]. 

The similarity in the methods used to commit crimes on social 

media suggests that techniques used to detect and prevent one 

type of crime could be applied to other similar crimes. This 

allows for quick adaptation to new and emerging crimes. This 

survey paper provides a unique perspective compared to 

previous papers, which concentrated on particular categories of 

social media crimes, as it intends to offer a complete summary 

of how social media is utilized to commit, identify, and 

anticipate different forms of crimes. The main objectives of this 

paper include establishing a connection between social media 

information and crime, consolidating the extensive research in 

this field, identifying current research trends, documenting 

relevant resources like datasets, categorizing social media into 

related groups based on the types of crimes committed, and 

offering recommendations for future research in this area. We 

explained in detail the Twitter platform in the introduction and 

we will briefly explain the rest of the social platforms such as 

Facebook, and Instagram. 

Facebook: the most popular social networking site is Facebook. 

Facebook's goal is to enable individuals to share and enhance 

global connectivity, according to the company's website. 

Facebook gives users the opportunity to upload and share 

information such as photos and status updates, as well as 

connect with friends, family, and acquaintances. The platform, 

which was founded in 2004, has more than 1 billion daily active 

users and more than 1.65 billion active monthly users. Most of 

these individuals use it through mobile devices  [16]. Facebook 

use is habitual and ritualized, with nearly three-quarters of 

Internet users having a Facebook account and 7 in 10 users 

using it daily [17]. Young adults' Facebook usage declined, but 

adult Internet users still use it [16]. 

Instagram: This is a photo-sharing mobile application that 

enables users to take photos, modify them with filters, and post 

them to Instagram as well as other platforms such as Facebook 

and Twitter. According to the company's website, Instagram has 

more than 400 million monthly active users who have posted 

more than 40 billion photos and garners an average of 3.5 

billion likes per day for the more than 80 million photos posted 

per day on the platform. The majority of Instagram users are 

young adults (18-29 years old), who report using the app in 

more than half of the cases [17]. While there are other social 

media platforms outside of Facebook, Twitter, and Instagram, 

such as Telegram, YouTube, TikTok, and others, our research 

focused on three categories of cybercrime. 
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1.2.    Review papers currently available on the 

subject. 
While there has been a significant amount of research on 

crime and social media, most survey papers have focused on 

specific offenses like cyberbullying or terrorism-related tweets. 

A comprehensive survey exploring social media's use in 

different crimes and their relationships is still lacking. 

However, since they share similarities, existing crime detection 

techniques can be adapted to new situations and crimes. 

 

1.3. Paper Structure 

 
The paper is structured into ten distinct parts. The first part 

introduces the topic, The second part is a literature survey, the 

third part presents the impact of social media on cybercrime, 

The fourth part offers a type of cybercrime, and the fifth part 

offers a comparison of cybercrime occurrences on social media 

platforms and how they are detected. The sixth part offers 

comparisons of crime intelligence tools used in social media 

crimes, The seventh part discusses the results of a study and its 

future, the eighth part is preventive procedures and Protection 

mechanisms for cyber crimes In social media, The nine-part 

offers data set availability and finally, the ten-part summarizes 

the paper's findings and offers suggestions for future research 

in this area. 

 

2. Literature Survey 

  
M. M. Islam et al [18] suggested a method for 

identifying online bullying and abusive messages by combining 

machine learning and NLP techniques in their paper. In their 

paper, Aditi, Parth, et al [19], created a system that uses tweets 

from Twitter to identify terrorist acts by analyzing tweets 

related to terrorist attacks. By extracting minimal data from 

Twitter accounts, training detection models, and presenting 

detection results, Nan Sun and colleagues  [20] proposed a 

system for identifying Twitter spam in almost real time. They 

aimed to overcome the time lag in data acquisition and spam 

detection by using features based on both account and content 

to aid in spam detection. The author Sr. C M proposes in their 

paper  [21] the prediction of major social media crimes by 

analyzing Twitter data. The study aims to recognize individuals 

who may commit crimes and predict someone's emotions 

through social media data analysis. S.P. Sandagiri and 

colleagues proposed in their paper [22] the use of Twitter posts 

to identify crimes by utilizing the BERT method (Bidirectional 

Encoder Representations from Transformers) to identify posts 

related to crime. Twitter posts are used to share environmental 

information. A paper authored by A. Muneer and S. M. F [23] 

proposes a technique for detecting cyberbullying on social 

media. This involves extracting tweets, applying text analysis 

methods that rely on predefined keywords to categorize the 

tweets, and then classifying them as either offensive or non-

offensive. The outcomes of this evaluation could assist future 

researchers in selecting the right classifier for globally collected 

datasets of cyberbullying tweets. The paper [24] proposes a 

multi-task learning approach that uses Iterated Dilated 

Convolutional Neural Network (IDCNN) and Bidirectional 

Long Short-Term Memory (BiLSTM) machine learning 

algorithms to accurately detect cyber threat events on Twitter. 

The authors of the research [25] used Twitter data gathered 

from accounts connected to seven different places to conduct a 

case study in India. The study's objectives were to discover 

trends in tweets about crimes and examine the spatial 

distribution of crime in these areas. To evaluate the data and 

derive insights into crime trends in India, the authors used 

machine learning algorithms and natural language processing 

techniques. The authors of the paper [26] provided a method for 

locating tweets about crimes that need police intervention by 

analyzing Twitter data They used a text-mining approach to 

classify tweets into crime and non-crime classes. The authors 

M.Bs. and M. Azizi [27] proposed a hybrid method that 

combines deep learning and lexicon-based approaches, using 

BERT as the DL model, for categorizing and detecting crimes. 

The lexicon-based strategy and the BERT deep learning 

algorithm were used to classify and detect crimes. The authors 

Aine M, M. Moty, F. Iqbal B, et al. in the paper [28] proposed 

a method for identifying harmful content and "trolls" on social 

media platforms using deep learning techniques. The authors 

suggested that toxic images can be identified using machine 

learning based on the embedded text. The authors A. De, Sh. 

Kala and others proposed a model for detecting cyberbullying 

based on various features and implemented some of those 

features using a bidirectional deep learning model called BERT 

in their paper [29]. The authors of the paper [30] developed an 

automated classification model to recognize texts containing 

cyberbullying (CB) in a smart city using the Twitter engine. Sh. 

M. M. Matias and colleagues [31] created a model using 

machine learning to forecast cybercrime based on Twitter data. 

The authors Ne S, Sa Chandra, M K, et al [32], introduced two 

models, BCO-FSS and SSA-DBN, for detecting and classifying 

cyberbullying. They demonstrated through multiple 

simulations that their proposed FSSDL-CBDC method had 

better classification performance and highlighted the novelty of 

their study.  The paper [33], presents a methodology for 

conducting a textual analysis of cyberbullying in the Arabic 

language using examples from social media platforms like 

Twitter, Facebook, and Instagram. The study aims to identify 

commonly used Arabic words or phrases that are used to harm 

others in a bias-free manner. The authors Firas S, Z. T, and E. 

introduced a novel framework in their paper [34] that uses 

Social Network Analysis (SNA) and Semi-Supervised Machine 

Learning (SSML) techniques to classify terrorist groups and 

user accounts. The framework samples online activities and 

behaviors to identify influential users. In this paper [35], the 

authors proposed a method that combines traditional lexical 

analysis with rapid text analysis and various feature extraction 

techniques to determine the intent of a text. The degree of intent 

detection is determined by analyzing the repetition of words and 

the victim's bully's degree of involvement. The proposed 

method aims to increase the computational efficiency of the 

model. The paper [36] by R. ALB and S. Abdallah presents the 

first Instagram Arabic corpus with a specific focus on 

cyberbullying sub-class categorization (multi-class). The 

dataset aims to identify offensive textual content. In their paper 

[37], BL. ABD, J ABA, and colleagues proposed a hybrid deep 

learning technique called DEA-RNN for detecting 
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cyberbullying on Twitter. The model combines an Elman-type 

Recurrent Neural Network (RNN) with a Dolphin Echolocation 

Algorithm (DEA) to optimize RNN parameters and shorten 

training time. By using this model, the authors aim to enhance 

the precision and efficiency of cyberbullying detection on social 

media platforms. 

 

3. Social media's Effect on Cybercrime 

 
Social media has a significant impact on cybercrime, including: 

 

Social engineering assaults: Social media platforms make for 

the perfect setting for social engineering attacks by online 

criminals. Users can be duped into providing personal 

information or clicking on links that take them to phishing or 

malware download sites by using phony profiles [38]. 

Malware distribution: Via links and attachments, social media 

platforms can potentially be used to spread malware. Criminals 

online can set up phony accounts, publish links to harmful 

websites, or distribute malicious files that might infect users' 

devices. [39] 

Identity theft: Personal data can be stolen from users of social 

media sites for identity theft. Cybercriminals can impersonate 

individuals or steal their identities to carry out fraudulent 

operations by using the information published on social media 

networks [40] 

Cyberbullying: Even though the term "cyberbullying" did not 

even exist ten years ago, the issue is now widespread. 

Cyberbullies only require a cell phone or computer and the will 

to terrify; they do not need to be physically fit or quick. Anyone 

can engage in cyberbullying, and these individuals typically 

have few concerns about confronting their victims in person. 

Social media can be utilized for this type of bullying, which can 

cause psychological issues like emotional discomfort. 

Cybercriminals may utilize social media platforms to threaten 

or intimidate individuals or groups, which may harm those 

individuals' reputations as well as other consequences[ [41]. 

In general, social media has given cybercriminals new ways to 

launch assaults, but it has also given law enforcement and 

security experts new ways to track down and stop crimes. 

People should take precautions to protect themselves from 

online criminal activity. 

 

4.  Cybercrime Categories 
There are many different kinds of cybercrimes, some of which 

include:` 

Hacking: This is the act of breaking into a computer system, 

network, or website without authorization [42] 

 Malware: A malicious piece of software is one that is intended 

to damage computer systems or steal private information. 

Examples include Trojans, worms, viruses, and ransomware 

[43] [44] [45]. 

Phishing: This is the practice of tricking people into exposing 

private information, such as login credentials or financial 

information, by using phony emails or websites that look to be 

authentic [46] 

Identity theft is the stealing of personal information with the 

intention of exploiting it fraudulently. This includes social 

security numbers, credit card numbers, and other identifying 

information.[47]. 

Cyberstalking: Using electronic communications to harass 
or threaten another person is known as cyberstalking [47] 

Denial-of-service (DoS): DoS attacks include flooding a 
network or website with traffic in order to overwhelm it and 
render it inaccessible to users. To execute a DDOS assault 
through Facebook, the hacker develops malicious apps that 
include URLs related to the target's web server, which point to 
documents hosted by him [48]. As an intermediary, FacebookTM 
is being employed to carry out the attack in this situation. Despite 
the fact that Facebook users can monitor their profile material by 
configuring the appropriate privacy settings, thieves can still 
search for their personal information by using FacebookTM apps 
without their permission [49]. 

Cyberbullying is the use of electronic communication to harass 

or bully another individual [41]. 

Online fraud refers to the use of the Internet to conduct 

fraudulent operations such as investment schemes, bogus online 

auctions, and other forms of deception [50]. 

Cyber espionage is the theft of sensitive information from 

government agencies, corporations, or other organizations in 

order to achieve a political, economic, or military advantage 

[51]. 

Child pornography refers to the production, distribution, or 

possession of sexually explicit images of children [52]. It's 

crucial to remember that cybercrime is an ever-changing field, 

with new sorts of assaults appearing all the time. 

 

 
5. Comparison of cybercrime occurrences on social 

media platforms: 

 
This part of the paper examines and evaluates the various 

studies discussed in section 2 to identify the common issues and 

challenges related to social media crimes. The authors focus on 

identifying the underlying causes of these issues. They present 

Table 1, which summarizes the key similarities and differences 

between the significant problems identified in the literature 

review 
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Table1. Important problems of the literature survey. 

 

 

 

 

 

 

 

 

 

 

 
6. Comparisons of Crime Intelligence Tools Used in 

Social Media Crimes: 

 
This section will compare several intelligence tools for 

detecting and predicting cyber crimes on social media and 

their drawback when used for detection or prediction, 

including NLP, machine learning, and deep learning, which 

we covered in Section 2 of this paper. In addition, the data set 

was used in papers that were collected for the literature 

survey. This section's goal is to examine the methods authors 

use to identify or predict criminal activity to gather data, as 

well as how they differ from literature surveys in terms of 

their drawbacks. Table 2, will present the most significant 

comparison. 

 

[33] Cyberbullying is a serious problem that is 

rapidly increasing and posing a concern for 

cybercrime investigators. Through social media 

platforms, cybercriminals can conduct various 

malicious activities such as data theft, 

tampering, distributed denial-of-service attacks, 

and cyberbullying. 

[34] The study aimed to identify Twitter accounts 

associated with terrorism using mining 

techniques and semantic analysis of tweets with 

a significant cyber-social impact. 

[35] The research paper discusses the difficulties 

children face as a result of digital media usage, 

including cyberbullying via fake accounts. To 

tackle this issue, the authors suggest employing 

artificial intelligence, natural language 

processing, and machine learning methods to 

automatically detect instances of online 

harassment. 

[36] With the use of a multi-class methodology, this 

work provides the first Arabic Instagram corpus 

for sub-class categorization to automatically 

identify the abusive language in Arabic social 

media content. 

[37] Primarily concentrating on the issue of Twitter's 

cyberbullying detection. 

No. 

Ref 

Problem 

[18] The study aimed is the automated detection of social 

media posts to prevent cyberbullying. 

[19] To overcome the difficulty of identifying the type of 

tweet due to the existence of an additional word in the 

keyword that matches all other words, The Aho-

Corasick algorithm is used to identify the type of 

tweet based on the matching keyword. 

[20] A new system for detecting spam on Twitter is 

suitable for real-world applications. 

[21] The framework uses data from social media to 

anticipate cyberbullying, cyberstalking, online fraud, 

cyber harassment, and cyber hacking. 

[22] Using slang expressions, which were still 

understudied at the time this paper was being written, 

resolves the intention analysis of the post's problem. 

[23] The text analysis technique can be used to classify 

tweets and determine whether they constitute 

cyberbullying or not. Cyberbullying is a significant 

issue that affects both victims and communities. 

[24] To establish a highly accurate network model for 

problem-solving, Twitter's cyber threat events used a 

multi-task learning approach. 

[25] To address issues related to the analysis of real-time 

crime data using actual information gathered from 

security systems and social media datasets. 

[26] This statement suggests that identifying criminal 

messages in tweets can assist police in effectively 

utilizing patrolling resources. 

[27] It can almost solve complex problems as well as the 

human brain. 

[28] To address the issues of "trolling" and toxic behavior 

on social media platforms that are becoming more 

and more prevalent 

[29] A new method to detect hate speech on social media 

aims to tackle mental health issues caused by 

cyberbullying. 

[30] The paper presents a remedy to overcome the 

problem of overfitting that can affect the performance 

of the classifier, preventing it from generating a 

specific solution. The proposed approach involves 

Merging DNNs with the DT classifier to enhance the 

depth of the decision tree and recognize crucial 

tokens. 
[31] The issue with this paper Parts of speech or POS tags 

are not evaluated. 
[32] The use of deep learning models is proposed as a 

solution for detecting and categorizing cyberbullying 

on social media platforms to address this serious 

problem. This approach is considered essential for 

reversing the trend of cyberbullying. 
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Table2. Comparisons of Crime Intelligence Tools and drawback of literature survey 

No. 

Ref 

Intelligence tools Drawback 

[18] The focus of this study was to compare the effectiveness of four machine learning 

algorithms in detecting instances of cyberbullying using two features - Bag-of-

Words and term frequency-inverse text frequency. The four algorithms evaluated 

were Naive Bayes, Support Vector Machines, Decision Trees, and Random Forest.

    

Not specifying the data set is an 

obstacle when comparing research 

to other research. 

[19] The paper uses Aho Corasick, a ternary search, and a confusion matrix to assess 

experiment accuracy and prediction as well as KNN and SVM predictions at various 

phases. 

The study lacks sufficient data 

to draw reliable conclusions. 

[20] The study evaluated nine supervised machine learning algorithms for classifying 

tweets as spam or non-spam. The algorithms were divided into five groups, and the 

study employed kNN, GBM, C5.0, NN, BLR, RF, NB, k-kNN, and DL to evaluate 

the performance of these algorithms. 

Spammers use various 

techniques to avoid detection, to 

address this challenge the study 

employed parallel computing 

techniques to enable rapid 

updating of classification models. 

[21] This study uses a Multinomial Naive Bayes (MNB) and Support Vector Machine 

(SVM) model for tweet classification. 

Using the official Twitter API 

without limiting the number of 

datasets 

[22] The pertained BERT for the Sequence Classification model is evaluated by 

comparing it with SVM, ANN+TF-IDF, and ANN+GloVe methods. BERT   has a 

contextualized embedding layer, 12 configuration layers, and a classifier layer. 

Research is ongoing to analyze 

the intention of posts containing 

slang expressions. 

[23] This study proposed a four-stage model for detecting cyberbullying, using TF-

IDF and Word2Vec for feature extraction and noise reduction. The study employed 

seven machine learning classifiers to classify tweets as cyberbullying or non-

cyberbullying, including Logistic Regression, Light Gradient Boosting Machine, 

Stochastic Gradient Descent, Random Forest, AdaBoost, Naive Bayes, and Support 

Vector Machine. 

The paper did not extensively 

investigate feature extraction 

methods, which were limited to 

only two methods, in comparison 

to the use of seven machine 

learning classifiers. 

[24] Multi-task learning combines machine learning algorithms with natural language 

processing techniques to create a precise network model and named entity 

extraction. The approach involves creating a precise network model using IDCNN 

and BiLSTM, followed by named entity extraction using Stanford Core NLP. 

- Tweet compilation took a 

long time 

  [25] The study used sentiment analysis to track the criminal activity on Twitter. By 

analyzing a large collection of unlabeled tweets using Brown clustering which 

provided better performance than traditional models in predicting crime rates. 

Advanced filtering tools can 

improve accuracy performance. 

[26] The study used classifiers such as Naive Bayesian, Random Forest, J48, and 

ZeroR, for text mining-based classification.   and data pre-processing techniques to 

improve classification accuracy. 

Drawback Action Lack of 

crime tweet location information 

that assists police in locating a 

crime. 
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[27] The study used a lexicon-based approach and a BERT model for sentiment 

analysis on a Twitter dataset. The BERT model was implemented with special 

tokens, attention masks, and padding, and the softmax function was used for 

prediction. 

The limitations of sentiment 

analysis in dealing with 

metaphorical, sarcastic, and 

encrypted expressions in English 

are highlighted in this statement. 

Computational models and 

methods still struggle to handle 

complex sentences. 

[28] The study proposes a text classification and image text extraction module to 

extract text from images and use it to test a deep learning model based on 

bidirectional LSTM and bidirectional GRU recurrent neural networks for toxicity 

detection. 

Regular networks and two-way 

networks differ in classification, 

but not significantly. 

[29] The study suggests a sentiment analysis model categorizes subjective information 

into five groups for cyberbullying detection. The model combines three BERT 

model embedding to handle sequential data. 

Using the official Twitter API 

without limiting the number of 

datasets. 

[30] The study proposed The Deep DT approach for classifying cyberbullying tweets 

which includes techniques such as tokenization, lemmatization, and text feature 

extraction using Information Gain, Chi-Square 2, and Pearson Correlation. The 

study finds that DNN predictions are more accurate than ANN networks and uses 

Rectified Linear Units to avoid overfitting. 

- Implement three distinct 

methods for feature extraction to 

lessen the issue of noisy data 

[31] With a focus on preprocessing and sentiment analysis, Researchers studied 

cyberbullying and cyber threats using Naive Bayes, Decision Tree, and Support 

Vector Machine algorithms. 

The study cannot detect emojis, 

which may be an important aspect 

of interpreting people's 

sentiments. 

[32] The BCO-FSS method and SSA-DBN model are used to detect and categorize 

cyberbullying in online settings. The SSA algorithm and BCO algorithm are used to 

detect and characterize cyberbullying. while the BCO algorithm selects features to 

improve classification performance. 

No drawback 

[33] A Decision Tree (DT)  algorithm is used to train the system model to identify 

cyberbullying in the Arabic language. 

The study uses the Twitter API 

to obtain a larger and more diverse 

set of data to be used in the 

analysis. 

[34] The study used BERT to identify extremist Twitter accounts and SVM, Naive 

Bayes, and Logistic Regression classifiers to identify influential members. The 

paper used feature selection algorithms to identify influential members of extremist 

communities. Algorithms used to counter online extremism include Bag of Words, 

Part of Speech tags, and TF-IDF. 

The studies highlight some 

drawbacks of using feature 

selection algorithms like Bag of 

Words, Part of Speech tags, and 

others for text mining to identify 

extremist Twitter profiles. The use 

of co-occurrences, bi- and 

trigrams, and N-grams can reduce 

the accuracy of text mining. 

[35] The study uses fast text and POS tagging can be used to identify harassing 

comments but can lead to poor performance when dealing with imbalanced datasets. 

Ensemble-based deep learning 

can reduce bias and variation in 

machine learning models. 

[36] Preprocessing techniques, TF-IDF, and classical classifiers are used to analyze 

Instagram harassment. 

The diversity of dialects in 

Arabic presents a challenge for 

cyberbullying classification. 
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[37] The DEA-RNN model combines Dolphin Echolocation Algorithm and Elman-

type Recurrent Neural Networks to identify cyberbullying. The model was evaluated 

using 10,000 tweets and compared to other algorithms. SMOTE is used to 

oversample the minority class to address the class imbalance. 

Only the content of tweets was 

examined; user behavior was not 

taken into account. 

  

7. Discussing the Results of A study and its Future 

Work: 

  
This section addresses the limitations of using automated 

methods for crime detection and explores the potential of 

social media as a tool for detecting criminal activities. While 

social media can provide valuable insights for law 

enforcement, criminals can modify their behavior to evade 

detection, making it challenging to apply detection techniques 

across different domains. Nonetheless, there could be some 

similarities between crimes committed in the physical world 

and those committed on social media. Table 3 summarizes the 

findings of the literature review, dataset, and future work. 

 

 

 

 

 
Table 3. A Comparison between The results, Data set, and Proposed Future Work. 

Ref Data set The Results  The future work 

[18] Perform experiments 

using two sets of 

comments and posts 

from Facebook and 

Twitter. 

The study found that SVM was the top-performing 

machine learning algorithm, with TF-IDF performing 

better than BoW. 

    The future work will involve 

Deep learning algorithms will be 

used to detect and categorize 

cyberbullying in Bengali language 

texts. 

[19] The study collected 

data from Twitter 

using the Twitter 4j 

API from two 

datasets, which 

consisted of 1000 

tweets and 250 tweets. 

The study assessed the performance of KNN and SVM 

algorithms that predicted lower percentages of severe 

terrorist attacks than actual data. KNN predicted 26.76%, 

SVM 29.79%. The study analyzed 250 datasets and found 

30% of severe terrorist attacks. 

The proposed approach involves 

adjusting keyword selection and 

pattern analysis to predict and 

prevent terrorist attacks, using 

machine learning to identify 

COVID-19-affected areas. 

[20] The study used 6.5 

million tweets to test 

the effectiveness of 

parallel computing. 

Deep Learning outperformed other algorithms in 

accuracy, TPR, FPR, and F-measure. Random Forest and 

C5.0 outperformed the other methods in terms of 

detection accuracy, TPR, FPR, and F-measure. Deep 

Learning achieved 80% and over 80% TPR and F-

measure accuracy with 200k training data. 

Future research can improve tweet 

collection methods and spam 

detection can enhance the prototype 

system for near real-time Twitter 

spam detection. 

[21] - The dataset was 

retrieved using the 

official Twitter API. 

An ANN-based categorization technique achieved an 

accuracy rate and AUC of 92.8% and 0.982, respectively. 

The neural network model had an average loss function of 

0.195 and 0.220, and an average accuracy of 0.926 and 

0.942, respectively. Additionally, the suggested BERT 

model had an AUC of 0.984. 

- 

[22] More than 100,000 

tweets were collected 

between January 1 and 

January 31, 2020. 

Logistic regression was the most accurate classifier which 

had a median accuracy of almost 90.57%. with SGD 

having the highest precision, SVM having the highest 

recall, and LR having the highest F1 score. Multinomial 

Future research, according to the 

author, should concentrate on 

identifying cyberbullying in 
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(Assault, Burglary, 

Drunk Driving, 

Homicide, Sex 

Crimes, Suicide) 

NB and Multinomial RF showed low detection rates 

(81.39%) and execution times (0.014s and 2.5287s, 

respectively) but also low accuracy and precision. 

different languages, particularly in 

an Arabic environment. 

[23] The dataset consists of 

37,373 tweets, 30% of 

which are used for 

prediction and 70% 

for training. 

The model achieved an F1-score rate of 96.4% using 5-

fold cross-validation IDCNN with BiLSTM and CRF 

performed better than other entity recognition techniques 

in the NER task. 

Future research will improve the 

efficiency and accuracy of 

extracting cyber threat events from 

tweets. 

[24] Network security-

related datasets were 

gathered for model 

training. 

The study analyzed crime rates in seven Indian cities 

using social media and found a detection accuracy of 

approximately 70%. The study found that Ghaziabad had 

the highest crime intensity, while Jammu had the lowest. 

The study found that identifying cities with high and low 

crime rates was the most important result. 

In the future, next-generation 

language processing, deep learning, 

and machine learning will be used 

to increase the precision of the 

findings. Additionally, using more 

sophisticated and intelligent 

filtering tools could improve the 

research's accuracy performance. 

[25] Using Twitter's API, 

the dataset contains 

11,073 tweets about 

cybersecurity over a 

year, from January 1 

to June 1, 2020, 

including tweets about 

"DDOS," 

"ransomware," "data 

breach," "phishing," 

and other topics 

The study evaluated four classifiers using accuracy, 

precision, recall, and F1 score on a sizable dataset and 

found that Random Forest had the highest accuracy rate 

of 98.1%, while ZeroR had the lowest accuracy rate of 

61.5%. The study also used ROC analysis to address 

imbalanced datasets and found that classifier selection is 

crucial for accurate predictions in such datasets. 

The research will need to be 

expanded by using Classifiers, 

location information, ensemble 

learning-based approaches, and 

NLP techniques, and the proposed 

approach needed to expand research 

and proposed approach will need to 

be compared to other approaches. 

[26] The study collected 

Twitter data from 

seven Indian cities 

from January 2014 to 

November 2018. to 

validate crime 

statistics from 2014-

2016. 

The proposed strategy for identifying crimes on Twitter 

achieved an F1-score of 94.92, a classification accuracy 

of 94.91%, a loss of 16.26%, a precision of 94.94%, and 

a recall accuracy of 93.91%. The proposed strategy could 

be a useful tool for identifying criminal activity on social 

media platforms. Based on the outcomes, the precision, 

recall, and F-measure scores of the three algorithms are 

all higher than 0.9. 

Using other algorithms to develop 

the proposed work in the future 

[27] Twitter collected 500 

tweets in its real-time 

dataset. 230 (non-

crime) or 270 (crime) 

Based on the outcomes, the precision, recall, and F-

measure scores of the three algorithms are all higher than 

0.9. 

-- 

[28] The study analyzed 

70,000 tweets, 

including 27,000 

tweets related to 

crimes and 43,000 

regular tweets.   

The study assessed three classifiers' effectiveness in 

detecting toxic comments, highlighting the importance of 

improving text extraction from images and using standard 

fonts. Achieved an F1-score and testing accuracy of 

0.92.GloVe word embedding improved models' accuracy 

in extracting and categorizing text from online messages. 

-- 
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divided into 18,000 

crime-related and 

37,000 regular tweets, 

using Twitter's 

streaming API. 

[29] The Conversation AI 

team produced the 

dataset to participate 

in a Kaggle NLP 

challenge (Jigsaw, 

2022). The dataset has 

six labels: identity 

hate, obscene, threat, 

toxic, and severely 

toxic. 

The BERT model outperformed conventional machine 

learning models in assessing sentiment in text documents. 

with a high accuracy rate of 91.90%.The model 

demonstrated better accuracy on Twitter than SVM 

(52.70%) and Naive Bayes  ( 71.25%) models. 

Future research will focus on 

creating a model to accurately 

recognize cyberbullying and 

differentiate it from non-bullying 

texts. The goal is to improve the 

model's ability to recognize 

cyberbullying. 

[30] The official Twitter 

API is used to extract 

the dataset. 

A suggested classifier's performance is evaluated using 

various measures, such as precision, sensitivity, 

specificity, accuracy, F-measure, and G-mean, and 

compared to currently used machine learning classifiers. 

The Deep DT classifier achieved the highest classification 

accuracy when trained using the Pearson correlation 

feature selection method. Using the Pearson Correlation 

feature selection method improves classification 

accuracy. The suggested technique outperforms current 

classifiers in accuracy when using 90% of training data 

The paper suggests further research 

into Researchers should test a 

hybrid strategy combining deep 

learning and optimization to handle 

high-dimensional datasets in 

practical applications. To enhance 

the effectiveness of this approach, 

the authors suggest testing it on real 

datasets. 

[31] 30,384 tweets were 

utilized, comprising 

both CB and non-CB 

tweets that had not 

been manually tagged 

or labeled. 

The model was trained on 75% of the data and tested on 

the remaining 25%, The Naive Bayes algorithm achieved 

86%, the Decision Tree algorithm 91%, the Logistic 

Regression algorithm 93%, and the Random Forest 

algorithm 93%. 

Future research could take a 

different course as a result of model 

comparison and the application of a 

neural network. 
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[32] The dataset was created 

in real-time by using the 

official Twitter API. 100 

tweets about the 

specified search query 

will be gathered by the 

process. 

The SSA-DBN model outperforms other algorithms 

with a 99.983% higher accuracy. The FSSDL-

CBDC technique is shown to be superior to other 

methods in various ways based on experimental 

results. 

To increase performance, FSSDL-

CBDC combines outlier 

identification and feature reduction 

for real-time analysis of high-

dimensional data. Feature selection 

(FS) is used for outlier identification 

in streaming data for network 

security and intrusion detection. 

[33] Traditionally, the study is 

conducted using an 

available dataset. 

The model achieved a 99.08% accuracy rate and 

identified instances of cyberbullying on Twitter, 

Facebook, and Instagram with a detection rate of 

81.12%. The model was evaluated using F1-score 

and Random Forest classifiers, with the Random 

Forest classifier achieving 70% in training and 50% 

in testing, and the F1-score classifier achieving 

56.05% in training and 74% in testing. 

Future iterations of this work will 

investigate machine learning and 

deep learning algorithms to 

recognize offenses connected to 

cyberbullying utilizing a variety of 

data forms, including audio, video, 

and photographs. 

[34] 'API libraries' were 

utilized for the data 

collection process. 

The results of the study are evaluated using standard 

classification metrics, and the framework proposed 

in the study is effective in combating Twitter 

extremism, outperforming other approaches. 

- 

[35] -The obtained dataset, 

which contains about 

50,000 Words, served as 

the algorithm's training 

data. 

The model outperforms current classification 

techniques in accuracy and error rate and adds fast 

text to reduce time complexity. The model 

outperforms J48, NB, SVM, RF, bi-LSTM, and 

MLP neural networks. 

The performance of the model can 

be enhanced by integrating different 

machine learning classifiers. 

[36] - 'API libraries' were 

used for data collection. 

The SVM classifier is the best choice for bullying 

remarks and performs the best with an F1 score of 

69%outperforming the other classifiers due to its 

near-perfect agreement among annotators. The RFC 

classifier has a 67% F1 score for bullying comments, 

with Positive remarks having the most useful 

metrics. The p-value of 0.869 shows near-perfect 

agreement among annotators, making the SVM 

classifier the best choice for this issue. 

-. 

[37] The dataset included 

155,260 Instagram posts 

with an average word 

count of 12 and 8203 non-

harassments and 2754 

harassment-related 

comments. The dataset is 

unbalanced, with 75% 

non-harassment 

comments and 25% 

harassment comments. 

By extensive experimental findings using several 

metrics like recall, precision, accuracy, F1-score, 

and specificity, the proposed DEA-RNN model is 

shown to be superior to three machine learning 

models (SVM, MNB, and R), two deep learning 

models (Bi-LSTM and RNN), and one model 

(RNN). Using Twitter datasets, DEA-RNN is tested 

using several scenarios, with scenario 3 

outperforming other models in terms of accuracy, 

precision, recall, F1-score, and specificity (90.94%, 

89.95%, 88.98%, and 89.25%). 

- 
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8. Preventive Procedures And Protection 

Mechanisms For Cyber Crimes In Social 

Media 

 
Technology advances can be utilized to manage, deter, 

protect, and prosecute crime in the same way that criminals use  

 

social media to commit crimes. Law enforcement agencies can 

utilize comparable platforms to file charges against offenders. 

Criminals might use social networking sites to discover 

possible targets [53]. For instance, Toronto police frequently 

use social media to find the most sought criminals in the city 

[17]. All social media users, whether people or corporations are 

advised to exercise caution when disclosing personal 

information that could be used against them by criminals, 

according to a proposal made by Duncan Smeed, George R. S. 

Weir, and Fergus Tool [54]. Security precautions must be taken. 

Some strategies for preventing cybercrimes include updating all 

software, knowing your friends well, using up-to-date antivirus 

software, learning the fundamentals of security, avoiding 

sharing sensitive information, and using strong passwords [55] 

In order to avoid attacks and effectively respond to them, 

networks commonly use network policy management tools like 

antivirus, firewall, anti-malware, perfusion framework spam 

filter, intrusion, and anti-virus software. The author also 

discusses security managers, security concerns, and networks 

that use these tools. It's crucial to find solutions for security 

issues and a strategy for shielding data from social media 

attacks. 

 

9. Dataset  Availability: 
 

During our review of the research to conduct a survey 

that includes cyber crimes on social media, the authors 

that provided the data set   availability are shown in Table 

4, and according to the order of the search site within the  

reference. 

 

        Table 4. Dataset  Availability 

 

 

 

 

 

10. Conclusion 

 
Social media platforms are used for shady activities like 

terrorist recruitment, fraud, cyberbullying, and hacking. Social 

media companies must monitor their platforms and ban users 

who break the law while weighing the right to free speech 

against steps to stop malicious intent. Dissemination of 

information, account profiling, and content analysis are 

strategies for locating different kinds of crimes. We looked at 

cybercrime across social media platforms Twitter, Facebook, 

and Instagram, using a variety of crimes, including terrorism, 

cyberbullying, or phishing, as well as crime analysis, including 

the Twitter platform. The authors were reviewed for the period 

(2020-2022). When we reviewed research related to the field 

of crime detection via social media for the totality of the 

literature survey and different types, although we were able to 

monitor the effectiveness and security of the algorithms used 

in all types of machine learning and NLP In addition to deep 

learning, social media can be used as a tool to facilitate various 

types of crimes such as cyberbullying, identity theft, fraud, and 

harassment, Accurately estimating the percentage of crimes 

committed by social media during the research review phase 

for the aforementioned years may be insufficient because the 

research we conducted does not represent all research on all 

international sites. We are studying a sample of these crimes 

and the reason for the increase in crimes as a result of the 

misuse of social media, as they are used by individuals who do 

not have sufficient experience or individuals with experience 

in this field and exploit them to achieve crime. Therefore, both 

individuals and organizations must take precautions against 

electronic crimes and raise awareness of the dangers of using 

social media. Additionally, to prevent cybercrime and protect 

people from harm, law enforcement organizations and social 

media platforms need to collaborate. In this paper's review of 

the literature survey, the methods proposed by the researchers 

were also briefly discussed and examined and their 

effectiveness was compared. This study will be a tool for 

creating new technologies, updating existing technologies, and 

enhancing safety by anticipating and detecting crimes. The 

paper also proposes sharing detection models through a central 

repository to enable assignment to new domains. Crime 

detection and reduction. 
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Ref 
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Detection 
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https://www.kaggle.com/competitions/jigs

-comment-toxic-multilingual-aw

classification/data 

 

28 
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https://www.kaggle.com/competitions/jigsaw-multilingual-toxic-comment-classification/data
https://www.kaggle.com/competitions/jigsaw-multilingual-toxic-comment-classification/data
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