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Summary

Walking impairments are common in elderly people and its prevalence increases with age. Walking
impairments have devastating consequences and are associated with a loss of mobility, increased
institutionalization, increased fall risk and decreased quality of life. Numerous disorders of both the
central and peripheral nervous system can cause an impaired walking pattern. The objective quan-
tification of walking is therefore of high clinical interest for clinicians, researchers and neurological
patients.

Walking is made up from repetitive gait cycles, that can be divided in a stance phase, during which
the foot is in contact with the ground, and a swing phase, during which the same foot is swinging
forward. These phases are demarcated by gait events that are referred to as initial and final contact.
The robust and accurate detection of these gait events is critical for any clinical gait analysis. Recent
advances in wearable inertial sensor technology potentially allow the clinical gait analysis to shift to
long-term continuous monitoring in the habitual environment. However, to date, the algorithms to
extract gait events from inertial measurement unit (IMU) data have limited ecological validity as they
have been validated mainly in clinical research settings with straight-line walking trials.

In this thesis a deep learning (DL)-based network is developed to determine gait events from IMU
data from a shank- or foot-worn device. The DL network takes as input the raw IMU data predicts
for each time step the probability that it corresponds to an initial or final contact. The algorithm is
validated for walking at different self-selected speeds across multiple neurological diseases and both
in clinical research settings and the habitual environment. The algorithms shows a high detection
rate for initial and contacts, and a small time error when compared to reference events obtained with
an optical motion capture system or pressure insoles.

Based on the excellent performance, it is concluded that the DL algorithm is well suited for con-
tinuous long-term monitoring of gait in the habitual environment.
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Zusammenfassung

Gangstörungen sind bei älteren Menschen weit verbreitet, und ihre Prävalenz nimmt mit dem Alter
zu. Gangstörungen haben weitgehende Folgen und gehen mit einem Verlust an Mobilität, einer
zunehmenden Institutionalisierung, einem erhöhten Sturzrisiko und einer verminderten Lebensqual-
ität einher. Zahlreiche Störungen sowohl des zentralen als auch des peripheren Nervensystems kön-
nen zu einer Beeinträchtigung des Gehverhaltens führen. Die objektive Quantifizierung des Gehens
ist daher von großem klinischen Interesse für Kliniker, Forscher und neurologische Patienten.

Das Gehen besteht aus sich wiederholenden Gangzyklen, die in eine Standphase, in der der
Fuß den Boden berührt, und eine Schwungphase, in der derselbe Fuß vorwärts schwingt, unterteilt
werden können. Diese Phasen werden durch Gangereignisse abgegrenzt, die als erster und letzter
Fußkontakt bezeichnet werden. Die robuste und genaue Erkennung dieser Gangereignisse ist für
jede klinische Ganganalyse von entscheidender Bedeutung. Jüngste Fortschritte in der Technologie
der tragbaren Inertialsensoren ermöglichen es, die klinische Ganganalyse auf eine langfristige, kon-
tinuierliche Überwachung in der hauslichen Umgebung umzustellen. Bislang haben die Algorithmen
zur Extraktion von Gangereignissen aus Inertialmessdaten (Inertial Measurement Unit: IMU) jedoch
nur eine begrenzte ökologische Gültigkeit, da sie hauptsächlich in klinischen Forschungsumgebun-
gen mit geradlinigen Gehversuchen validiert wurden.

In dieser Arbeit wird ein Deep Learning (DL)-basiertes Netzwerk entwickelt, um Gangereignisse
aus IMU-Daten von einem Gerät zu bestimmen, das am Schaft oder am Fuß getragen wird. Das
DL-Netzwerk nimmt die IMU-Rohdaten als Eingabe und sagt für jeden Zeitschritt die Wahrschein-
lichkeit voraus, dass es sich um einen ersten oder letzten Kontakt handelt. Der Algorithmus wurde
für das Gehen bei verschiedenen selbstgewählten Geschwindigkeiten bei mehreren neurologischen
Erkrankungen und sowohl in klinischen Forschungsumgebungen als auch in der gewohnten Umge-
bung validiert. Der Algorithmus zeigt eine hohe Erkennungsrate für erster und letzter Fußkontakt
und einen geringen Zeitfehler im Vergleich zu Referenzereignissen, die mit einem optischen marker-
basierte System oder Druckeinlagen ermittelt wurden.

Aufgrund der ausgezeichneten Leistung wird der Schluss gezogen, dass sich der DL-Algorithmus
gut für die kontinuierliche Langzeitüberwachung des Gangs in der gewohnten Umgebung eignet.
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Figure 1: Schematic depiction of the thesis outline.

This thesis is divided into three main parts, and each part consists of one or more chapters
(Figure 1).

Part I is comprised of the Introduction and Background chapters. In chapter 1 the topic of gait
analysis and gait event detection is introduced. The importance of measuring gait is explained, which
gait parameters are derived, and the aim of the current thesis is stated. In chapter 2, the signals that
were used throughout this thesis are explained, and the signal processing methods are described.

Part II contains the contents from the works of the last years that have been published in, or
submitted to, peer-reviewed journals. In chapter 3 a conventional gait event detection algorithm
is validated for curved walking under single- and dual-task conditions. Then, in chapter 4 a deep
learning-based algorithm is developed, and validated for its performance across different walking
speeds and for different neurological and healthy cohorts. This deep learning algorithm is subse-
quently tested for its ecological validity across multiple mobility-limiting disease cohorts in real-life
walking bouts (Chapter 5).

In the last part (Part III) the overall findings are summarized, the results are discussed, and
suggestions are provided for further research.
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1
Introduction

1.1. The Importance of Measuring Gait
Walking is the most common and functionally relevant aspect of mobility [Roc+20] and for short
distances it is also the most convenient means of moving from one location to another [PB10]. Being
able to walk forms a large part of functional independence, and therefore contributes greatly to social
integration [HA05]. Furthermore, one’s walking ability is closely related to participation (i.e., “the
involvement in a life situation” [Wor02]), and thus to quality of life and well-being [Cuo+07; Car20].
The terms “walking” and “gait” are often used interchangeably, but strictly speaking gait refers to “the
type or manner of walking” [LRW12]. In this work, the following definition is adopted [PB10; LRW12;
Klu+21]:

“Walking is a method of locomotion and is defined as initiating and maintaining a forward
displacement of the centre of mass in an intended direction involving the use of the two legs, which
provide both support and propulsion. The feet are repetitively and reciprocally lifted and set down

whereby at least one foot is in contact with the ground at all times”.

As soon as parameters are extracted that tell about the walking pattern, the term “gait” is used. In
that sense, “walking” refers more to the type of physical activity, whereas “gait” is associated with
the assessment of that activity.

Walking requires a delicate balance between various interacting neuronal systems and virtu-
ally all levels of the nervous and musculoskeletal system are needed for walking [Nie03; Sni+07;
Tak17] (Figure 1.1). Consequently, dysfunction in any of these systems can result in walking im-
pairments [Sni+07]. Walking impairments commonly occur in elderly populations [Sni+07] and peo-
ple with neurological disorders [War+20], and prevalence of these impairments increases with age

3
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Figure 1.1: The systems involved in movement generation. Adapted from [Sni+07] and based on [Car20].

[PK17]. Markedly, about 20% of very old individuals (people aged 85 years or older) walk normally
[Blo+92], suggesting that those who have walking impairments in fact suffer from an underlying dis-
ease [Sni+07].

Results from previous research indeed suggest that an altered walking pattern may reflect symp-
toms of an underlying cerebrovascular or neurodegenerative disease [Sni+07]. For example,

• in a population-based longitudinal study it was shown that the risk of cardiovascular death
in subjects with senile gait disorders was twofold greater than in subjects with a normal gait
[Blo+00],

• the time to walk 30 foot contributed independently to the prediction of time to onset of persistent
cognitive impairment in a prospective, longitudinal, observational study [Mar+02],

• the presence of walking abnormalities in elderly persons without dementia at baseline is a sig-
nificant predictor of the risk of development of dementia, especially non-Alzheimer’s dementia
[Ver+02],

• and quantitative gait parameters play an important role in identifying prodromal Parkinson’s
disease (PD) and progression within this phase [Del+19].

Taken together, walking is a sensitive indicator of overall health status which motivates the use
of gait assessment for diagnostic and therapeutic purposes [PK17; Hod08].
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Figure 1.2: The gait cycle and associated gait phases and events. Adapted from [LRW12].

1.2. Gait Assessment

1.2.1. Gait Cycle

In order to understand walking impairments, it is important to first understand normal walking as this
will provide the standard against which the impaired walking can be compared [LRW12; CS02].

Walking is a cyclic activity [Car20] and consists of repetitive gait cycles (Figure 1.2). A complete
gait cycle is defined as the movement from the initial contact (IC) of one foot with the ground, to
the next IC of the same foot [CS02; PB10; LRW12; SS20]. Mostly, the gait cycle is divided into two
phases: stance and swing. The stance phase is the time during which the foot is in contact with the
ground. The swing phase follows the stance phase and is the time during which the same foot is
in the air. The separation of the two phases is marked by the final contact (FC) [PB10; LRW12;
SS20]. A step is the time between an IC of the ipsilateral foot and the following IC of the contralateral
foot [PB10; LRW12; Klu+21] and corresponds to a forward displacement of the foot together with a
forward displacement of the trunk [DKZ10]. A stride is the time between two successive ICs of the
same foot. As such, a stride is equivalent to the gait cycle and every stride contains a step from the
ipsilateral foot and the consecutive step from the contralateral foot [PB10; LRW12; Klu+21].

There are many parameters that can be extracted from a gait analysis. Among the basic param-
eters are the spatio-temporal parameters such as step and stride times and lengths, and cadence
(or step frequency) [LRW12; Ric18; Sol20]. Gait speed is also considered a key gait parameter
[MFL15]. Subsequently derived parameters are usually considered secondary gait parameters, and
serve as measures for gait symmetry [YB93; Sad+00; Ank+15], gait variability [Hau05], gait smooth-
ness [LBM02; Hui+18], gait stability [Wol+85; Bru+09] and gait regularity [RM00; Ris+15; Hui+18].
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1.2.2. Traditional Gait Assessment

Traditionally gait assessment is performed using tests or observations of the healthcare team in the
clinical environment by applying, for example, the motor part of the Movement Disorder Society-
sponsored Unified Parkinson’s Disease Rating Scale (MDS-UPDRS, Part III; [Goe+08]) for patients
with PD [Mae+21]. Observer-rated gait assessment is relatively subjective in nature and it has
been suggested that this subjectivity may lead to poor validity, reliability, sensitivity, and specificity
[TNF03], and depends on clinical expertise [Vie+10; Cel+21]. A more objective approach is to use
timed walking tests [Pol+20], such as the six-minute walking test [But+82], short physical perfor-
mance battery [Gur+94], 25-foot walking distance [Mot+17], and the timed up and go test [PR91].
However, both the rating scales and timed walking tests may not be sensitive to disease severity and
cannot evaluate disease-specific characteristics [Muñ+19; BMM18; Sch+17; Mir+19]. Furthermore,
these assessments are thought to mainly asses the gait capacity (i.e., How good is your [maximal]
function?; [Mae+21]). This assessment approach does not tell anything about how well and in what
quantity people are walking in daily life.

1.2.3. Instrumented Gait Assessment

Instrumented gait assessment using different digital-based technologies provides information that
is complementary to clinical observation [Buc+19; Cel+21]. Different digital-based technologies are
available for the objective instrumented assessment of gait, and the main consideration when de-
ciding the best approach is the need to balance the requirement for better granularity, sensitivity,
specificity, measurement accuracy, and minimal rater bias, with the complexity and feasibility of us-
ing such methods in clinics, communities, and clinical trials [Buc+19; Bon+20]. Three-dimensional
(3D) motion capture (mocap) systems, instrumented walkway systems and force plates have been
pioneering non-wearable systems that are considered the “gold standard” or reference for captur-
ing kinetic or kinematic gait parameters with reasonable to high accuracy [Cel+21; Dic10; McD+01;
MGM14]. Mocap systems use (passive) retro-reflective markers along with a video-based opto-
electronic stereophotogrammetric system and various anatomical models to calculate the displace-
ment of attached markers with high temporal and spatial accuracy [LRW12; Ric18; War+21; Cel+21;
Chi+05]. However, the high costs, long preparation time, and need for specialist staff to operate
the mocap systems form barriers to the adoption in routine clinical care [God+16; Buc+19]. Further-
more, there is increasingly more evidence that gait measured in laboratory settings under clinical
supervision lacks ecological validity, that is, gait as measured in the lab does not reflect daily life gait
[War+20; FM20; Hil+19; Atr+21].
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1.2.4. Wearable Sensor-Based Gait Assessment
Recent years have therefore shown a clear trend towards wearable sensor-based gait analysis
[War+20; Cel+21] and especially inertial measurement units (IMUs) have received much attention.
IMUs allow for unobtrusive, long-term monitoring of gait in the habitual environment (e.g., the home,
at work, or in the community) [Roc+20; Buc+19; War+20; FM20; Maz+21].

IMUs typically consist of 3D accelerometers, 3D gyroscopes and optionally 3D magnetometers,
that measure linear accelerations, angular velocity and magnetic field strength, respectively. From
these signals the timings of gait events, such as ICs and FCs, can be determined using dedicated
algorithms [Pan+18; NK21]. These algorithms, however, are often only validated for straight-line
walking in clinical environments, and were tested mostly in healthy populations. Gait event detection
is then based on rule-based heuristics using empirically derived thresholds that do not necessarily
translate to daily life gait, since IMU-based gait signals are affected by disease characteristics, par-
ticipant activity levels and the exact context in which walking takes place [War+20; FM20; Pan+18;
Pol+21]. However, recent advances in deep learning algorithms, computing resources and the avail-
ability of labeled gait data are paving the way for a data-driven approach for wearable sensor-based
gait event detection [Lem+20; KDS19; Gad+19; Fil+20].

1.3. Aim of the Thesis
In summary, the objective quantification of the gait cycle is of high interest for different stakeholders,
including patients, clinicians and researchers testing new treatment options, since gait is a surro-
gate marker of overall health status. The gait pattern may reflect the presence of an underlying
neurodegenerative disease, and can inform on the future development of diseases like dementia
and PD.

Using IMUs it is possible to record the gait pattern unobtrusively not just in specialized laborato-
ries but also in the habitual environment. This provides a more complete picture of the mobility status
and possible disease burden. However, the ecological validity of most algorithms is still an ongoing
challenge, therefore the aim of the current thesis is to develop and validate an algorithm for ro-
bust and accurate gait event detection based on IMU signals, which holds in both supervised
and unsupervised settings across both healthy and different neurodegenerative disease co-
horts.





2
Background

2.1. Practical Considerations
IMUs are devices that typically contain a three-axis accelerometer and gyroscope [KHS17]. An ac-
celerometer measures the external specific force acting on the device. The specific force consists of
both the device’s acceleration and the earth’s gravity. A gyroscope measures the device’s angular
velocity, i.e., the rate of change of the device’s orientation [KHS17]. Today, many gyroscopes and
accelerometers are based on microelectromechanical system (MEMS) technology [KHS17]. For the
purpose of measuring human motion, IMUs are strapped or attached to a body segment of interest.
The recorded accelerations and angular velocities as measured by the device then represent the
movement of the body segment it is attached to. Ideally, the sensor measurements can be used di-
rectly to inform on the body segment’s pose, i.e., position and orientation, but inertial measurements
are noisy and biased [KHS17; Sol20; Ios+16]. Thus, there a several practical considerations that
need to be taken into account.

First, an IMU needs to be properly calibrated and drift should be accounted for [FGP95; Lam+16].
Furthermore, depending on the type of movement that is to be recorded, a convenient sampling
frequency (fs) and range is to be chosen [Sol20]. For walking it was shown that 98% of the power of
the signal is contained below 10 Hz and 99% is below 15 Hz [AM85] and no significant acceleration
frequency component was found above 16 Hz for either a low back-worn or a heel-worn IMU during
treadmill walking [Ami+95]. Considering not just walking, but a range of daily life-relevant activities,
it was found that the major energy band was 0.3 – 3.5 Hz [SH93]. Therefore, given that walking
is our main activity of interest and to comply with the Nyquist-Shannon sampling theorem [SG14],
the sampling frequency is typically 32 Hz or higher, and the range is typically around ±8g for the

9
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accelerometer and ±2000◦/s for the gyroscope to avoid saturation [All+19; Sol20].

2.2. Notation
The measurements from a single IMU that records acceleration and angular velocity at a given
sampling frequency, fs, are denoted:

x(tn) = x[n] =
[
ax[n] ay[n] az[n] ωx[n] ωy[n] ωz[n]

]T
(2.1)

for time tn = (n − 1)/fs with n = 1, · · · , N , and ai[n] and ωi[n] denoting the accelerations and
angular velocities, respectively, along the ith sensitive axis at the nth time step. The data for a
complete measurement are denoted:

X =


(x[1])T

(x[2])T
...

(x[N ])T

 =


ax[1] ay[1] az[1] ωx[1] ωy[1] ωz[1]

ax[2] ay[2] az[2] ωx[2] ωy[2] ωz[2]
...

...
...

...
...

...
ax[N ] ay[N ] az[N ] ωx[N ] ωy[N ] ωz[N ]



=


· · ·

x1 x2 · · · xD
· · ·


(2.2)

with xd, d = 1, · · · , D denoting the measurements for the dth sensor channel.
Similarly, if for a given measurement the gait events have been derived using a valid reference

system, then the reference annotations (or labels) for the different classes (e.g., IC and FC) are
denoted:

y(tn) = y[n] =
[
y1[n] · · · yc[n] · · · yC [n]

]T
(2.3)

where c = 1, · · · , C, and with C = 2 in case only gait events from a single side are considered, and
C = 4 in case gait events from both left and right side are considered simultaneously. For both cases
it holds that yc[n] = 1 if the data at time step n correspond to an event of the cth gait event class,
and yc[n] = 0 otherwise. Furthermore, an additional class label is introduced for those time steps
that do not correspond to any of the gait events, and this class is referred to as the null class:

y0[n] =

1 if yc[n] = 0, for c ∈ {1, · · · , C}

0 otherwise
(2.4)

Combining Equations 2.3 and 2.4, the reference annotations at the nth discrete time step:

y(tn) = y[n] =
[
y0[n] y1[n] · · · yc[n] · · · yC [n]

]T
(2.5)
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Figure 2.1: High-level overview of the signal processing steps to extract temporal gait parameters from raw IMU signals.

and for the complete measurement:

Y =


(y[1])T

(y[2])T
...

(y[N ])T

 =


y0[1] y1[1] · · · yC [1]

y0[2] y1[2] · · · yC [2]
...

...
...

...
y0[N ] y1[N ] · · · yC [N ]



=


· · ·

y0 y1 · · · yC
· · ·


(2.6)

2.3. Conventional Approaches
Getting from the rather abstract measurements of accelerations and angular velocities to clinically
relevant parameters requires accurate detection of the IC and FC [Rue+10]. Conventionally, a clas-
sical approach is adopted to idenfity ICs and FCs from the acceleration and angular velocity signals.
This conventional approach consists of three main steps (Figure 2.1):

1. preprocessing the raw IMU signals,

2. extracting relevant features from the preprocessed signals,

3. and using the extracted features to classify IC or FC.

In this conventional approach, the feature extraction and classification are based on domain expert-
defined rules and empirically determined thresholds.

2.3.1. Preprocessing
Preprocessing serves to reduce the effects of unwanted distortions that derive from low-frequency
signal drift and/or high-frequency noise [BBS14; Fig+10; Sal+04; Mil+15; Del+16b]. In addition, IMU-
based algorithms often require the sensors’ orientation relative to an anatomical coordinate system
defined according to the conventions of biomechanics (Figure 2.2; [Sol20; Car20]).
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high-pass filter low-pass filter
sensor 

alignment
raw data

preprocessed 

data

Figure 2.2: The signal processing steps that make up the preprocessing pipeline.

(a) High-pass filter. (b) Low-pass filter

Figure 2.3: Filter characteristics of the applied high-pass and low-pass filters with the red horizontal line representing
the −3 dB cut-off frequency.

Filtering
In order to reduce the effects of low-frequency signal drift one can subtract the channel-wise mean
of the signal [Del+16b], subtract a linear fit of the signal (i.e., detrend the signal) [Pha+17] or apply
a high-pass filter, for example using an infinite impulse response (IIR) filter [SG14; PV08]. For the
presented studies, an IIR filter is used that is described by the following transfer function [Sal+04]:

H[z] =
1− z−1

1− α z−1
, α = 0.995 (2.7)

for a sampling frequency, fs, of 200 Hz.
The high-pass filtered signals are then low-pass filtered where the most common method in IMU-

based gait analysis is a 4th-order Butterworth filter with a cut off-frequency between 15 and 20 Hz.
[Pha+17; Del+16b; Hic+16; God+08]. Both these filters (Figure 2.3) are applied twice to the signal,
once forwards and once backwards, to achieve zero phase delay [KJ74; Sal+04].

Alignment
Gait assessment is based on the principles of biomechanics and by convention movement is de-
scribed related to an anatomical coordinate frame [WC95; Wu+02]. Normally three anatomical
planes are defined from the coordinate system (Figure 2.4; [Car20; Sol20]):
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• a sagittal plane containing the upward and forward axes,

• the frontal or coronal plane containing the upward and lateral axes,

• and the transverse plane containing the forward and the lateral axes.

Left 

Inferior 
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plane
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Right

Anterior  

Figure 2.4: The anatomical planes and axes. (Adopted from [LRW12].)

As the IMU is attached to the participant’s body segment by means of elastic straps or adhe-
sive tape, the device orientation or alignment is normally offset with respect to the anatomical axes
[Mil+15; Del+16b; Sol20; Car20]. The procedure to determine the orientation difference between the
sensor and the body segment is referred to as sensor-to-body, or sensor-to-segment, alignment, and
is crucial to derive any clinically meaningful angular kinematics data [Pac+20; LGA19]. The majority
of studies perform a functional alignment, where a certain pose or known movement is performed
such that at least one anatomical axis can be estimated [Pac+20; Fav+09; Kon+16a; de +10]. Other
studies assume that the sensor is pre-aligned with an axis of interest, make use of an underlying
kinematic model, or use a source other than the IMU [Pac+20; LGA19].

For the present studies it is assumed that at least one of the axes aligns with the anatomical
medio-lateral axis, and no sensor-to-segment calibration procedure or signal processing technique
is used.

2.3.2. Feature Extraction
Gait Event Detection
For the current studies, a conventional algorithm is implemented that detects gait events from the
medio-lateral angular velocity signal [Sal+04]. It is based on first identifying local maxima in the
medio-lateral angular velocity signal that correlate to midswing of the swing phase of the gait cycle
[Ami+02], both for healthy [Sab+05] and pathological gait [Sal+04; Tro+14]. Local minima before and
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after the midswing-associated maximum are then considered FC and IC, respectively (Figure 2.5;
[Ami+02; Sal+04; Tro+14]).

high-pass filter low-pass filter findpeaks peak selection

findpeaks

IC

FC

Figure 2.5: Signal flowchart for detecting gait events, i.e. initial contact (IC) and final contact (FC) from the raw
medio-lateral angular velocity, ωml, based on local minima surrounding the peaks that correspond to midswing (MS).

For the current studies, the medio-lateral angular velocity, ωml(t), is first high-pass filtered using
the filter from Equation 2.7, and then low-pass filtered using a 4th-order Butterworth filter with the
−3 dB cut-off frequency at 10 Hz. Next, local maxima and minima are detected using SciPy [Vir+20].
Timings of midswing are identified as local maxima with a minimum value of 50◦/s in the band-pass
filtered signal [Sal+04; Car+19]. If multiple adjacent local maxima within a distance of 500 ms are
detected, the peak with the highest amplitude is selected and the rest is discarded [Sal+04]. Likewise,
local minima with a value < −20◦/s are detected in the high-pass filtered signal [Sal+04]. Finally,
the last local minimum before each midswing and the first local mininum after each midswing are
identified as the FC and IC, respectively (Figure 2.6; [Ami+02; Sal+04; Tro+14; Car+19]).

Figure 2.6: Detection of initial and final contacts from the medio-lateral angular velocity signal. The data are from a 5
meter walking trial of a healthy younger adult at self-selected preferred walking speed.
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2.4. Deep Learning Approaches
A major drawback of this conventional approach is that it relies on handcrafted features (e.g., local
maxima, local minima) and the classification depends on empirically determined thresholds (e.g.,
minimum peak height, time interval between consecutive peaks). The gait pattern, as recorded with
an IMU, depends on the body segment to which it is attached, but also on contextual factors, such
as age, mood, personality, and sociocultural factors (does one live in a rather urban or rural area)
[PK17]. This implies that gait event detection performance might change for walking in different
contexts [War21]. Furthermore, the feature extraction assumes that the sensor signals align with
pre-defined anatomical axis, and this cannot always be guaranteed for unsupervised monitoring
settings where study participants may have to attach IMUs themselves, for example after night rest
or showering.

Alternatively, a deep learning (DL)-based approach can be adopted. The idea behind DL is
that the model or network learns valuable representations from the data itself, and no explicit rules
are defined for feature extraction or classification [Van18; Mei20; Cho21]. This approach is poten-
tially invariant to orientation misalignment, and is transferable and scalable to other body segments.
Furthermore, it is a suitable approach for a variety of time series-associated segmentation and clas-
sification tasks [Lön+19].

2.4.1. Convolutional Neural Networks

…

feature extraction classification

convolution pooling dense

input

Figure 2.7: A typical convolutional neural network architecture. It consists of stacked layers that perform convolutions,
pooling (or subsampling), flattening and non-linear activation. Based on [MS22].

To exploit the sequential nature of the gait pattern, a logical choice for a DL algorithm is either
a recurrent neural network (RNN) or a convolutional neural network (CNN). Recent studies have
found that CNNs based on dilated convolutions outperform RNNs for most sequence modelling tasks
[BKK18; Li+22]. These specific CNNs are sometimes referred to as temporal convolutional networks
(TCNs) [BKK18; van+16a; YK16; YKF17].

CNNswere first reported about in the early 1980s [Fuk80] and evolved over the course of time into
what is now referred to as a CNN [LBH95]. Later, convolutional and pooling layers were introduced
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(b) Network architecture for Chapter 5 with data from both left and
right side considered simultaneously.

Figure 2.8: Temporal convolutional network (TCN) models for gait events detection with a separate and independent
output for each gait event class (left) and with a single multi-class output (right).

[LeC+98], that together with fully-connected (or dense) layers and non-linear activation functions
form the building blocks of nearly all CNN architectures [Cho21] (Figure 2.7).

2.4.2. Temporal Convolutional Networks
For the current thesis, a TCN is developed and validated for gait event detection from IMUdata (Chap-
ters 4 and 5). The TCN consists of stacked residual blocks, that are made up from two sequences of
a (1) convolutional layer, (2) batch normalization layer, (3) rectified linear unit (ReLU) layer, and (4)
an optional dropout layer, after which the output is added to a residual connection (either an identity
mapping or a 1× 1 convolutional layer) and a final ReLU activation layer is applied (Figure 2.8).

The mathematical processing of the input data, X, through the consecutive layers of the residual
blocks is described in detail in Appendix A. How the outputs of the last residual block are treated
depends on whether the data from both sides are considered separately (thus allowing for a single
sensor setup, like in Chapter 4) or considered simultaneously (like in Chapter 5).

• Chapter 4. In this case, the inputs, X, consist of the raw acceleration and angular velocity
data of a single IMU from either the left or right side. The labels are the ICs and FCs of the
corresponding side, and these are considered two separate outputs (Figure 2.8a). The outputs
of the last residual block are therefore passed through two separate dense (fully-connected)
layers, and subsequently through a softmax layer to give the predicted events. The problem
is cast as a regression problem, and the difference between the predictions and the labels are
quantified by a weighted mean squared error (MSE) [KDS19; Fil+20]. The overall error is then
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the average of the sum over the time steps, classes and (training) examples.

• Chapter 5. In this case, the inputs, X, consist of the raw acceleration and angular velocity data
of the IMUs on both the left and right side. The labels are the left and right ICs and the left and
right FCs. The outputs of the last residual block are passed through a single dense layer and
subsequently through a softmax layer to give the predicted events. The problem is cast as a
multi-class classification problem, and the difference between the predictions and the labels
are quantified by a weighted categorical cross-entropy.
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Abstract
Background
Identification of individual gait events is essential for clinical gait analysis, because it can be used for
diagnostic purposes or tracking disease progression in neurological diseases such as Parkinson’s
disease. Previous research has shown that gait events can be detected from a shank-mounted
inertial measurement unit (IMU), however detection performance was often evaluated only from
straight-line walking. For use in daily life, the detection performance needs to be evaluated in curved
walking and turning as well as in single-task and dual-task conditions.

Methods
Participants (older adults, people with Parkinson’s disease, or people who had suffered from a stroke)
performed three different walking trials: (1) straight-line walking, (2) slalom walking, (3) Stroop-and-
walk trial. An optical motion capture system was used a reference system. Markers were attached
to the heel and toe regions of the shoe, and participants wore IMUs on the lateral sides of both
shanks. The angular velocity of the shank IMUs was used to detect instances of initial foot contact
(IC) and final foot contact (FC), which were compared to reference values obtained from the marker
trajectories.

Results
The detection method showed high recall, precision and F1 scores in different populations for both
initial contacts and final contacts during straight-line walking (IC: recall = 100%, precision = 100%,
F1 score = 100%; FC: recall = 100%, precision = 100%, F1 score = 100%), slalom walking (IC: recall
= 100%, precision ≥ 99%, F1 score =100%; FC: recall = 100%, precision ≥ 99%, F1 score =100%),
and turning (IC: recall ≥ 85%, precision ≥ 95%, F1 score ≥91%; FC: recall ≥ 84%, precision ≥ 95%,
F1 score ≥89%).

Conclusions
Shank-mounted IMUs can be used to detect gait events during straight-line walking, slalom walking
and turning. However, more false events were observed during turning andmore events weremissed
during turning. For use in daily life we recommend identifying turning before extracting temporal gait
parameters from identified gait events.
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3.1. Introduction

Gait is recognized as a surrogate marker of health, and provides essential clinical insights in neuro-
logical disease status [DCM18; Buc+19]. Traditionally, gait has been assessed by visual observation,
which suffers from subjectivity and imprecision [TNF03]. To overcome these limitations, multi-camera
optical motion capture (OMC) systems can be used, but these systems are relatively expensive and
restricted to expertise laboratories [Ios+16]. Furthermore, there is increasing evidence that the gait
pattern observed in clinical gait assessments does not reflect daily-life gait [Hil+19; War+20]. Hence,
to get a more complete picture of health status, there is an increasing demand for methods that al-
low for long-term gait monitoring in ambulatory settings. Inertial measurement units (IMUs) provide a
promising alternative to assess gait in an objective, unobtrusive and unconstrained manner [Ios+16;
Haj+18].

The term “gait” refers to “the way of walking” [Rue+10; LRW12] and human gait is commonly
segmented into repetitive gait cycles. A normal gait cycle begins and ends with initial contact (IC),
the instance when the foot strikes the ground [PB10]. The time interval between two consecutive
ICs of the same foot is referred to as the gait cycle time or stride time. The time interval between
two successive ICs of the opposite feet is called the step time. If, additionally, the event of final foot
contact (FC) is considered, then all phases in the gait cycle can be described: swing and stance
phase, or single and double support phase [DCM18; PB10]. Identification of gait events (GEs) and
phases is considered essential for clinical gait assessment [Rue+10]. GEs can be detected from a
single low back-mounted IMU [Par+19; Pha+17; McC+12; ZH03; Zij04; TCD14], however findings
suggest that detecting GEs is easier from shank- or foot-mounted IMUs [Sal+04; Tro+14; Kon+16b]
where foot-mounted IMUs increase errors, especially in pathological gait patterns [Kon+16b; LYL11].

The performance of IMU-based GE detection is, however, often tested only with treadmill walking
[Pha+17; ZH03] or from walking trials where only the straight-line segments of walking trajectories
were included in the analysis [Zij04; Sal+04; DGR16]. For more complex walking tasks, such as
slalom walking or dual-task walking, one often relies on visually counting of the number of steps,
which does not allow to assess the time error of the GE detection and is more prone to errors.
Whether IMU-based GE detection is still valid in more complex walking tasks is yet to be shown.
Daily-life gait is likely influenced by obstacle negotiation (approximately 30% of daily-life gait is spent
along curved trajectories [Gla+07; Tur+18]) and dual-/multi-tasking [Hil+19].

The aim of this study is therefore to quantify the performance of IC and FC detection in straight-
line walking under single-task and dual-task conditions, and to quantify detection performance in
curved walking and turning in (healthy) older adults (OA), people diagnosed with Parkinson’s disease
(PD), and people who have suffered from a stroke (ST).



24 Chapter 3. Gait Event Detection During Curved Walking and Dual-Task Conditions

3.2. Methods
A step was considered as the interval between consecutive ICs of the ipsi- and contralateral foot
[PB10], and corresponding to forward displacement of the foot together with a forward displacement
of the trunk [DKZ10]. A stride was the interval between two consecutive ICs of the same foot, and
as such it was equivalent to the gait cycle and every stride consisted of two steps [Rue+10; PB10].

3.2.1. Study Population

Table 3.1: Demographics data of the study participants summarized by group. N is the number of participants (between
brackets the number of female participants). Age, height, mass, UPDRS-III and disease duration are presented as mean
(standard deviation). Disease duration is the time since first diagnosis for PD, and time since stroke for ST. OA: older
adults, PD: Parkinson’s disease, ST: stroke, UPDRS-III: Unified Parkinson’s Disease Rating Scale, part III: Motor

Examination.

Group N Age Height Mass UPDRS-III Disease
duration

years m kg years

OA 11 (2) 71 (9) 1.76 (0.07) 78.5 (13.5) 4 (3)
PD 14 (5) 64 (10) 1.78 (0.08) 91.3 (14.7) 29 (21) 9 (5)
ST 9 (2) 68 (10) 1.75 (0.08) 81.3 (18.0) 6 (9) 2 (4)

Three different groups were distinguished: (1) OAs with no signs of any movement disorders,
(2) PD participants in the medication ON state, and (3) ST participants (Table 3.1). For the OAs the
minimum age was 60 years. All participants needed to be able to walk independently with or without
walking aids. Exclusion criteria were a high fall risk (i.e. > 2 falls in the last month, as reported
by the participant), any impairment that refrained the participant from giving consent to participate
in the study, and a score below 20 for the Montreal Cognitive Assessment (MoCA) [Nas+05]. All
participants gave written informed consent and the study was approved by the ethical committee of
the medical faculty at University Hospital Schleswig-Holstein (UKSH), No: D438/18.

3.2.2. Study Protocol
Participants walked a 5-meter distance that was marked at the start and end with two cones, approx-
imately 1 meter apart (Figure 3.1). Participants were asked to start walking approximately two steps
before the start, and to stop walking approximately two steps after the end. For the analysis of GE
detection, we only considered the events that were registered within the 5-meter distance.

The following walking trials were performed:
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Figure 3.1: Schematic illustration of the setup. a Participants were equipped with inertial measurement units (IMUs)
attached to the lateral sides of the shanks and reflective markers that were attached to the heel and toe region of the

shoes. b Three different walking trials were performed: (top) straight-line walking trial, (middle) slalom walking trial, and
(bottom) Stroop dual-task walking trial. Straight-line walking and slalom walking were performed only under single-task
conditions (indicated by the shoe icon), whereas the Stroop task was as a cognitive-motor dual-task (indicated by the

shoe and mobile phone icons). For the Stroop-and-walk trial, we distinguish between steps during straight-line segments
(within the dashed vertical lines) and steps during turns (outside of the dashed vertical lines).
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• straight-line trial, 5 meter, at preferred speed,

• slalom trial, 5 meter with a cone at every 1 meter, at preferred speed,

• Stroop-and-walk trial, walking up and down the 5-meter distance, while performing a numerical
Stroop test [HT82] on a hand-held mobile phone until completion of the Stroop test, at preferred
speed. For the numerical Stroop test, two numbers were displayed on the mobile screen that
were different in value and different in semantic size. The participant needed to tap the number
with the highest value. No further instructions as to prioritize any task were given.

For the Stroop-and-walk trial, participants started within the 5-meter distance, and walked up and
down whilst turning on either end of the 5-meter distance (see Fig. 3.1 for an example trajectory).
Turns were annotated manually using the Qualisys Track Manager 2018.1 software (QTM; Qualisys
AB, Göteborg, Sweden), and GEs during turns were analyzed separately.

3.2.3. Optical Motion Capture System
Equipment
Reflective markers (diameter: 19 mm) were attached to the heel and toe of both left and right shoes
(Fig. 3.1). Marker trajectories were recorded by a 12-camera optical motion capture system (Qualy-
sis AB, Göteborg, Sweden) sampling at 200Hz.

Signal Processing
GEs were detected from the heel marker trajectories, and provided reference values for the GE tim-
ings of ICs and FCs. Event timings were based on specific signal features from the heel marker
vertical velocity and acceleration, respectively. Raw marker data were loaded into MATLAB (MAT-
LAB 2018b, The Mathworks, Natwick, USA). The raw marker data were first interpolated to fill any
gaps [GF16] and subsequently low-pass filtered with a 4th order Butterworth filter with a cut-off fre-
quency, fcut, of 5 Hz. The filter was applied to the marker data by using MATLAB’s built-in filtfilt
function, such that the filtered signal was not delayed.

The timings of ICs correlated with timings of local maxima in the vertical acceleration [HM00],
whereas the timings of FCs closely correlated with timings of local maxima in the heel marker vertical
velocity [PBv01]. Like in [Car+18], GEs were checked manually QTM.

3.2.4. Inertial Measurement Units
Equipment
One IMU (Noraxon U.S.A. Inc., Scottsdale, Arizona, USA) was attached to each shank with elastic
straps. The sampling frequency was also set to 200 Hz and the OMC and IMUs were synchronized
using a trigger at the beginning of each measurement [Qua11].
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Signal Processing
Sensor data were loaded into MATLAB. IMUs were aligned such that the sensitive axes pointed
roughly in antero-posterior direction (forward being positive), medio-lateral direction (left being posi-
tive), and the vertical direction (up being positive). Angular velocity was high-pass filtered using an
IIR filter with fcut ≈ 0.15Hz to reduce the effect of drift [Sal+04], and then low-pass filtered using a
4th order Butterworth filter with fcut = 10Hz. Both filters were applied using the filtfilt function.

Detection of GEs using shank-mounted IMUs was based on identifying negative peaks in the
medio-lateral angular velocity that was high- and low-pass filtered. These negative peaks closely
correlated to timings of mid-swing [Sal+04; Tro+14; Ami+02]. Only negative peaks with a value
≤10% of the global minimum angular velocity were considered. Furthermore, if two or more consec-
utive peaks were detected within a time interval of 300ms of each other, then only the peak with the
lowest value was preserved [DGR16; Naj+03].

Data from the two legs were analyzed independently of one another to facilitate a setup with an
IMU on a single side.

3.2.5. Data Analysis
Two GEs, IC and FC, were extracted using the reference system as well as the shank-mounted IMUs.
For both events the detection performance was evaluated in terms of correctly identified events (true
positives, TP), falsely identified events (false positives, FP) and missed events (false negatives, FN).
TPs were defined as < 300ms difference (in terms of magnitude) between an event detected by the
IMU-based algorithm and the reference event [Pha+17]. From these metrics the recall, precision
and F1 score were derived:

recall = R =
TP

TP+ FN

precision = P =
TP

TP+ FP

F1 score = F1 = 2
precision · recall
precision+ recall

Recall expressed how many of the gait events were detected and precision expressed how many
of the detected gait events were true gait events. The F1 score can be considered as a weighted
average of the recall and precision. Furthermore, algorithm performance was evaluated by assess-
ing the time error between the reference event (from the marker-based algorithm) and the predicted
event [KW16; Ji+19], defined as:

ϵIC = tIC − t′IC

ϵFC = tFC − t′FC
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where tIC and tFC denoted the time of the predicted IC and FC from the IMU-based algorithm, and
t′IC and t′FC denoted the reference time of the IC and FC obtained from the OMC.

The effect of dual-task conditions was investigated by comparing GE detection from the straight-
line trial to the GE detection from the straight-line segment of the Stroop-and-walk trial (Fig. 1). The
effect of curved walking was investigated by comparing GE detection from the straight-line walking
to slalom walking and turns from the Stroop-and-walk trial.

3.2.6. Statistical Analysis
Detection of Gait Events
The algorithm performance in detection of GEs was evaluated by generating contingency tables and
comparing the recall, precision and F1 scores.

Time Agreement
Time agreement was assessed by determining the mean time error, corresponding 95% confidence
intervals and the mean absolute error (MAE). Confidence intervals (CIs) were computed as x̄±1.96s

with x̄ the mean time error, and s the standard deviation of the time errors.
Comparison of time errors between tasks for each group. A Wilcoxon signed-rank test [Wil45]

was used to compare each subject’s mean values of the absolute errors for the single-task versus the
dual-task conditions, and similarly for the straight-line walking, slalom walking, and turns [Tro+14].
Differences were considered statistically significant if the p-value was less than 0.05.

Comparison of time errors between groups for each task. A Wilcoxon rank sum test was used
to compare the subject mean values of the absolute errors from the OA group and those obtained
for the PD and ST group [Tro+14]. Differences were considered statistically significant if the p-value
was less than 0.05.

3.3. Results
3.3.1. Detection of Gait Events
Effect of Dual-Tasking
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Table 3.2: Validation results of gait event detection for the straight-line segments of the single-task trial and the
Stroop-and-walk trial. F1: F1 score, FN: false negative, FP: false positive, OA: older adults, P: precision, PD:

Parkinson’s disease, R: recall, ST: stroke, TP: true positive.

Initial contacts Final contacts
N TP FN FP R P F1 TP FN FP R P F1

% % % % % %

Straight-line trial

OA 11 83 0 0 100 100 100 83 0 0 100 100 100
PD 14 131 0 0 100 100 100 133 0 0 100 100 100
ST 9 78 0 0 100 100 100 81 0 0 100 100 100

Stroop-and-walk trial (straight-line segments
OA 11 501 5 0 99 100 100 497 8 1 98 100 99
PD 11 587 1 1 100 100 100 589 2 2 100 100 100
ST 9 457 12 0 97 100 99 451 18 2 96 100 98

IMU-based GE detection showed high recall (IC: ≥97%, FC: ≥96%), high precision (IC: ≥100%,
FC: ≥100%) and high F1 score (IC: ≥99%, FC: ≥98%) for the three different groups in both single-
task and dual-task conditions for GEs during straight walking (Table 3.2). All ICs and FCs were
detected for the single-task trials. In the straight walking segments from the Stroop-and-walk trials a
number of false events (1 IC, 5 FC) and a number of missed events (18 IC, 28 FC) were observed.

Effect of Curved Walking and Turns

Table 3.3: Validation results of gait event detection during straight-line walking, curved walking, and turns. F1: F1 score,
FN: false negative, FP: false positive, OA: older adults, P: precision, PD: Parkinson’s disease, R: recall, ST: stroke, TP:

true positive.

Initial contacts Final contacts
N TP FN FP R P F1 TP FN FP R P F1

% % % % % %

Straight-line trial

OA 11 83 0 0 100 100 100 83 0 0 100 100 100
PD 14 131 0 0 100 100 100 133 0 0 100 100 100
ST 9 78 0 0 100 100 100 81 0 0 100 100 100
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Table 3.3: Validation results of gait event detection during straight-line walking, curved walking, and turns. F1: F1 score,
FN: false negative, FP: false positive, OA: older adults, P: precision, PD: Parkinson’s disease, R: recall, ST: stroke, TP:

true positive.

Initial contacts Final contacts
N TP FN FP R P F1 TP FN FP R P F1

% % % % % %

Slalom trial
OA 11 103 0 0 100 100 100 96 0 0 100 100 100
PD 14 181 0 1 100 99 100 190 0 1 100 99 100
ST 9 124 0 0 100 100 100 126 0 0 100 100 100

Stroop-and-walk trial (turns)
OA 11 297 51 11 85 97 91 296 55 15 84 95 89
PD 11 312 45 18 87 95 91 315 42 14 88 96 92
ST 9 281 41 15 87 95 91 282 39 13 88 96 92

IMU-based GE detection showed high recall (IC: 100%, FC: 100%), high precision (IC: ≥99%,
FC: ≥99%) and high F1 score (IC: 99%, FC: 98%) for the three different groups for the straight-line
walking and slalom walking (Table 3.3). All ICs and FCs were detected for the single-task trials. In
the straight walking segments from the Stroop-and-walk trials a number of false events (1 IC, 5 FC)
and a number of missed events (18 IC, 28 FC) were observed. One IC and one FC were falsely
detected for a single PD patient in the slalom walking trial, where the patient swung its foot forward
and backward without taking a step (that is, there was a swing phase but the patient did not move
forward but rather put its foot down on the same spot). For ICs and FCs during turns, for the three
groups, recall was lower than for the straight-line and slalom walking (IC: ≥85%, FC: ≥84%), and
likewise for the precision (IC:≥95%, FC:≥95%) and F1 score (IC:≥91%, FC:≥89%). More events
were missed by the IMU-based gait event detection (137 ICs, 136 FCs) and more false events were
detected (44 ICs, 42 FCs).

3.3.2. Time Agreement
Effect of Walking Task on Gait Event Detection
Effect of Dual-Task Walking.
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Figure 3.2: Boxplots showing the mean absolute errors for the a initial contacts and b final contacts detection for the gait
events during straight-line walking under single-task (red) or dual-task (blue) conditions. ∗: p < 0.05

Table 3.4: Values for the time errors of the gait events. CI: confidence interval, MAE: mean absolute error, OA: older
adults, PD: Parkinson’s disease, sd: standard deviation, ST: stroke.

Initial contacts Final contacts
mean (sd) MAE 95%CI mean (sd) MAE 95%CI
ms ms [ms, ms] ms ms [ms, ms]

OA straight-line 14 (36) 32 [−57, 85] −25 (33) 31 [−90, 39]
stroop-and-walk 21 (33) 32 [−44, 86] −21 (38) 33 [−96, 54]

PD straight-line 26 (29) 33 [−30, 83] −25 (45) 40 [−113, 63]
stroop-and-walk 11 (40) 33 [−67, 89] −43 (49) 51 [−139, 52]

ST straight-line 17 (36) 31 [−54, 87] −6 (33) 29 [−71, 59]
stroop-and-walk 31 (43) 41 [−53, 116] −4 (38) 32 [−79, 71]

Table 3.4 shows the mean time errors, mean absolute error (MAE) and the 95% CI for the GEs
during straight-line walking, either from the straight-line trial (single-task) or the Stroop-and-walk trial
(dual-task). A Wilcoxon signed-rank test showed that there are no significant differences between
the single-task and dual-task conditions, except for the ST group (Figure 3.2). In the ST group we
found that the MAE is significantly higher in dual-task conditions compared to single-task conditions
(p = 0.039, W = 5.0).

Effect of Curved Walking and Turns.
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Figure 3.3: Boxplots showing the mean absolute errors for the a initial contacts and b final contacts detection for the gait
events during straight-line walking (red), slalom walking (green) and during turns (blue). ∗: p < 0.05

Table 3.5: Values for the time errors of the gait events. CI: confidence interval, MAE: mean absolute error, OA: older
adults, PD: Parkinson’s disease, sd: standard deviation, ST: stroke.

Initial contacts Final contacts
mean (sd) MAE 95%CI mean (sd) MAE 95%CI
ms ms [ms, ms] ms ms [ms, ms]

OA straight-line 14 (36) 32 [−57, 85] −25 (33) 31 [−90, 39]
slalom 18 (32) 30 [−45, 81] −2 (31) 25 [−63, 59]
stroop-and-walk
(turns)

11 (57) 40 [−101, 123] −33 (77) 58 [−183, 117]

PD straight-line 26 (29) 33 [−30, 83] −25 (45) 40 [−113, 63]
slalom 20 (33) 30 [−44, 83] −15 (45) 35 [−103, 72]
stroop-and-walk
(turns)

−11 (81) 56 [−170, 148] −45 (75) 68 [−192, 103]

ST straight-line 17 (36) 31 [−54, 87] −6 (33) 29 [−71, 59]
slalom 19 (36) 31 [−53, 90] −4 (34) 28 [−72, 63]
stroop-and-walk
(turns)

12 (62) 47 [−110, 133] −7 (77) 54 [−158, 144]

Table 3.5 shows the mean time errors, MAE and 95% CI for the GEs during straight-line walking,
slalom walking and during turns. A Wilcoxon signed-rank test showed that for all groups there are
no significant differences between the straight-line walking and the slalom walking, for both ICs and
FCs. It is also shown that in IC detection significant differences exist for the MAE of the straigt-line
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walking and turns, and the slalom walking and turn, for both the PD and ST group (Figure 3.3). For
the FC detection, significant differences were observed for the MAEs between straight-line walking
and turns, and slalom walking and turns, for all groups.

Effect of Group on Gait Event Detection
A Wilcoxon rank-sum test showed that no significant differences were observed between groups for
all walking tasks, except for slalom walking, where in FC detection the MAE is significantly larger in
the PD group compared to the OA group (p = 0.039, W = −2.608).

3.4. Discussion
In this study, shank-mounted IMU-based detection of gait events was tested for different walking
tasks and in different mobility-limiting chronic diseases. The detection performance was evaluated
for GEs from steps during straight-line walking under both single-task and dual-task conditions. Fur-
thermore, the detection performance was evaluated for GEs from steps during straight-line walking,
curved walking and turns. Three different groups of participants were distinguished (OA, PD, ST;
Table 3.1) to evaluate whether the detection performance is affected by presence or history of neu-
rological disease.

The high (i.e., almost perfect) recall, precision and F1 score (Table 3.2) imply that IMU-based
detection of ICs and FCs is feasible in both single-task and dual-task straight-line walking for partic-
ipants with physiological and different pathological walking patterns. Similarly, the high (i.e., again
almost perfect) recall, precision and F1 score (Table 3.3) imply that IMU-based gait event detection is
feasible in curved walking by assessing the detection performance in slalom walking. Again, results
hold for participants across different walking conditions. The performance of detecting gait events
during turning shows lower recall, precision and F1 score which suggests that shank-mounted IMUs
are less feasible to detect GEs during turning. It should be noted that this holds only for how currently
the signals were processed. If the vertical acceleration signal would also have been used, like in
[Maq+16] for lower limb amputees, then GE detection would likely have been less dependent on the
(forward) swinging motion of the leg.

Concerning the differences between IMU-based event timings and reference event timings, re-
sults were in a range similar to previous studies [Car+18; Ji+19]. There are many possible contrib-
utors to the time difference, and possibly a combination of these will be in play. First, and most
importantly, two different systems were used and distinct signal characteristics were used to identify
the same event. For the reference system, local extrema in the marker velocity and acceleration
marked the instances of the event [HM00; PBv01]. For the IMUs, local extrema in the angular ve-
locity about the medio-lateral axis marked the instances of gait events [Sal+04; Tro+14; Ami+02].
More recent research found that there was no clear feature from the angular velocity signal related
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to FC, at least when walking on a treadmill [Böt+16]. Next, the filtering of the angular velocity signal
may contribute to the time error, as with a lower cut-off frequency less signal details were preserved
which affects the presence of local extrema [CGE10]. Potentially, there is also a minor contribution
to the time error from the hardware-triggered synchronization [Qua11], as mentioned before [Car+18;
Sta+90; Chi+05]. Most importantly, for all groups and walking tasks, the 95% CI of the estimated
event timing encompassed 0 s and therefore the current methods are considered valid for detection
of gait events [Sal+04; Tro+14; Ami+02]. The 95% CI is largest for the time errors of IC and FC
during turns.

It was found that the absolute time error is not significantly different when comparing detection
of GEs for single-task conditions to dual-task conditions, except for the detection of ICs for the ST
group. This may be explained by the altered gait pattern that can be observed in some post-stroke
patients, especially while executing a cognitive-motor dual-task [Bae+13; Tim+18]. The mean abso-
lute time error was found significantly higher for IC and FC detection during turns compared to both
straight-line and slalom walking for the PD and ST group. Together with the lower recall, precision,
F1 score and the larger 95% CI this implies that a shank-mounted IMU is less feasible for detecting
GEs during turning. What are the most probable reasons for this observation? In straight-line walk-
ing, the leg is swung forward reaching a peak angular velocity at approximately mid-swing [Sal+04;
Tro+14; Ami+02]. The local maxima right before and after the peak are then correlated to the in-
stances of FC and IC [Sal+04; Tro+14; Ami+02]. However, for steps during turning, this swinging
motion may not always be observed, depending on which turning strategy is used [HS99] which may
explain the higher number of FN and FP events during turns, compared to straight-line and, espe-
cially, slalom walking. The study has in our opinion a particular clinical relevance, considering that
increasingly home-derived data will be used for patient management [War+20] and assessment in
clinical trials [Cor+19; Cer18]. IMUs are ideally suited for this performance-based assessment. Our
study suggests that the temporal components necessary for the qualitative assessment of gait (IC
and FC) can be detected very reliably during straight and slalom walking (e.g. go for a stroll or shop-
ping, commuting to work), but gait phases with rotations of e.g. 180◦ and possibly interrupted forward
movement can be detected less reliably. This implies that turns should definitely be included in unsu-
pervised IMU-based gait detection. Of course, this statement only applies to the sensor constellation
as used in this study, and not, for example, to data from IMUs positioned at the low back. Although
methods derived from low back- or foot-mounted IMUs [Pha+17; McC+12; LYL11; Ram+15] may
be less susceptible to turns, literature suggested that GE detection is easier and more robust from
shank-mounted IMUs [Sal+04; Tro+14; Kon+16b].

Furthermore, to continue improving the current methods, and to be less dependent on the forward
swinging motion of the leg, future research may also include vertical acceleration signals [McC+12;
Maq+16] or include information from both the time and frequency domain [KW16; Cai+17].
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One of the limitations of this study is the relatively short walking distance. However, the focus of
our research was on detecting GEs regardless of the walking distance. Another limitation is that the
results are from a supervised assessment in a controlled environment, which is not representative
of daily-life conditions [Hil+19; War+20].

3.5. Conclusion
Shank-mounted IMUs can be used to detect gait events from steps during straight-line and curved
walking, under both single-task and dual-task conditions, in different neurological populations. Gait
events from steps during turns can be detected but result in more missed events and more false
events. In case spatio-temporal parameters are subsequently derived, the higher number of missed
and false events will have a negative effect on these parameters. If turns are not automatically
identified, the spatio-temporal parameters from ambulatory assessment should be interpreted with
care.
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Abstract
Background
Many algorithms use 3D accelerometer and/or gyroscope data from inertial measurement unit (IMU)
sensors to detect gait events (i.e., initial and final foot contact). However, these algorithms often
require knowledge about sensor orientation and use empirically derived thresholds. As alignment
cannot always be controlled for in ambulatory assessments, methods are needed that require lit-
tle knowledge on sensor location and orientation, e.g., a convolutional neural network-based deep
learning model.

Methods
Therefore, 157 participants from healthy and neurologically diseased cohorts walked 5 m distances
at slow, preferred, and fast walking speed, while data were collected from IMUs on the left and right
ankle and shank. Gait events were detected and stride parameters were extracted using a deep
learningmodel and an optoelectronic motion capture (OMC) system for reference. The deep learning
model consisted of convolutional layers using dilated convolutions, followed by two independent fully
connected layers to predict whether a time step corresponded to the event of initial contact (IC) or
final contact (FC), respectively.

Results
Results showed a high detection rate for both initial and final contacts across sensor locations (recall
≥92%, precision ≥97%). Time agreement was excellent as witnessed from the median time error
(0.005 s) and corresponding inter-quartile range (0.020 s). The extracted stride-specific parameters
were in good agreement with parameters derived from the OMC system (maximum mean difference
0.003 s and corresponding maximum limits of agreement (−0.049 s, 0.051 s) for a 95% confidence
level).

Conclusions
Thus, the deep learning approach was considered a valid approach for detecting gait events and
extracting stride-specific parameters with little knowledge on exact IMU location and orientation in
conditions with and without walking pathologies due to neurological diseases.
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4.1. Introduction

Gait deficits are common in older adults and possibly reflect the presence of an underlying neu-
rodegenerative disease [Sni+07; Hod08]. For example, conversion to Parkinson’s Disease [Del+19]
or conversion from mild cognitive impairment to Alzheimer’s Disease [Kön+17; Ber+18] are linked
with changes in spatiotemporal gait parameters. Similarly, temporal gait parameters are different for
stroke patients [von+95; Moh+21] and patients with multiple sclerosis [Gri+16; Fla+19] when com-
pared to healthy controls. To objectively quantify gait deficits, stride-specific parameters such as
stride time or stride length are often used [Han+16]. The beginning and end of a stride are deter-
mined from two successive initial contacts (ICs) of the same foot [PB10; LRW12]. The IC is when
the foot contacts the ground and together with the instant at which the foot leaves the ground (final
contact, FC), each stride can be divided in a stance and swing phase [Rue+10; BR14]. The events
of IC and FC, also referred to as gait events, are commonly determined using force or pressure mea-
suring devices [BR14], or marker-based optoelectronic motion capture systems (OMC; henceforth
referred to as the marker-based system or method) [Chi+05; TR20]. These systems are relatively
expensive, and restricted to usage in expertise laboratories [Ios+16; Jar+18]. As there is increasing
evidence that gait measured in the lab does not reflect daily-life gait [Hil+19; War+20; Atr+21], there
is increasingly more interest in measurement systems that allow for continuous gait analysis in am-
bulatory settings. Therefore, the use of inertial measurement units (IMUs) is especially attractive,
as these can be used to measure gait in ecologically valid environments, such as the home environ-
ment, thereby painting a more complete picture of health status [Del+16b; Sha+20] and providing
clinical information that is complementary to standardized lab-based assessments [War+20; FM20;
Atr+21; Cor+21].

Previous research suggests that gait event detection is more accurate using an IMU worn on a
lower limb (e.g., shank or foot) compared to an IMU worn on the low back [BRG15; SBM16; Pan+18].
Now, in order to get from abstract IMU sensor readings to clinically relevant gait parameters (i.e.,
from accelerations and angular velocities to stride times) [Han+16], different algorithmic approaches
have been developed in the last twenty years of clinical gait research. A recent study has evaluated
a cross-section of these algorithms for different sensor locations on the lower leg and foot [NK21].
The algorithms were categorized according to which signals were analyzed, for example the angular
velocity about the medio-lateral axis, or the accelerations along vertical and antero-posterior axes.
This means the sensor readings need to be linked with the anatomical axes, that is, one needs
to know which sensor axis aligns with for example the medio-lateral axis. In most approaches, it is
simply assumed that due to sensor attachment the sensor axis aligns roughly with the anatomical axis
of interest [Sal+04; Sab+05; Jas+06; CGE10; Tro+14; Maq+16; Rom+21] or an additional calibration
procedure (e.g., [FGP95]) is required [Gre+10; NK21]. In ambulatory assessments however, study
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participants often attach the sensor themselves, for example after showering, and therefore the
sensor location and alignment cannot be controlled for. Furthermore, it is unlikely that each time the
sensor is (re-)attached study participants, especially those with gait deficits, perform a calibration
procedure that usually consists of holding a pre-defined pose and performing some knownmovement
sequences [LGA19; Pac+20].

Taken together, this drives the need for an approach that is invariant to sensor orientation, and
is applicable across a variety of pathological gait patterns. In the field of image analysis similar
requirements have been successfully addressed by algorithms that share a common underlying
methodology referred to as deep learning [LBH95; Han+16; ter19]. Recent applications of deep
learning algorithms have already shown improved performance in detecting gait events from marker-
based motion capture when compared to conventional, often heuristics-based, algorithms [KDS19;
Lem+20; Fil+20]. Another study used a deep learning approach to detect gait events from either
three IMUs (worn on the low back, and both ankles) or a single IMU (worn on the low back), and
showed that the time error was considerably smaller for the deep learning algorithm than for a com-
monly applied wavelet-based approach [Gad+19].

The aim of this study is to extend these works by validating this deep learning approach for detect-
ing gait events in a heterogeneous cohort of healthy and neurologically diseased adults considering
a single IMU setup, worn on the lower leg.

4.2. Methods
4.2.1. Data Collection
Gait analyses were performed in the Universitätsklinikum Schleswig-Holstein (UKSH) campus Kiel,
Germany. The study [War+21] was approved by the ethical committee of the medical faculty at
the UKSH (no: D438/18). In total, data from 160 participants were included for the current analy-
sis, including data from young adults (YA; age: 18 - 60 years), older adults (OA; age: >60 years),
people with Parkinson’s Disease (PD; according to the UK Brain Bank criteria [GL88], people with
a recent (<4 weeks) symptomatic stroke (stroke), people with multiple sclerosis (MS; according to
the McDonalds criteria [Tho+18]), people with chronic low back pain (cLBP), and people with diag-
noses not fitting in any aforementioned groups or disorders with no explicit diagnosis (other) (Table
4.1). Inclusion criteria were an age of 18 years or older and the ability to walk independently without
a walking aid. Participants were excluded from the study with a Montreal Cognitive Assessment
[Nas+05] score <15 and other movement disorders that affected mobility, as noticed by the clinical
assessor.
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Table 4.1: Demographics data of the study participants summarized by group and gender. Age, height, and weight are
presented as mean (standard deviation).

Group Gender Num. of Age Height Mass
participants

years cm kg

YA F 21 27 (7) 173 (5) 67 (9)
M 21 29 (9) 185 (8) 80 (12)

OA F 12 70 (6) 167 (6) 72 (17)
M 10 73 (6) 180 (6) 83 (12)

PD F 12 67 (6) 168 (7) 70 (15)
M 19 61 (11) 178 (7) 86 (14)

MS F 12 37 (10) 174 (9) 75 (9)
M 9 42 (16) 189 (9) 96 (32)

stroke F 4 66 (11) 160 (7) 65 (13)
M 17 67 (18) 178 (7) 84 (15)

cLBP F 3 67 (6) 168 (7) 65 (6)
M 6 66 (17) 177 (8) 86 (14)

other F 3 60 (16) 166 (4) 79 (19)
M 8 68 (19) 182 (7) 85 (14)

Participants performed three walking trials consisting of walking 5 m at either (1) preferred speed
(“Please walk at your normal walking speed.”), (2) slow speed (“Please walk at half of your normal
walking speed.”), or (3) fast speed (“Please walk as fast as possible, without running or falling.”).
The 5 m distance was marked with two cones on both ends, and participants were asked to start
walking approximately two steps before the cones on one end, and stop walking approximately two
steps after passing the cones on the other end.

For the current analysis, data from four IMUs (Noraxon USA Inc., myoMOTION, Scottsdale, AZ,
USA) were considered, namely those that were attached laterally above the left and right ankle joint
and those attached proximally at the left and right shank. IMUs were secured to participants using
elastic bands with a special hold for the IMU. Furthermore, reflective markers were attached on top
of the usual foot wear at the heel and toe of both feet (Figure 4.1). Marker data were recorded using
a twelve-camera OMC system (Qualisys AB, Göteborg, Sweden) at a sampling frequency of 200
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85 meter~ 2 steps ~ 2 steps

Marker-based reference values

Proposed deep learning approach

Heel 
Toe  

Figure 4.1: Schematic depiction (from https://www.vecteezy.com/free-vector/man-walking, accessed on
11 Nov 2021) of the current study. Study participants wore IMUs on the ankle and shanks, and reflective markers were
adhered on the heel and toe of usual footwear (illustrated on the left). Marker data were used to obtain reference values
for the timings of initial and final contacts (top), where accelerometer and gyroscope data from each tracked point were

inputted to a neural network that predicted timings of the same initial and final contacts (bottom).

Hz. IMU data were recorded at the same sampling frequency, and both systems were synchronized
using a TTL signal [War+21].

4.2.2. Data Preprocessing
Marker Data
First, data from both marker and IMU systems were cropped so that only data from within the 5 m
distance were considered. Any gaps in the marker data were filled by interpolation making use of
inter-correlations between markers [Fed13; GF16]. The data were then low-pass filtered using a
sixth-order Butterworth filter with a cut-off frequency of 20 Hz [RK21]. The filter was applied twice to
the input data [KJ74]. After filtering in the forward direction, the filtered sequence was reversed and
run back through the filter [Sal+04]. The filtered data were differentiated to get velocity signals, and
timings of ICs and FCs were determined from local maxima and minima in the heel and toe vertical
velocity signals [PBv01; OCo+07]. All identified ICs and FCs were manually checked using Qual-
isys Track Manager 2018.1 software (Qualisys AB, Göteborg, Sweden) and corrected if necessary
[Rom+21; Car+18]. The resulting annotated ICs and FCs were considered the true events (also

https://www.vecteezy.com/free-vector/man-walking
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labels or targets), and were used as reference timings to derive stride-specific gait parameters.

IMU Data
The idea behind the deep learning approach was that a model was trained to predict the like-
lihood of an IC and FC, given accelerometer and gyroscope data from a single IMU. The data
from a single sensor channel, e.g., the acceleration in forward direction, were denoted by xd =[
xd[1] xd[2] · · · xd[N ]

]T
, with d referring to the dth sensor channel (i.e., d = 1, 2, · · · , D) and n

referring to the nthe sample or time step (i.e., n = 1, 2, · · · , N ). Similarly, the data from all D sensor
channels at a given time step n were denoted by x[n] =

[
x1[n] x2[n] · · · xD[n]

]T
. Data from all

D channels, and for all N time steps, were then denoted by:

X =


...

...
...

x1 x2 · · · xD
...

...
...

 =


x1[1] x2[1] xD[1]

x1[2] x2[2] xD[2]
...

... · · ·
...

x1[N ] x2[N ] xD[N ]

 , X ∈ RN×D (4.1)

Likewise, the labels were denoted by:

yIC =


yIC[1]

yIC[2]
...

yIC[N ]

 , yFC =


yFC[1]

yFC[2]
...

yFC[N ]

 , yIC/FC ∈ RN×1, yIC/FC[n] ∈ {0, 1} (4.2)

The model was iteratively trained to learn a mapping hΘ(X) : X → y, where hΘ was also referred
to as the hypothesis parameterized by the weights, collectively denoted by Θ, and X was an array
with the raw sensor data from the 3-axis accelerometer and 3-axis gyroscope of a single sensor
location.

All participant data were split into three independent datasets, namely a training set, a valida-
tion set, and a test set. Each set contained data from approximately one-third of the participants.
Participants were randomly assigned to one of the sets, stratified by both group (i.e., diagnosis)
and gender (Table 4.2). The training and validation set were used to train an optimal deep learning
model. Test set data were not used for training the model or hyperparameter tuning. The results
on the model’s performance were only based on the test set, and therefore reflected how good the
model generalizes to new, unseen data.
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Table 4.2: Overview of the total number of participants, walking trials, and number of instances in the training, validation,
and test set. A detailed overview with exactly for which trial and sensor location valid data were available can be found

at https://github.com/rmndrs89/my-gait-events-tcn, accessed on 1 April 2022.

Dataset Num. of Num. of Num. of
participants trials instances

train 61 749 3366
validation 48 564 2570
test 48 620 620

Accelerometer and gyroscope data were normalized by subtracting the channel-wise mean and
dividing by the channel-wise standard deviation. For the training and validation datasets, the data
were then partitioned into equal length time windows [Fil+20] of 400 samples, with an overlap of
50% between successive windows (corresponding to 2 s windows, and 1 s overlap, respectively).
For the test set, the complete trial was fed as input to the model for predicting ICs and FCs (hence
the number of instances is the same as the number of trials, Table 4.2).

4.2.3. Model
Model Architecture
The generic architecture for the deep learning model was based on a temporal convo- lutional net-
work (TCN) [Fil+20; Rém20; BKK18]. The TCN consisted of a sequence of residual blocks with
exponentially increasing dilation factor [BKK18; YK16]. Each residual block was built from two se-
quences of a dilated convolutional layer [YK16], a batch normalization layer [IS15], a rectified linear
unit (ReLU) activation layer, and a dropout layer [Sri+14] (Figure 4.2). The model was built in Python
[VD09] using the high-level TensorFlow API Keras [Cho+15; Rém20].

For the current analysis, only convolutions of the “same” type were considered [Rém20], i.e., the
model was non-causal and zero-padded to account for edge effects, and the likelihood of an IC or
FC was based on input data both before and after the current sample, n:

ŷi[n] = f(· · · , x[n− 1], x[n], x[n+ 1], · · · ), i ∈ {IC,FC} (4.3)

The number of samples that the predictions at time n “sees” was referred to as the receptive field
[Col+17] and was a function of the kernel size and the dilation factors [Rém20]. Dilation factors were
always given as a sequence of increasing power of 2 [BKK18; YK16; van+16a].

The outputs of the TCN block were fed to two separate fully connected (FCN, or dense) layers,
that were both followed by a sigmoid activation layer. Outputs were then predicted separately for

https://github.com/rmndrs89/my-gait-events-tcn
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Figure 4.2: The generic model architecture of the deep learning model to predict initial contacts(ICs) and final contacts
(FCs). The inputs are the accelerometer and gyroscope data from a single inertial measurement unit, which are fed to a

temporal convolutional network (TCN) (left). The TCN consisted of repeating residual blocks (ResBlocks) with
exponentially increasing dilation factor (middle). Each ResBlock was built from two sequences of a convolutional layer

(Conv), batch normalization layer (BatchNorm), a rectified linear unit activation layer (ReLU), and a dropout layer
(DropOut) (right).

ICs and FCs [Fil+20; Gad+19]. The mean squared error (MSE) was used as a loss function, and a
gradient descent-based optimization algorithm with adaptive moment (Adam) optimizer was used to
iteratively learn the weights [KB14; SSH21].

Hyperparameter Optimization
In order to find the best model architecture, hyperparameter tuning was performed using KerasTuner
[OMa+19]. Here, the number of filters, the kernel size, and the maximum dilation factor (Table 4.3)
were optimized for using a random search strategy [BB12].

Table 4.3: Model hyperparameters that were optimized for, and the corresponding sets of possible values.

Description Possible values

number of filters 8, 16, 32, 64, 128
kernel size 3, 5, 7
dilation [1, 2], [1, 2, 4], [1, 2, 4, 8]

The model architecture that resulted from the hyperparameter optimization was then trained on



46 Chapter 4. Deep Learning for IMU-Based Gait Events Detection

the combined set of training and validation data. The trained model was used to predict the likeli-
hoods of ICs and FCs on the test set data.

4.2.4. Analysis
The predictions of the model on the test set data were compared with the labels from the test set.
The model performance was evaluated for (1) overall detection performance, (2) time agreement
between the predicted events and the (marker-based) annotated events, and (3) agreement between
subsequently derived stride-specific gait parameters.

Overall Detection Performance
The overall detection performance quantified howmany of the annotated events were detected by the
model (true positives, TP), how many of the annotated events were not detected (false negatives,
FN), and how many events that were detected, were actually not annotated (false positives, FP).
From these metrics, the recall (or sensitivity), precision, and F1 score were calculated as:

recall = TP
TP+ FN

(4.4)

precision =
TP

TP+ FP
(4.5)

F1 score = 2 · recall · precision
recall+ precision

(4.6)

Here, recall represented the ratio of gait events that were detected, precision represented the ratio
of detected gait events that were truly gait events, and F1 score was the harmonic mean of the recall
and precision.

Time Agreement
For all correctly detected gait events (TP, Section 4.2.4), time agreement was assessed by the time
error between the annotated and detect gait event, which was defined as:

time error = tref − tpred (4.7)

with tref the gait event time from the marker-based annotations, and tpred the gait event time from the
model predictions. As a robust measure for the average time error and its spread, the median time
error and the inter-quartile range (IQR) were reported [DÇB19].

Stride-Specific Gait Parameters
For those trials for which all gait events were detected and no false positives were detected, the
stride time, stance time, and swing were calculated. Stride was the time between two successive
ICs of the same foot. Stance time was the time between a FC and the preceding IC of the same foot.
Swing time was the time between the IC following the last FC of the same foot.
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4.3. Results
4.3.1. Overall Detection Performance
The performance of detecting ICs and FCs was objectively quantified by the number of TPs, the
number of FNs, and the number of FPs. From these numbers, recall, precision, and F1 score were
calculated (Table 4.4).

Table 4.4: Overall detection performance for initial contacts and final contacts as quantified by recall (R), precision (P),
and F1 score. TP: true positives, FN: false negatives, FP: false positives.

Initial contacts Final contacts
Tracked
point

TP FN FP R P F1 TP FN FP R P F1

left ankle 624 19 5 97% 99% 98% 606 32 10 95% 98% 97%
right ankle 599 42 8 93% 99% 96% 614 17 12 97% 98% 98%
left shank 605 38 15 94% 98% 96% 585 53 18 92% 97% 94%
right shank 603 36 15 94% 98% 96% 595 30 9 95% 99% 97%

For both ICs and FCs, recall is high for each of the sensor locations (i.e., ≥92%) and so is
precision (i.e.,≥97%). Differences between the sensor locations are small, i.e., theminimum recall is
92%and the maximum recall is 97%, and the minimum precision is 97%and the maximum precision
is 99%. The recall and precision result in F1 scores of ≥96% for ICs and ≥94% for FCs.

4.3.2. Time Agreement
Time agreement between the annotated and detected events was quantified for the TPs for each
of the sensor locations (Figure 4.3). The median time error for each of the sensor locations and for
both ICs and FCs was close to zero (Table 4.5), and the largest median time error was −0.005 s,
corresponding to one sample period (at a sampling frequency of 200Hz). The IQR was at most
0.020 s, corresponding to four sample periods.
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Figure 4.3: Time errors for the initial (left) and final (right) contacts detection, for each of the different tracked points.

Table 4.5: Time errors for the correctly detected gait events. Note that 5millis corresponds to 1 sample period, given the
sampling frequency of 200Hz.

Initial contacts Final contacts
Tracked
point

median IQR median IQR

ms ms ms ms

left ankle 0 20 0 10
left shank 0 20 −5 15
right ankle −5 20 −5 20
left ankle −3 20 −5 20

4.3.3. Stride-Specific Gait Parameters
For those trials for which all gait events were correctly detected (and no false positives were de-
tected), stride time, stance time, and swing time were calculated. The mean difference and the
limits of agreement between the marker-based annotations and the model-based detections were
calculated. For all stride-specific gait parameters, and for all sensor locations, the mean difference
was close to zero, i.e., the maximum mean difference was 0.003 s, namely for the calculated swing
time of the right ankle (Table 4.6). Furthermore, for all gait parameters and for all sensor locations,
the limits of agreement, based on a 95% confidence interval, were distributed around a zero-mean
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Figure 4.4: Time errors for the initial (left) and final (right) contacts detection, for each of the different tracked points.

difference with the overall limits of agreement at −0.049 s and 0.051 s (Figure 4.4).

Table 4.6: Time agreement between the stride-specific parameters.

Tracked
point

Parameter Mean difference Limits of agreement

s (s, s)

left ankle stride time 0.001 (−0.035, 0.036)
stance time 0.002 (−0.039, 0.042)
swing time −0.001 (−0.045, 0.043)

right ankle stride time 0.000 (−0.039, 0.041)
stance time −0.002 (−0.048, 0.044)
swing time 0.003 (−0.046, 0.051)

left shank stride time 0.001 (−0.039, 0.041)
stance time 0.002 (−0.043, 0.046)
swing time −0.001 (−0.049, 0.047)

right shank stride time −0.000 (−0.031, 0.031)
stance time 0.002 (−0.046, 0.049)
swing time −0.002 (−0.049, 0.046)

4.4. Discussion
The current study aimed to validate a deep learning approach for detecting gait events from a single
IMU worn on the lower leg. Data from left and right ankle- and shank-worn IMUs were used for
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training a neural network to detect gait events from walking trials performed by healthy YA, healthy
OA, participants diagnosed with PD, MS, or cLBP, participants who had a recent symptomatic stroke,
and participants diagnosed with other neurological diseases. Participants walked a 5 m distance at
three different self-selected walking speeds. The gait event timings that were predicted by the neural
network were compared to a common reference method, i.e., OMC system, and clinically relevant
stride-specific gait parameters were extracted.

A first measure for the model performance was given by the recall (how many annotated events
were detected) and precision (how many detected events were annotated). For both ICs and FCs,
a high recall (≥95%), high precision (≥95%), and high F1 score (≥94%) were observed, meaning
that most events were detected and most detected events were actually true events. There was little
difference in recall, precision, and F1 score between sensor locations (Table 4.4), confirming that
the deep learning approach is relatively invariant to exact sensor localization. The values for recall,
precision, and F1 score are comparable to recall (≥85%), precision (≥95%), F1 score (≥91%) from
studies that detected gait events in OA, people with PD, and people with MS [Rom+21] or adults and
hemiplegic patients [Ji+19].

Next, the time error, that is, the difference between the annotated event and the detected event,
was of interest. For both ICs and FCs, and for all sensor locations, the observed time error was
small, and the middle 50% of the time errors were within a range of [−0.015, 0.010] s (Table 4.5,
Figure 4.3). These data showed that the deep learning-based approach is precise in detecting initial
and final contacts. Time errors were slightly smaller than our previously reported results [Rom+21]
that used a heuristics-based approach [Sal+04]. The heuristics-based approach determined ICs
and FCs as local minima in the medio-lateral angular velocity [Sal+04], and it could be that these
minima do not exactly coincide with the reference event timing as determined from the OMC systems.
Previous studies that investigated the time error of IMU-based gait event detection reported a 95%
confidence interval of [0.007, 0.013] s for IC, and [−0.005, 0.004] s for FC for young and older adults
in treadmill and overground walking [Ami+02], or [−0.016, 0.001] s for IC or [0.037, 0.063] s for FC
for typically developing children in overground walking [CGE10]. Others reported the mean for the
time error in healthy elderly subjects, subjects with PD, subjects with choreatic movement disorder,
and hemiparetic subjects, and found a maximum mean error of 0.011 s at normal walking speed,
and 0.022 s at faster speed [Tro+14]. Similarly, for healthy subjects, a mean error of 0.017 s for ICs
and −0.016 s for FCs were reported, whereas for a single transfemoral amputee the mean error was
0.012 s for ICs and −0.024 s for FCs for the intact limb [Maq+16]. The median and IQR of the time
errors of the current study were in the same range as previously found by [Gad+19], and time errors
were smaller than previously reported time errors from a continuous wavelet-based approach [Ji+19].
Hence, our proposed deep learning approach resulted in time errors that are in the same range or
better than those from previous approaches, while not being restricted to an exact sensor location
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(left or right ankle, or shank) and sensor alignment.

From the correctly detected gait events, stride-specific gait parameters were derived. These
are probably of greatest clinical relevance, as changes in stride-specific gait parameters have been
linked directly with disease onset and progression [Del+19; Kön+17; Ber+18; von+95; Moh+21;
Gri+16; Fla+19]. Therefore, stride time, stance time, and swing time were calculated, and the dif-
ferences between the deep learning-based approach and the marker-based reference method were
quantified (Table 4.6, Figure 4.4). The limits of agreement for a 95% confidence interval were calcu-
lated, and for all metrics the zero-mean difference was enclosed in the limit of agreement. These data
provided evidence that the deep learning-based model was able to derive stride-specific gait param-
eters. The differences between the deep learning model-based stride parameters and the marker-
based stride parameters were in a similar range as a recent study that compared IMU-derived stride
parameters against stride parameters obtained with a pressure sensing walkway [NK21; Gad+19]
and were also in the same range as results from a study that compared IMU-derived stride parame-
ters with stride parameters obtained with an OMC systems [Car+18]. The mean error was lower than
the mean errors reported for stance and swing time (0.011 s and 0.011 s, respectively) across elderly
subjects, subjects with PD, subjects with choreatic movement disorder, and hemiparetic subjects
[Tro+14].

The main limitations of the current study were that only walking trials involving straight-line walk-
ing were considered, and the walking distance was relatively short. Therefore, it may be that the
observed gait patterns from these walking trials are not fully representative of gait patterns observed
in daily life [Hil+19; War+20; Atr+21]. However, as the deep learning-based approach does not rely
on fixed thresholds or assumptions of which sensor axis is used, it is theoretically transferable and
scalable to other conditions if input data and corresponding labels can be provided.

Furthermore, although the proposed approach allows for relatively arbitrary sensor placement
on the lower leg, it was not investigated to what extent participants would be willing to wear such a
sensor for a prolonged period of time in the home environment. Previous research found that user
acceptance and adherence to wearing IMUs was generally high in people with neurodegenerative
diseases [van+16b; Fis+16; Ada+17; God+22], although reduced adherence was linked with multi-
day wear [Fis+16] and wearing multiple sensors [Esp+19].

4.5. Conclusion
In this study we have validated a DL-based approach to detect gait events and subsequently extract
clinically relevant stride-specific gait parameters from a single IMU worn either laterally above the
ankle joint or proximal below the knee joint. Performance analysis showed an excellent detection
rate and low time errors in both event detection and stride parameter calculation for different walking
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speeds and across both healthy and neurological cohorts. Compared to relevant approaches that
detected gait events from an ankle- or shank-worn IMU, the DL approach reached a performance
that was on par or better, and it did not rely on expert-defined, hand-crafted features or empirically
derived thresholds. The performance of the DL approach was not affected by the exact sensor
placement and orientation, and hence is less obtrusive for potential applications in long-term con-
tinuous monitoring. In contrast to previous approaches, it allows for personalization of the network
to individual study participants and is easily transferable even to other sensor placement locations
(e.g., a foot-worn or low back-worn IMU) without the need for rethinking the set of decision rules
and thresholds. Our next step is to further develop and validate these methods with real-life walking
sequences in patients with neurodegenerative diseases.
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Abstract
Background
Clinical assessment of mobility, and walking specifically, is still mainly based on functional tests
that lack ecological validity. Thanks to inertial measurement units (IMUs), gait analysis is shifting to
unsupervised monitoring in naturalistic and unconstrained settings. However, extraction of clinically
relevant gait parameters from IMU data often depends on heuristics-based algorithms that rely on
empirically determined thresholds that were mainly validated on small cohorts in supervised settings.
Here, a deep learning (DL) algorithm was developed and validated for gait events detection in a
heterogeneous population of different mobility-limiting disease cohorts and a cohort of healthy adults.

Methods
Participants wore pressure insoles and IMUs on both feet for 2.5 hours in their habitual environment.
The raw accelerometer and gyroscope data from both feet were used as input to a deep convolu-
tional neural network, while reference timings for gait events were based on the combined IMU and
pressure insoles data.

Results
The results show a high detection performance for initial contacts (ICs) (recall: 98%, precision: 96%)
and final contacts (FCs) (recall: 99%, precision: 94%), and a maximummedian time error of−0.02 s
for ICs and 0.03 s for FCs. Subsequently derived temporal gait parameters were in good agreement
with a pressure insoles-based reference with a maximum mean difference of 0.07 s, −0.07 s and
<0.01 s for stance, swing and stride time, respectively.

Conclusions
Thus, the DL algorithm is considered successful in detecting gait events in ecologically valid envi-
ronments across different mobility-limiting disease.
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5.1. Introduction
Mobility is the ability to move about in the home and community [Roc+20]. Mobility can be affected
by chronic health conditions, including but not limited to neurological, respiratory, cardiac and mus-
culoskeletal disorders [Klu+21]. Deficits in mobility have been linked with a reduced quality of life,
an increased fall risk, and mortality [Klu+21; War+20], therefore mobility is regarded as an essen-
tial aspect of health [PR91]. The most common and functionally relevant aspect of mobility that is
affected by ageing and chronic health conditions is walking [Roc+20; Sni+07].

To date, clinical assessment of mobility is based on functional tests that include short walking
tasks [But+82; Gur+94; Mot+17; PR91]. A common shortcoming of these functional tests is the
lack of ecological validity: walking, as measured in clinical settings, does not reflect daily life walk-
ing [Atr+21; FM20; Hil+19; War+20]. The transition to unsupervised monitoring of human motion
in naturalistic and unconstrained daily-life activities is driven mainly by the use of wearable inertial
measurement units (IMUs) [Pic+21; PR91]. It is noteworthy that meanwhile both European and Amer-
ican notified bodies for the certification of medical devices (Medical Device Regulation and Food and
Drug Administration, respectively) have put focus on wearable sensors by updating their regulations
for the design, pre-clinical validation and clinical validation of devices that include wearable IMUs
[Pic+21; Rav+19]. Similarly, both the European Medicines Agency and the United States Food and
Drug Administration encourage the inclusion of parameters from unsupervised patient monitoring as
exploratory endpoints in clinical trials [Cor+19; FM20].

A critical step for the objective analysis of gait is the segmentation of gait sequences into gait
cycles [Cel+21; Bob+18], i.e., the basic repetitive unit that gait is comprised of [PB10; LRW12]. The
beginning and end of each gait cycle, also referred to as stride, are often determined from two suc-
cessive initial contacts (ICs) of the same foot [PB10; LRW12]. Together with the instant at which the
foot leaves the ground (i.e., final contact, FC), each stride can be divided in a stance and swing phase
[PB10; LRW12; Rue+10; BR14]. The detection of ICs and FCs from IMUs is typically done using
heuristics-based algorithms [Ami+02; Sal+04; Par+04; Tro+14; Par+19; PSA20; Rom+21]. Many of
these algorithms use local maxima orminima of the acceleration and/or angular velocity signals along
one axis [NK21] which requires knowledge of the sensor-to-segment alignment [Pac+20; LGA19].
However, in unsupervised human gait monitoring, the sensor-to-segment alignment cannot be con-
trolled for as study participants often attach the sensor themselves, for example, after showering
[Rom+22]. Therefore the technical validity of these algorithms for the case of unsupervised human
gait monitoring is still an ongoing challenge, also due to the scarcity of labelled free-living gait data
[Cam+18; HHP16; Ray+21]. Additionally, IMU-based gait signals are affected by disease charac-
teristics, participant activity levels and the exact context in which walking takes place, and therefore
any heuristics-based algorithm that was developed based on lab-based gait data might not translate
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directly to free-living gait [Pan+18; Cor+19; FM20; Rom+21; War+20].
In contrast to the afore-mentioned heuristics-based algorithms, machine learning-based algo-

rithms do not depend on user-defined sets of rules but rather learn to recognize gait signals directly
from annotated data [Haj+18; Gér19; Cho21]. Hidden Markov models (HMMs), for example, were
successfully applied for gait segmentation in healthy [MS11; Pan+13] and pathological gait [MS11;
Mar+17], but only in-lab recorded gait data was used to check for validity. A recent study used
HMMs to segment gait cycles from free-living gait data and reached 96% recall and 89% precision for
free-living data, however, data was only from participants with Parkinson’s disease (PD) [Rot+21c].
Although, HMMs thus seem a good fit for modelling the sequential nature of the gait cycle, one still
needs to define the number of discrete states beforehand, and it would be needed to have a sepa-
rate model per activity if more than just gait was to be detected [Mar+21; Rot+21a]. Deep learning
(DL)-based algorithms provide an alternative approach that does not require any heuristic rules, but
rather learns relevant data representations automatically from a set of input features and reference
annotations [LBH15; Esk+16; Gér19; Cho21]. DL algorithms have been successfully applied for gait
events detection from stereophotogrammetric data [Chi+05; Mil09; KDS19; Fil+20; Lem+20] and
from inertial measurement units data [Gad+19; Rom+22], however, only for in-lab gait data.

Therefore, the specific aim of the current study was to determine if a previously in-lab validated
DL-based gait event detection algorithm [Rom+22] can be used for the detection of gait events from
real-life walking bouts in a heterogeneous cohorts of different mobility-limiting diseases.

5.2. Methods
5.2.1. Data Collection
Study Participants
As part of the Mobilise-D technical validation study [Maz+21], a convenience sample of 108 partici-
pants were recruited at five independent study sites ((1) Newcastle upon Tyne Hospitals NHS Foun-
dation Trust, UK; (2) Sheffield Teaching Hospitals NHS Foundation Trust, UK; (3) Tel Aviv Sourasky
Medical Center, Israel; (4) Robert Bosch Foundation for Medical Research, Germany; (5) University
of Kiel, Germany). The sample represented five mobility-limiting disease cohorts ((1) congestive
heart failure (CHF), (2) chronic obstructive pulmonary disease (COPD), (3) multiple sclerosis (MS),
(4) Parkinson’s disease (PD), (5) proximal femoral fracture (PFF)) and a cohort of healthy older adults
(HA) [Maz+21].

Study Protocol
Study participants were equipped with the INertial module with DIstance sensors and Pressure in-
soles (INDIP) system that included both pressure insoles (PIs) and IMUs to record movement signals
from both feet and the lower back [Ber+17; BDC19; Sal+19; Tro+14]. Participants wore the INDIP
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system for about 2.5 hours in their habitual environment, e.g., home, work, community, and/or out-
door environment, which was chosen by the participant, with no specific restrictions [Maz+21]. To
capture the largest possible range of activities, participants were provided a list of activities that could
be included, if relevant for their chosen environment (e.g., rise from a chair, walk to another room,
walk outdoors). No supervision or structure to how these tasks were completed was given to the
participants.

5.2.2. Data Processing
Data Preparation
Data was split into three different data sets: a training set, a validation set, and a testing set [Gér19;
Cho21]. For this purpose, for each of the six cohorts, data from approximately 20% of the participants
were assigned to the testing set, data from another 20% of the participants were assigned to the
validation set, and data from the remaining participants were used as the training set.

The validation set was used to find an optimal network architecture using grid search [Ped+11],
and the training set was used to optimize the corresponding model parameters [Gér19; Cho21]. The
testing set was only used for the final evaluation, and notably the numbers presented in Results
section only corresponded to the performance on the testing set.

Reference System
For all data, the gait events, that is both ICs and FCs, were detected separately from the PIs and
IMUs from the INDIP system. Then, results were combined, and priority was given to the PIs in
case both modalities detected an event [Sal+21b]. For the PIs, foot-ground contact was defined
when at least three sensing elements from the PI belonging to the same spatial neighbourhood were
consecutively activated and deactivated [Sal+21a]. For the IMUs, an existing algorithm, originally
designed for shank-worn IMUs, was adapted for use with foot-worn IMUs. Previously, it was validated
for detection of supervised gait events in older, hemiparetic, parkinsonian and choreic gait [Tro+14;
Ros+21] and across multiple research centers for parkinsonian and mildly cognitive impaired gait
[Ber+18].

From these gait events, walking bouts (WBs) were formed by merging information from left and
right strides. Each WB represented a gait sequence with a minimum of two left and two right strides
[Klu+21; Sal+21b]. Here, strides were only considered valid if (i) the stride duration was between
0.2 s and 3 s, and (ii) the stride length was minimally 0.15m. A resting period of 3 s determined
consecutive WBs, thus each WB could contain a resting period of ≤3 s.

For the current study, we analyzed only those WBs that lasted ≥10 s [Bru+09; Ris+15; van+14;
van+15] and for which both the INDIP’s PIs and IMUs were used for determining the gait events.
These gait events were considered as the reference annotations for training and evaluating the DL



58 Chapter 5. Ecological Validity of Deep Learning for Gait Events Detection

algorithm.
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Figure 5.1: Schematic depiction of the deep learning model architecture with a residual block (ResBlock) that is
repeated (in this case 6 times) before a dense and softmax layer are applied. Inputs to the network are the raw
accelerometer and gyroscope data of both left and right inertial measurement unit. The outputs are estimated

probabilities for each of the gait events for each time step. Conv: Convolution, BatchNorm: batch normalization, ReLU:
recitified linear unit, DropOut: dropout

The DL algorithm was based on the neural network (NN) that was previously validated on in-lab
gait data from shank-worn IMUs worn by participants with different neurological diseases [War+21;
Rom+22]. At the core of the NN was a temporal convolutional network (TCN) [BKK18; Rém20]. The
TCN was built from stacking residual blocks [He+16] with an exponentially increasing dilation factor
for the convolutional layers (Figure 5.1).

Specifically, each residual block comprised two sequences of a dilated convolution (Conv) layer
[YK16; YKF17], a batch normalization (BatchNorm) layer [IS15], a rectified linear unit (ReLU) activa-
tion layer, and a dropout layer [Sri+14]. A residual connection was used that performed convolution
with a kernel size of 1 in case the number of feature maps did not match the number of input chan-
nels [BKK18; Rém20]. The outputs of the second dropout layer and the residual connection were
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summed element-wise, and inputted to a ReLU activitation layer. The convolution layers consisted
of 64 filters with a kernel size of 3 and a dilation factor of 2m−1 with m = 1, 2, · · · , Ndil for the m-th
residual block (Ndil = 6, thus the maximum dilation factor was 25 = 32).

The outputs of the last residual block were passed through a fully connected (also referred to
as dense) layer followed by a softmax activation layer [Bis06; GBC16]. The final outputs were then
regarded as probabilities that a certain gait event took place at the given time step, tn.

5.2.3. Evaluation
As in our previous works [Rom+22], the performance was evaluated with the testing set data only.
The trained model was used to predict from the IMU data the probability that any gait event occurred.
Peak probabilities, with a minimum probability,∆Pr = 0.5, and a minimum interpeak distance,∆∆t =

0.5 s, were considered detected events.
Performance was evaluated for (1) overall detection performance, (2) time agreement between

predicted and annotated gait event timings, and (3) time agreement between subsequently derived
stride-specific gait parameters.

Overall Detection Performance
The overall detection performance quantified how many of the annotated gait events were detected
(true positives), how many of the annotated gait events were not detected (false negatives), and
how many of the detected events were not annotated (false positives). From these numbers, the
recall (also referred to a sensitivity) and precision (also referred to as positive predictive value) were
calculated as:

recall = # true positives
# true positives+ # false negatives

(5.1)

precision =
# true positives

# true positives+ # false positives
(5.2)

Thus, the recall represented the fraction of annotated events that were detected, and the precision
represented the fraction of events that were truly gait events.

Here, in case the absolute time difference between an annotated and predicted event was ≤
250ms it was considered a true positive event [Pha+17; Rom+21; Bon+22; Rom+22] (in other words,
a tolerance window of 500ms centered around the reference timing was used).

Time Agreement
For all correctly detected gait events (true positives, Section 5.2.3) the time agreement between the
detected and annotated event timings was quantified by:

time error = tref − tpred (5.3)
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with tpred the timing corresponding to the peak probability, and tref the timing from the INDIP-derived
annotations.

As a robust measure for the time agreement and its spread, the median time error and the inter-
quartile range (IQR) were computed [DÇB19], and time agreements were visualized using box plots.

Stride-Specific Gait Parameters
For those strides where both ICs and the FC in between were detected, the stance, swing and stride
times were computed [PB10; LRW12; DGR16]. Stance time was the time between a FC and the
preceding IC of the same foot, swing time was the time between an IC and the preceding FC of
the same foot, and stride time was the time between two consecutive ICs of the same foot [DGR16;
Rom+22].

For each of these temporal gait parameters, the mean time difference and the limits of agreement
(LoA) based on a 95% confidence interval (CI) were computed [DÇB19]. Differences were visualized
using Bland-Altman plots [AB83; Gia15].

5.3. Results
5.3.1. Demographics
Data from 99 participants were used for the current study (Table 5.1). Data from the other participants
were excluded due to incomplete or missing data of the INDIP system, or because no WBs ≥ 10 s
were recorded. Eventually the DL-based algorithm was evaluated for its performance in detecting
gait events of 13100 strides divided over 295 bouts recorded from 17 participants in the testing set.

Table 5.1: Demographics data of the study participants summarized by set and cohort.

Set Cohort Num. of Age Height Mass Num. of Num. of
participants bouts strides

train CHF 8 69 (13) 177 (8) 86 (20) 189 11326
COPD 11 70 (9) 169 (6) 73 (14) 187 6562
MS 12 47 (8) 171 (14) 80 (23) 139 6216
PD 12 70 (7) 175 (6) 79 (16) 165 7574
PFF 10 83 (6) 172 (9) 71 (16) 151 5838
HA 12 71 (7) 168 (10) 76 (11) 245 13597

validationCHF 2 74 (13) 172 (21) 87 (3) 41 1210
COPD 3 69 (14) 171 (10) 69 (12) 68 1890
MS 3 42 (15) 172 (13) 97 (24) 24 863
PD 3 70 (7) 174 (6) 79 (21) 61 3466
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Table 5.1: Demographics data of the study participants summarized by set and cohort.

Set Cohort Num. of Age Height Mass Num. of Num. of
participants bouts strides

PFF 2 71 (1) 164 (8) 60 (9) 31 1078
HA 4 72 (4) 169 (10) 77 (18) 216 4952

test CHF 2 65 (13) 168 (1) 77 (16) 10 407
COPD 3 69 (8) 166 (3) 80 (18) 79 2346
MS 3 58 (12) 172 (16) 87 (25) 53 2576
PD 3 70 (11) 166 (11) 73 (8) 38 2448
PFF 2 76 (6) 168 (8) 75 (28) 21 1649
HA 4 73 (3) 164 (11) 72 (10) 94 3674

5.3.2. Overall Detection Performance

Table 5.2: Overall detection performance of initial and final contacts evaluated per cohort. CHF: congestive heart failure,
COPD: chronic obstructive pulmonary disease, FN: false negative, FP: false positive, HA: healthy adults, MS: multiple

sclerosis, PD: Parkinson’s disease, PFF: proximal femoral fracture, TP: true positive.

Initial contacts Final contacts
TP FN FP R P TP FN FP R P

CHF 408 3 18 99% 96% 401 1 23 100% 95%
COPD 2294 58 86 98% 96% 2235 37 147 99% 94%
MS 2563 19 72 99% 97% 2518 12 95 100% 96%
PD 2431 23 40 99% 98% 2411 3 55 100% 98%
PFF 1642 11 15 99% 99% 1614 18 45 99% 97%
HA 3627 55 98 99% 97% 3568 20 141 99% 96%

The overall detection performance was quantified by the number of TPs, number of FNs, and
number of FPs. From these numbers the recall and precision were calculated (Table 5.2). In total,
from 13134 ICs, the algorithm detected 12985 events (i.e., 99%) and missed 169 events (i.e., 1%),
and likewise from 12838 FCs, the algorithm detected 12747 events (i.e., 99%) and missed 91 events
(i.e., 1%). When evaluated per cohort, the recall for the ICs detection was ≥ 98% and the precision
was ≥ 96%. Similarly, the recall was ≥ 99% and the precision was ≥ 94% for FCs detection for all
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cohorts.

5.3.3. Time Agreement

Figure 5.2: Time difference between the predicted and reference events timings for initial and final contacts evaluated
per cohort. A positive time difference corresponded to an advanced detection. CHF: congestive heart failure, COPD:
chronic obstructive pulmonary disease, MS: multiple sclerosis, HA: healthy adults, PD: Parkinson’s disease, PFF:

proximal femoral fracture

For all the correctly detected events, that is the TP events, the difference between the detected event
timing and the annotated event timings was calculated according to Equation 5.3. The median time
error was close to 0 s with the IQR enclosing a zero difference for both ICs and FCs for all cohorts,
except for the PFF cohort (Figure 5.2). The PFF cohort showed amedian time error of−0.02 s and an
IQR of 0.03 s for ICs detection, and a median time error of 0.03 s and IQR of 0.05 s for FCs detection
(Table 5.3).

Table 5.3: Time differences between the predicted event timings and the annotated event timings evaluated per cohort.

Initial contacts Final contacts
Cohort median IQR median IQR

ms ms ms ms

CHF 0 20 0 20
COPD 10 40 10 40
MS 0 10 20 30
PD 10 10 20 30
PFF −20 30 30 50
HA 10 20 10 20
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5.3.4. Stride-Specific Gait Parameters
For those strides that had two correctly detected ICs and a correctly detected FC in between, stride-
specific temporal gait parameters (i.e., stance time, swing time and stride time) were calculated.

For all cohorts, the mean differences between the stance, swing and stride times derived from
the detected events and those derived from the annotations were close to zero with the LoA encap-
sulating a zero-mean difference (Figure 5.3). Notably, for the PFF cohort the mean time difference
for the stance time was +0.07 s, the mean time difference for the swing time was −0.07 s, which
resulted in a zero-mean difference for the stride time (Table 5.4). Similarly, for all gait phases the
absolute errors were 0.04 s or less for all cohorts, except the PFF cohort (Table 5.5). This resulted in
relative time error for the stride times of ≤2% across all cohorts, but for the swing times, the relative
time error for the PFF cohort was 27% and for the COPD cohort 12%.

Figure 5.3: Bland-Altman plots [AB83] for the stance, swing and stride times evaluated per cohort. The gray solid line
corresponded to the overall mean difference, and the dashed lines corresponded to the mean difference ± 1 standard
deviation. CHF: congestive heart failure, COPD: chronic obstructive pulmonary disease, DL: deep learning, HA: healthy

adults, MS: multiple sclerosis, PD: Parkinson’s disease, PFF: proximal femoral fracture
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Table 5.4: Mean differences (bias) and limits of agreement for a 95% confidence interval for the stance, swing and
strides evaluated for each cohort.

Cohort Stance time Swing time Stride time
Mean LoA Mean LoA Mean LoA
difference difference difference
ms (ms, ms) ms (ms, ms) ms (ms, ms)

CHF −0.00 (−0.08, 0.07) 0.00 (−0.07, 0.07) −0.00 (−0.07, 0.07)
COPD 0.01 (−0.11, 0.13) −0.01 (−0.13, 0.11) 0.00 (−0.08, 0.08)
MS 0.02 (−0.05, 0.10) −0.02 (−0.10, 0.05) −0.00 (−0.06, 0.06)
PD −0.01 (−0.06, 0.04) 0.01 (−0.04, 0.06) 0.00 (−0.05, 0.05)
PFF 0.07 (−0.06, 0.19) −0.07 (−0.20, 0.07) 0.00 (−0.07, 0.07)
HA 0.00 (−0.07, 0.08) −0.00 (−0.09, 0.08) 0.00 (−0.07, 0.07)
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Table 5.5: Stance, swing and stride times obtained from the reference and the DL algorithm, and the absolute and relative time errors for comparison. Values
represent the mean and 95% confidence interval of all stances, swings, and strides of the test subjects for the given cohort.

Gait
phase

Cohort Reference DL algorithm Absolute time error Relative time error

s (s, s) s (s, s) s (s, s) % (%, %)

stance CHF 0.93 (0.90, 0.97) 0.94 (0.91, 0.97) 0.03 (0.02, 0.03) 3 ( 2, 3)
COPD 0.93 (0.91, 0.94) 0.92 (0.90, 0.93) 0.04 (0.04, 0.05) 5 ( 5, 5)
HA 0.84 (0.83, 0.85) 0.84 (0.83, 0.85) 0.03 (0.02, 0.03) 3 ( 3, 3)
MS 0.98 (0.97, 0.99) 0.96 (0.94, 0.97) 0.03 (0.03, 0.03) 3 ( 3, 3)
PD 0.80 (0.79, 0.80) 0.81 (0.80, 0.81) 0.02 (0.02, 0.02) 2 ( 2, 2)
PFF 0.90 (0.88, 0.91) 0.83 (0.82, 0.84) 0.08 (0.08, 0.08) 9 ( 9, 9)

swing CHF 0.41 (0.40, 0.42) 0.41 (0.39, 0.42) 0.02 (0.02, 0.03) 6 ( 5, 7)
COPD 0.43 (0.42, 0.43) 0.43 (0.43, 0.44) 0.04 (0.04, 0.05) 12 (11, 13)
HA 0.36 (0.36, 0.36) 0.36 (0.36, 0.37) 0.03 (0.03, 0.03) 8 ( 8, 9)
MS 0.41 (0.41, 0.42) 0.44 (0.43, 0.44) 0.03 (0.03, 0.03) 9 ( 8, 9)
PD 0.41 (0.40, 0.41) 0.40 (0.39, 0.40) 0.02 (0.02, 0.02) 4 ( 4, 4)
PFF 0.34 (0.34, 0.35) 0.41 (0.40, 0.41) 0.08 (0.08, 0.08) 27 (26, 28)

stride CHF 1.34 (1.31, 1.38) 1.34 (1.31, 1.38) 0.02 (0.02, 0.02) 1 ( 1, 2)
COPD 1.35 (1.33, 1.37) 1.35 (1.33, 1.37) 0.02 (0.02, 0.02) 2 ( 2, 2)
HA 1.20 (1.19, 1.21) 1.20 (1.19, 1.21) 0.02 (0.02, 0.02) 2 ( 1, 2)
MS 1.39 (1.38, 1.40) 1.39 (1.38, 1.40) 0.02 (0.02, 0.02) 1 ( 1, 1)
PD 1.20 (1.19, 1.21) 1.20 (1.19, 1.21) 0.01 (0.01, 0.01) 1 ( 1, 1)
PFF 1.24 (1.22, 1.25) 1.24 (1.22, 1.25) 0.02 (0.02, 0.02) 2 ( 2, 2)

CHF: congestive heart failure, COPD: chronic obstructive pulmonary disease, HA: healthy adults,

MS: multiple sclerosis, PD: Parkinson’s disease, PFF: proximal femoral fracture.
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5.4. Discussion
The specific aim of the current study was to determine if a previously in-lab validated DL-based
gait event detection algorithm [Rom+22] could be used for the detection of gait events from real-
life walking bouts in a heterogeneous cohort of different mobility-limiting diseases. For that purpose,
participants from different disease cohorts (CHF, COPD,MS, PD, PFF) and a cohort of healthy adults,
were equipped with the INDIP system that consisted of PIs and IMUs for both feet. Participants wore
the INDIP system for about 2.5 hrs in the habitual environment, as chosen by the participants, and
a wide range of activities were recorded in these ecologically valid environments. Data from the
PIs and IMUs were used to generate reference timings for ICs and FCs, whereas raw data from the
accelerometer and gyroscope were used as input to the DL algorithm to identify ICs and FCs.

Data were collected from 108 different participants, and eventually data from 99 participants
could be included in the final analysis. These participants were divided in a training, validation and
testing data set. The DL algorithm’s performance was evaluated only for a hold-out testing set that
consisted of 17 participants (Table 5.1). The INDIP reference system registered 295 walking bouts
with a minimum duration of ≥ 10 s and 13100 strides. When evaluated per cohort, the recall was
≥ 98% and precision was≥ 96% for ICs detection, and the recall was≥ 99% and precision≥ 94% for
FCs detection, with the lowest precision (94%) observed for the FCs detection of the PFF cohort. For
comparison, in [Tro+14] no missed or extra gait events were observed in a heterogeneous sample
of elderly, hemiparetic, parkinsonian and choreic gait, but data was only collected from walking back
and forth for about one minute in a 12m walkway. Likewise, high recall and precision (≥ 98%) were
reported for a continuous wavelet transform (CWT)-based algorithm, but it was evaluated only for 13
healthy participants and 3 hemiplegic participants who walked continuously along a 10m walkway
[Ji+19]. A recent study [Rot+21c] found a recall of 96% and precision of 89% in a cohort of 28 PD
participants, who wore two IMUs on the feet for two weeks, which are slightly lower than the recall
and precision from the current study. Overall, the data of the studies presented here, including the
present study, indicate that very high recall and precision values can be achieved with the deep
learning approach for the detection of gait events. This, together with the higher flexibility of the DL-
based algorithms compared to conventional algorithms, speaks for the future use of such algorithms
for the detection of gait in mobility-limiting diseases also in the habitual environment.

For the correctly detected gait events, the time differences between the predicted event timing
and the annotated event timings were quantified per cohort by the median time difference and the
IQR. For all cohorts, except the PFF cohort, the median time difference was close to 0 s and the mid-
dle 50% of the time differences were in the range between −0.04 s and 0.01 s. For the PFF cohort,
the median time difference for ICs detection was 0.02 s with the middle 50% of the time differences
ranging from 0.01 s to 0.04 s, and the median time difference for FCs detection was −0.03 s with the
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middle 50% of the time differences ranging from −0.07 s to −0.02 s. These results suggested that
IC detection tended to be a bit delayed, whereas FCs detection tended to be slightly anticipated.
However, the time differences were still in the same range as those previously reported for CWT-
based [Ami+02; CGE10; Tro+14; Ji+19; Rom+21] and DL-based algorithms [Rom+22] validated on
in-lab gait data. To put this into perspective, studies that evaluated the time differences of detected
gait events from PIs when compared to force plates or instrumented walkways also reported time
differences in the range from 0.02 s to 0.04 s [Cat+08; Bob+18; Sal+21a]. In particular, for the INDIP
pressure insole method [Sal+21a] while a negligible delay (<10ms) was observed for FCs, a consis-
tent ICs anticipation (20ms) was found when compared to force plates [Sal+21a]. It suggests that
a certain margin of uncertainty should be considered when interpreting gait event timing differences
in the DL-based algorithm.

Finally, stride-specific gait parameters were derived for the correctly detected events. These
may be of greatest clinical relevance, since changes in spatiotemporal gait parameters have been
linked with conversion to PD [Del+19] and from mild cognitive impairment to Alzheimer’s disease
[Kön+17], and values of temporal gait parameters were different in disease cohorts compared to
healthy cohorts [Gri+16; Fla+19; Moh+21]. Here, a zero-mean time difference was found for the
stride times for all cohorts. Likewise, the time differences for stance and swing times were centered
around a zero-mean difference for all cohorts, with only the mean differences for the stance and
swing time of the PFF cohort being a bit larger (0.07 s and −0.07 s for the stance and swing time,
respectively). The mean differences for stance and swing times in the PFF cohort may in part be
explained by the altered gait pattern that is observed in this cohort [Gau+18; SRT22]. Nonetheless,
the time agreement for the stride-specific temporal gait parameters derived from the DL algorithm
and the reference system were in a similar range as those communicated before for a comparable
DL-based approach that evaluated results only from straight-line walking in supervised laboratory
setting [Gad+19].

The very good results that were obtained in the current study for two feet-worn IMUs [Maz+21]
combined with the results for a single shank-worn IMU from our previous study [Rom+22] provided
evidence that the algorithm performance generalizes to other sensor wear locations and to free-living
gait data. Furthermore, the algorithm performance was evaluated across different mobility-limiting
disease cohorts, and although the number of participants in the testing set for each cohort was low,
it showed that the algorithm was able to accurately detect gait events in heterogeneous pathological
gait patterns.

Limitations of the current study included that only data from detected WBs were used. This
means that gait events detection relied on the accurate detection of gait sequences as a preced-
ing step [Rot+21c]. However, several algorithms have been reported for accurate IMU-based gait
sequence detection in both healthy and disease cohorts [Par+04; Sal+04; Kar+06; DKZ10; Ilu+14;
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Par+19; PSA20; Ull+20; Mar+21]. Furthermore, data from some participants had to be excluded
from analysis due to missing or incomplete data (Section 5.3.1) which was mainly due to issues with
the PIs. As reference timings for gait events are still obtained mainly from force or pressure mea-
suring device [BR14], it showed the difficulty of obtaining a data set with annotated gait events on
completely unsupervised free-living gait data [HHP16; Cam+18; Ray+21; Rot+21c].

To get a better picture of the algorithm’s generalizability to other datasets, it needs to be tested
on newly unseen datasets, for example with a slightly different sensor setup, like in [Mar+21]. Lastly,
the current analysis also relied on a peak detection algorithm to identify the most probable timings of
gait events [Gad+19; Mar+21; Rom+22]. However, from a clinical perspective, this may actually be
regarded as a benefit, since it would allow a clinician to decide whether to take into account certain
strides based on how confidently it can be assumed that it was indeed a stride.

5.5. Conclusion
This study aimed to validate a DL algorithm for the detection of gait events in an ecologically valid
environment across different mobility-limiting disease cohorts. The performance evaluation showed
an excellent detection rate and low time errors for both event timings and subsequently derived
temporal gait parameters for all cohorts. The DL reached a performance that was in a similar range
or slightly better than approaches that were to date only validated on in-lab recorded gait data or for
a specific disease cohort.

As the DL algorithm does not rely on expert-defined decision rules or hand-crafted features nor
on exact sensor-to-segment alignment, it poses fewer requirements on the data collection.

Our next steps include to extend the current analysis for data from multiple days, and to evaluate
to which extent the DL network can be trained using participant-specific data to improve gait events
detection on an individual level.
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6.1. Main Contributions
The aim of this thesis was to develop and validate an algorithm for robust and accurate gait event
detection based on IMU signals, which holds in both supervised and unsupervised settings across
healthy and different neurodegenerative disease cohorts. The focus was on IMU signals recorded
from a shank-worn or foot-worn IMU as it is easier to detect gait events from these sensor positions
[Sal+04; TCD14; Kon+16b; LYL11]. Therefore, an existing algorithm [Sal+04] was first implemented
and validated for different walking tasks [Rom+21]. The algorithm has been described in research for
adult [Sal+04] and elderly [Naj+09; Roc+10; See+10] as well as pathological gait (e.g., osteoarthritis
[Ami+04] and Parkinson’s disease [Sal+04; Sal+13]).

We have shown that the algorithmworks well for a convenience sample comprised of older adults,
people with Parkinson’s disease and people who have had a stroke, but also found that there were
more errors in gait events detection for steps during turns [Rom+21]. For home-based gait monitoring
this may be a problem, as many daily life gait bouts are not purely straight-line walking and approx-
imately 30% is spent along curved trajectories [Gla+07; Tur+18]. Furthermore, the algorithm was
based on identifying peaks in the mediolateral angular velocity signal. This requires knowing which
sensor axis aligns with the mediolateral anatomical axis. In supervised settings this can easily be
controlled for, but in remote monitoring participants often have to (re-)attach the sensor themselves,
for example after showering. Therefore, our subsequent works have focused on methods that are
invariant to sensor alignment, namely a data-driven deep learning approach based on convolutional
neural networks [Rom+22].

Using a CNN-based deep neural network we have achieved a gait events detection performance
that was on par or better than the heuristics-based algorithm [Rom+22]. The detection performance
was comparable across four different sensor positions (i.e., left or right shank, and left or right ankle)
and three different walking speeds for a heterogeneous study population with different neurological
gait patterns, thereby showing its potential for use in remote gait monitoring. Subsequently, we used
the trained model on a new dataset that was recorded in the habitual environment (e.g., home, work
or community) and tested the performance against reference labels obtained from IMU and pressure
insoles data. Like in the lab-based study, we achieved a high gait events detection rate across
different mobility-limiting disease cohorts confirming that the deep learning algorithm is suitable for
gait events detection even for heterogeneous gait patterns.

6.2. Discussion
6.2.1. Sensor Configuration
In the current thesis, a deep learning-based algorithm was developed and validated to detect gait
events from IMU signals recorded with a shank-, ankle- or foot-worn device. Generally, these po-
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sitions are better suited for detecting gait events than a low back-worn device [Pan+18; SBM16].
However, the low back is the clinically most favourable location for a single device [Hub+15; Mic+17;
Del+16a], given

• its cost (one device),

• its location near to the centre of mass (which represents the overall human motion pattern),

• ergonomic conditions when worn attached to a belt or affixed to the skin,

• and its clinical value for fall risk, trunk stability and balance control.

In conventional approaches using a low back-worn device, gait events are detected either from
the acceleration in the vertical direction [Naj+03; Hic+16; DGR16], anteroposterior direction [ZH03;
Pha+17], or acceleration norm [Mas+15; Par+19], and are often based on identifying peaks in the
corresponding acceleration signals. Therefore, algorithms based on a shank-worn device were not
transferable to a low back-worn device. The current deep learning algorithm, however, can potentially
be used to identify gait events from a low back-worn device without having to change the algorithm
design given that the training dataset can be supplied with appropriately labelled data.

6.2.2. Sensor Alignment
Most conventional approaches heavily rely on accurate sensor-to-segment alignment. Inaccurate
alignment estimation results in errors in following steps of gait analysis as most gait cycle parameters
depend on gait events detection [Rue+10; Car+22]. There are four major approaches for dealing
with sensor alignment [Pac+20; LGA19]:

• manual alignment,

• functional alignment,

• model-based alignment,

• and augmented alignment.

Manual alignment is based on attaching the IMU to the body segment such that the device visually
aligns with the underlying anatomical axis. Functional alignment requires the study participant to
hold a certain pose (to estimate the axis that aligns with gravity) or perform a predefined movement
(to estimate the axis about which some joint rotates). Likewise, model-based alignment assume a
model for the joint, e.g., a pin joint for the knee. Lastly, augmented alignment uses information from
additional sources, such as an optical motion capture system. Clearly, the latter method is almost
infeasible for remote gait monitoring, whereas manual alignment cannot be always controlled for in
the habitual environment. Functional alignment mostly consists of holding a predefined pose and
performing movements [Kon+16b] after which principal component analysis [Shl14] can be used to
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estimate the sensitive axis that aligns with the mediolateral axis [Kon+16b; Mar+13; Car+22], and
likewise assumes constraints on joint motion to estimate the mediolateral axis [SRS14]. Although
these methods are valid, not all study participants are capable of holding these poses and performing
the tasks [Fav+08; Fav+09; Cut+09], and the proposed deep learning algorithm requires no prior
knowledge on the sensor alignment.

6.2.3. Generalizability
Given a deep learning model, one of the main concerns is how it generalizes to data outside of the
dataset distribution. That said, the same concerns obviously apply to any heuristics-based decision
algorithm. Within the field of deep learning, however, this concern has been addressed specifically.
To accommodate data from outside the training data, so-called data augmentation techniques could
be applied so that the algorithm experiences more variable data during training.

6.2.4. Explainability
While the current deep learning algorithm yielded very good results regarding gait event detection,
it suffers from a limitation common to deep learning approaches, namely its black-box character
[AB18; Hor+19]. Although the underlying mathematical principles are understood, it often remains
unclear why a particular prediction has been made and if meaningful patterns have resulted in this
prediction. This currently hinders the widespread adoption of DL-based decision support systems
in medical practice [Hol+17]. Therefore, the field of explainable artificial intelligence (XAI) has gain
increasing attention in recent years. XAI methods intend to illustrate how complex and non-linear ML
models operate and how they produced their predictions [Sli+21]. A first step in XAI for clinical gait
analysis explained predictions in gait-based person recognition [Hor+19] using layer-wise relevance
propagation (LRP) [Bac+15; Mon+19]. Later, the authors used LRP to classify pathological gait
from ground reaction forces [Sli+21]. Alternative approaches have used gait features derived from
IMU data [Lor+12; GLR13] and then used recursive feature elimination (RFE) [Gra+06] to determine
which gait features were most useful in classifying parkinsonian gait [Reh+19].

6.2.5. Context Awareness
It was suggested that monitoring gait in the real world with body-worn sensors, such as inertial
measurement units, provides more sensitive clinical endpoints for diagnostic and therapeutic pur-
poses [Del+16a; Gol+18]. The idea was that disease-specific signatures of gait impairments are
stressed more in the real life due to the complexity and challenges associated with these environ-
ments [Ore+08].

However, differences in (spatio-)temporal gait parameters derived from inertial measurement
units can only be interpreted with caution, as it will likely be infeasible to associate changes in gait
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parameters with an underlying physiological changes and not with environmental changes, such as
the surface terrain [Pat+14; Noh+21]. For example, it was shown that healthy adults have more
walking activity not at home than at home, whereas this difference was negligible for Parkinson’s
disease patients [Rot+21b]. Furthermore, subjects from both cohorts tended to walk slower at home.

To capture the environment in which walking takes place, it may be an option to include additional
sensing modalities. For example, a bluetooth gateway placed at home could register if inertial mea-
surement units are within the local neighborhood, and thus walking takes place at home [Rot+21b],
or data from a global positioning system could be used to extract repeated walking paths, so that
only walking parameters from the same path are compared on an intra-individual basis [WA19].

6.3. Future Outlook
Currently, the developed algorithm was tested for shank-, ankle- and foot-worn IMUs across different
neurological and healthy cohorts. Future studies may include other device locations, for example the
low back. The low back is among the most clinically favourable location for a single device, given
its cost (one device), its location near to the centre of mass (which represents the overall human
motion pattern), ergonomic conditions when worn attached to a belt or affixed to the skin, and its
clinical value for fall risk, trunk stability and balance control [Mic+17; Hub+15; Del+17].

Furthermore, the focus has been on identifying gait events to eventually gain insights into the
habitual gait pattern. However, other activities of daily life (ADLs) are likely affected by disease as
well, and may be an interesting clinical endpoint as well. For example, a wrist-worn IMU was used
to quantify eating difficulties in PD [Kyr+21].

6.4. Conclusion
In conclusion, the aim was to develop and validate an algorithm for robust and accurate gait event
detection based on IMU signals, that holds in both supervised and unsupervised settings across
both healthy and different neurodegenerative disease cohorts. Therefore, a deep learning algorithm
was developed and deployed both in supervised laboratory settings and in free-living settings. It
was tested across heterogeneous cohorts of different neurological diseases and a healthy cohort.
The algorithm showed excellent performance in gait events detection, and subsequently extracted
stride-specific gait parameters matched with the values obtained with respective reference systems.
Therefore, the algorithm provides an excellent modular framework to extract clinically relevant pa-
rameters related to the gait pattern obtained with inertial measurement units.
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A
Mathematical Background

Feature Extraction
The convolutional layer computes the convolution [Gér19] between the inputs to layer, A[ℓ−1], and
some trainable weights, collectively denotedW[ℓ]:

Z[ℓ] = W[ℓ] ∗ A[ℓ−1], A[0] = X (A.1)

where the superscript ·[ℓ] denotes the ℓth layer, ∗ the convolution operator. Here, appropriate padding
is applied such that the number of time steps, N , remains the same for the inputs and outputs. The
results of the convolution are:

Z[ℓ] =


z1[1]

[ℓ] z2[1]
[ℓ] · · · zD[ℓ] [1][ℓ]

z1[2]
[ℓ] z2[2]

[ℓ] · · · zD[ℓ] [2][ℓ]

...
... . . . ...

z1[N ][ℓ] z2[N ][ℓ] · · · zD[ℓ] [N ][ℓ]

 (A.2)

with D[ℓ] the number channels, or the number of kernels, used in the ℓth layer, and:

zd′ [n]
[ℓ] =

D[ℓ−1]∑
d=1

⌊K
2
⌋∑

k=−⌊K
2
⌋

wd[k]
[ℓ] ad[n− k][ℓ−1], d′ = 1, · · · , D[ℓ] (A.3)

with K the kernel size, that typically is an odd-valued integer.
The results of the convolution are put through a batch normalization layer [IS15]. Given a batch
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of M (training) examples,
{
Z[ℓ](m)

}M

m=1
, the batch mean is computed:

Z̄[ℓ] =


z̄1[1]

[ℓ] z̄2[1]
[ℓ] · · · z̄D[ℓ] [1][ℓ]

z̄1[2]
[ℓ] z̄2[2]

[ℓ] · · · z̄D[ℓ] [2][ℓ]

...
... . . . ...

z̄1[N ][ℓ] z̄2[N ][ℓ] · · · z̄D[ℓ] [N ][ℓ]

 (A.4)

with z̄d′ [n]
[ℓ] = 1

M

M∑
m=1

zd′ [n]
[ℓ](m), and likewise the batch variance is computed:

S[ℓ] =


s1[1]

[ℓ] s2[1]
[ℓ] · · · sD[ℓ] [1][ℓ]

s1[2]
[ℓ] s2[2]

[ℓ] · · · sD[ℓ] [2][ℓ]

...
... . . . ...

s1[N ][ℓ] s2[N ][ℓ] · · · sD[ℓ] [N ][ℓ]

 (A.5)

with sd′ [n]
[ℓ] = 1

M

M∑
m=1

(
zd′ [n]

[ℓ](m) − z̄d′ [n]
[ℓ]
)2. These are then used to normalize each of the M

examples acoording to:

Z[ℓ](m)
norm =


znorm,1[1]

[ℓ](m) znorm,2[1]
[ℓ](m) · · · znorm,D[ℓ] [1][ℓ](m)

znorm,1[2]
[ℓ](m) znorm,2[2]

[ℓ](m) · · · znorm,D[ℓ](m) [2][ℓ]

...
... . . . ...

znorm,1[N ][ℓ](m) znorm,2[N ][ℓ](m) · · · znorm,D[ℓ](m) [N ][ℓ]

 (A.6)

with znorm,d′ [n]
[ℓ](m) =

(
zd′ [n]

[ℓ](m) − z̄d′ [n]
[ℓ]
)
/
√

(sd′ [n][ℓ] + ϵ) where the ϵ is added for numerical sta-
bility just in case the sd′ [n]

[ℓ] turns out to be 0 in some estimates. Now every example has mean 0
and variance 1. However, sometimes it is not desired to have mean 0 and variance, but a different
distribution would make more snse, and therefore the following is computed:

Z̃[ℓ](m) =


z̃1[1]

[ℓ](m) z̃2[1]
[ℓ](m) · · · z̃D[ℓ] [1][ℓ](m)

z̃1[2]
[ℓ](m) z̃2[2]

[ℓ](m) · · · z̃D[ℓ] [2][ℓ](m)

...
... . . . · · ·

z̃1[N ][ℓ](m) z̃2[N ][ℓ](m) · · · z̃D[ℓ] [N ][ℓ](m)

 (A.7)

with z̃d′ [n]
[ℓ](m) = γ[ℓ]znorm,d′ [n]

[ℓ](m) + β[ℓ], where γ[ℓ] and β[ℓ] are two more learnable parameters of
the model.

The outputs of the batch normalization layer are then fed into a non-linear activation layer, that
was modelled with a ReLU activation function:

A[ℓ](m) = f [ℓ](Z̃[ℓ](m)) =


a1[1]

[ℓ](m) a2[1]
[ℓ](m) · · · aD[ℓ] [1][ℓ](m)

a1[2]
[ℓ](m) a2[2]

[ℓ](m) · · · aD[ℓ] [2][ℓ](m)

...
... . . . · · ·

a1[N ][ℓ](m) a2[N ][ℓ](m) · · · aD[ℓ] [N ][ℓ](m)

 (A.8)
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with ad′ [n]
[ℓ](m) = max (0, z̃d′ [m][ℓ](m)).

After the non-linear activation function, the data are subject to dropout [Sri+14] that randomly
“drops out” or deactivates some features, such that the next layer cannot rely on any single feature.
Throughout training, on each iteration, standard dropout consists of zeroing out some fraction of the
nodes in each layer before calculating the subsequent layer [Zha+21].

Optionally, a residual connection is added [He+16; Liu+19]. The residual connection adds the
inputs to the residual block to the outputs of the last dropout layer (Figure 2.8a). In case the number
of channels between inputs and outputs do not match, then the residual connection consists of a
1× 1 convolution, otherwise the inputs are forwarded as they are.

Classification
Now, the outputs from the last residual block, A[L](m), are considered. The outputs are passed
through a dense layer that computes a weighted sum of the inputs, for each time step n:

Z[L+1](m) = W[L+1]A[L](m) + B[L+1]

=


z1[1]

[L+1](m) z2[1]
[L+1](m) · · · zC [1]

[L+1](m)

z1[2]
[L+1](m) z2[2]

[L+1](m) · · · zC [2]
[L+1](m)

...
... . . . ...

z1[N ][L+1](m) z2[N ][L+1](m) · · · zC [N ][L+1](m)


(A.9)

with zc[n]
[L+1](m) =

D[L]∑
d=1

w
[L+1]
d,c ad[n]

[L](m)+b
[L+1]
c with c = 1, · · · , C and C is the number of gait events

classes.

Multi-Output Model
For the study from Chapter 4 the gait events, in this case the ICs and FCs of a single side, are
modelled as separate outputs, thus C = 1 for each of the outputs. The outputs are passed through
a sigmoid activation function to give the predictions:

ŷ(m)
q =


ŷq[1]

(m)

ŷq[2]
(m)

...
ŷq[N ](m)

 =


σ
(
z1[1]

[L+1](m)
)

σ
(
z1[2]

[L+1](m)
)

...
σ
(
z1[N ][L+1](m)

)

 , q ∈ {IC,FC} (A.10)

where ŷq[n]
(m) = σ

(
z1[n]

[L+1](m)
)
= 1/

(
1 + exp

(
−z1[n]

[L+1](m)
))
.

The problem is cast as a regression problem, and the difference between the predictions and
labels is calculated by means of a weighted mean squared error (MSE). For example, the loss for
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the mth example and the qth class is:

ℓ(m)
q =

1

N

N∑
n=1

(
yq[n]

(m) + kq

)(
ŷq[n]

(m) − yq[n]
(m)

)2
, q ∈ {IC,FC} (A.11)

with kq a relatively small number (e.g., kq ≈ 0.01). The overall loss for the model is then the average
loss over all M example and ICs and FCs:

ℓ =
1

M

M∑
m=1

1

2

(
ℓ
(m)
IC + ℓ

(m)
FC

)
(A.12)

Single-Output Model
For the study from Chapter 5 the ICs and FCs from both sides are considered at the same time.
Hence, taking also into account the null class, C = 5. The outputs of the dense layer are passed
through a softmax activation layer to give the predictions:

Ŷ(m) =


ŷ0[1]

(m) ŷ1[1]
(m) ŷ2[1]

(m) · · · ŷC−1[1]
(m)

ŷ0[1]
(m) ŷ1[2]

(m) ŷ2[2]
(m) · · · ŷC−1[2]

(m)

...
...

... . . . ...
ŷ0[1]

(m) ŷ1[N ](m) ŷ2[N ](m) · · · ŷC−1[N ](m)

 (A.13)

with:

ŷc−1[n]
(m) =

ezc[n]
[L+1](m)

C∑
c=1

ezc[n]
[L+1](m)

(A.14)

The problem is cast as a multi-class classification problem, and the difference between the pre-
dictions and labels is calculated by means of a weighted categorical crossentropy. For example, the
loss for the mth examples is:

ℓ(m) =
1

N

N∑
n=1

C−1∑
c′=0

kc′ yc′ [n]
(m) log

(
ŷc′ [n]

(m)
)

(A.15)

where the index notation is switched from c = 1, · · · , C to c′ = 0, · · · , C − 1, and

kc′ =

1 for c′ > 0

1/fs otherwise
(A.16)

such that more emphasis is put on correctly detecting gait events (c′ > 0) than on the null class.
The overall loss for the model is the average loss over all M examples:

ℓ =
1

M

M∑
m=1

ℓ(m) (A.17)
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