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Chapter

Multilingual Chatbots to Collect 
Patient-Reported Outcomes
Matej Rojc, Umut Ariöz, Valentino Šafran and Izidor Mlakar

Abstract

With spoken language interfaces, chatbots, and enablers, the conversational 
 intelligence became an emerging field of research in man-machine interfaces in 
several target domains. In this paper, we introduce the multilingual conversational 
chatbot platform that integrates Open Health Connect platform and mHealth applica-
tion together with multimodal services in order to deliver advanced 3D embodied 
conversational agents. The platform enables novel human-machine interaction with 
the cancer survivors in six different languages. The platform also integrates patients’ 
reported information as patients gather health data into digital clinical records. 
Further, the conversational agents have the potential to play a significant role in 
healthcare, from assistants during clinical consultations, to supporting positive 
behavior changes, or as assistants in living environments helping with daily tasks and 
activities.

Keywords: embodied conversational agents, multimodal sensing, artificial intelligence, 
spoken language interfaces, cancer survivors

1. Introduction

An important type of patient-gathered health data (PGHD) represents so-called 
patient-reported outcomes (PROs). They are in general collected from patients in 
order to help address a health concern [1] and represent self-reports from everyday 
life. Therefore, in healthcare, they are also important data sources [2]. Further, PROs 
have become a complementary data source to telemonitoring [3], data mining, and 
imaging-based AI techniques [4–8]. Nowadays, the knowledge domains of clinical 
specialties are expanding rapidly, while due to the sheer volume and complexity of 
data, clinicians often fail to really exploit its potential [9]. Firstly, patient outcomes 
were collected mostly face to face, using paper-written forms [10–12]. Forms were 
added to paper-form health records (HRs), and only after the advances of informa-
tion and communication technologies (ICT), the HRs are slowly being digitalized. 
Several studies already showed the efficiency of electronic questionnaire apps on, 
e.g., smartphones [13, 14]. Thus, electronic PROs, supported by artificial intelligence 
techniques, can further improve dropout and acceptance-rates. Further, they are 
also able to improve clinical and patient “satisfaction” [15–17]. A perfect example 
of how patient gathered health data (PGHD) and PROs are able to improve quality 
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of life (QoL) is, e.g., ambient assisted living (AAL). Namely, AAL environments 
already exploit mobile devices, smart home products, software applications, and 
other wearable devices in the individual’s everyday environment [17, 18].

Significant advances in speech and natural language processing (NLP) technolo-
gies already offer more personalized and human-like interaction, i.e., symmetric 
multimodality. Therefore, several spoken language interfaces, chatbots, and enablers, 
and the conversational intelligence became an emerging field of research in man-
machine interfaces based on artificial intelligence techniques. Thus, embodied 
conversational agents (ECAs) can play an important role in healthcare, e.g., assistants 
in AAL environment in order to help with activities and daily tasks, or assistants 
during clinical consultations, in order to support positive behavior changes [19, 20]. 
These advanced interactive systems may certainly have a major impact on long-term 
sustainable quality of results and patient adherence over time.

The main challenges represent interoperability, integration of PGHD data, and 
lack of standardization [21, 22]. Namely, in healthcare, the integration of PGHD data 
in clinical decision-making still presents a big problem. Further, in the interoper-
ability of electronic health records (EHRs), the unified representation of electronic 
health records (EHRs) still represents an issue. In order to get the highest contribu-
tion from PROs and PGHD, we considered the following: (i) “how to integrate data 
into clinical workflow?”, (ii) “the cost and time for collecting PROs?”, (iii) “how to 
efficiently collect data from patients?”, and (iv) “how to enable proper interpretation 
by the clinicians?”

Within a Horizon 2020 project (PERSIST, https://projectpersist.com/, last 
accessed 19 June 2021), therefore, we propose a holistic system for collecting PROs 
remotely via both multilingual chatbots and ECAs. Further, the integration of PROs 
into the clinical workflow by using FHIR has been proposed. The FHIR server is 
located at the Open Health Connect (OHC) platform, and all traffic is orchestrated 
by a so-called multimodal sensing network (MSN) that runs several microservices, 
such as PLATTOS text-to-speech (TTS) system, ECA, RASA-based chatbot system, 
and SPREAD automatic speech recognition (ASR) system. In this way, we offer a fully 
symmetric model of interaction supporting speech, gesture, and facial expression 
on input and output. Further, the FHIR methodology is delivered as an enabler for 
efficient integration and a fully functional FHIR server [23].

The paper is structured as follows: in Section 2, related works and the ideas of our 
study will be presented. The PERSIST platform is described in Section 3, and fully 
symmetric ECA-based interaction model in Section 4. The results are presented in 
Section 5. In Section 6, the contributions of the PERSIST system are discussed, and 
the paper ends with the conclusions.

2. Related works

The paradigm of value-based healthcare represents a shift toward more efficient 
and more effective medical care. However, it requires additional sources of data to 
improve shared decision-making and enable more personalized decision-making. 
Therefore, conversational intelligence can significantly contribute to patient activa-
tion and engagement [24]. The technology is based on spoken language technologies 
(SLT), i.e., NLP, ASR, chatbot, and TTS, that enables machines to interact with 
humans in very natural way, using mobile or web platforms [25]. In healthcare, this 
started already in 1966 with ELIZA [26]. Nowadays, conversational agents have been 
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used to solve much more complex tasks, such as booking tickets and acting as cus-
tomer service agents [27]. In healthcare, conversational agents can provide patients 
with, e. g. personalized health and therapy information and relevant products and 
services. Additionally, they can connect them with healthcare providers, suggest diag-
noses, and even recommended treatments based on patient symptoms and reports. 
Namely, multilingual communication, cost-effectiveness, and 24/7 availability make 
embodied conversational agents (ECAs) very useful for all those patients who have 
major medical concerns outside of doctor’s operating hours. Several studies show 
that patients can perceive ECAs as interaction partners instead of human physicians 
and are able to trust them. Thus, they are willing to disclose medical information 
report more symptoms, etc. [28]. In oncology setting, CI (conversational intelligence) 
focuses mostly on (speech-enabled) chatbots [29]. They can contribute to lifestyle 
changes [30], to screening (i.e., iDecide [31]) and improving mental health state 
through managing psychological distress [32–34]. Therefore, chatbots are already 
well recognized as an enabler for adherence, active patient engagement, and satisfac-
tion increase [35, 36]. However, the chatbots still tackle the long-term adherence 
with sustainable quality of the reported data [37]. In [36], they reported that active 
use of this technology drops already after 14 days. Namely, patients’ understanding, 
their ability to remember the details, and perceived trustworthiness are the main 
factors of patient adherence [38]. Therefore, in the system of the PERSIST project, 
an ECA is additionally introduced. ECAs can undoubtedly increase this long-term 
adherence by engaging with users in interaction that is enriched by incorporating 
nonverbal communication [37]. Since ECA is autonomous and intelligent software 
entity with an embodiment used to communicate with the user [39], it can provide a 
system with symmetric multimodality based on speech, gesture, and facial expres-
sion. Embodiments can be designed as virtual human characters, animals, or robots 
[40–42]. Such fully symmetric interaction opens up the opportunity to introduce 
human-like qualities and significantly improves the believability of the human-
machine interfaces [43]. ECAs in healthcare can be used for the treatment of mood 
disorders, anxiety, psychotic disorders, autism, substance use disorders, etc. [44]. In 
[17], ECAs already proved a promising tool for persuasive communication in health-
care. While in [42], technological and clinical possibilities of less complex ECAs were 
investigated, and ECAs are also shown to be a solution for routine applications in the 
means of rapid development, testing, and application. Stal in [45] also found out that 
the agents’ textual output and/or speech as well as its gaze and facial expressions are 
the most important features. In general, for healthcare, ECA studies focused mainly 
on physical activity [46–48], stress [30], nutrition [49, 50], blood glucose monitoring 
[41], and sun protection [51]. However, there are several other studies that focus on 
speech, facial, and gaze expressions as the main design features [45]. ECAs in health-
care are mostly 2D-based, since gestures and appearance are not considered as main 
design features, and only a few studies addressed gestures.

In the PERSIST system, therefore, we use two 3D embodied conversational 
agents, female or male that can interact with patients in the following six languages: 
Slovenian, English, Spanish, French, Russian, and Latvian. ECAs are able to represent 
facial expressions and exploit gestures in order to enhance user experience. Namely, 
in this way, it is possible to better support verbal counterparts, regulate communica-
tive relationships, and maintain clarity in the discourse.

In [52], the conversational agents are designed as a prototype, while the contribu-
tion to health-related outcomes is evaluated without relevant statistical significance. 
Further, Sayeed et al. in [53] describe an approach to create a patient-centered health 
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system that is based on the FHIR standard and applications that can make requests 
and reports of HL7 FHIR resources.

3. The multilingual ECA-based PERSIST platform

3.1 The multilingual sensing network (MSN)

In Figure 1, we present the building blocks of the MSN network. The MSN 
 consists of Apache Camel module. This module implements ActiveMQ Artemis, 
REST API, and Apache Kafka. In this way, we implemented specific machine-to-
machine (M2M) communication between several services. The ActiveMQ Artemis 
module is then used for the MQTT broker. And Apache Kafka module is used for 
microservice architecture. The Apache Camel module is like a router in the system, 
since it has the ability to convert asynchronous to synchronous messages, or vice 
versa. We can run Apache Camel module also as a Spring Boot application in order to 
provide REST API end points for all HTTP requests. The MQTT broker in the system 
represents a link between mHealth app and OHC. Namely, the mHealth app is MQTT 
client that is just subscribed to ActiveMQ Artemis module. Further, microservices are 
using HTTP APIs and Kafka topics. For microservices, asynchronous communication 
is used. All predefined topics for dedicated language are supported. The synchronous 
communication is then used for RASA chatbot. In this case, HTTP REST requests are 
used and performed via Camel REST end points API.

In Figure 2, we can recognize two types of connections. The first one represents 
the synchronous connection used for communication over the secured application 
protocol HTTPS REST. It is needed for questionnaires, responses, and requests. The 
second one is then asynchronous connection. It is needed for the MQTT protocol, 
where we use MQTT topics. Established connections with the OHC platform can use 

Figure 1. 
The architecture of the PERSIST system.
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in this way synchronous HTTPS REST protocol. Further, MSN internal connections 
uses MQTT, Camel Java Messaging Service (or JMS), Kafka topics, and REST.

3.2 mHealth application

As can be seen in Figure 3, patients and clinicians have separate mHealth 
 applications. One is patient mHealth application that is used for data gathering and 

Figure 2. 
Machine-to-machine communication (M2M) platform for the PERSIST system.

Figure 3. 
Patient (left) and clinician (right) mHealth app interface.
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trends monitoring, while the clinician mHealth application is used for patient moni-
toring and specifying the patient’s care plans (developed by company Emoda). The 
first one enables mood selection, diary recordings, reading of specific articles advised 
by clinicians, etc. And the second one has options to see the patients’ lists and their 
clinical details. It is also possible to delete or edit existing patient records, or create a 
new one. Further, new appointments can be created by clinicians, receive notifica-
tions from patients, see the calendar, or just send/receive messages from patients. 
Thus, this application uses both asynchronous and synchronous protocols. We use 
the REST protocol for communication with the MSN REST OpenAPI (Swagger) and 
OHC end points, and for receiving notifications the MQTT protocol is used.

3.3 OHC FHIR server

The OHC platform has been provided by Dedalus. Basically, this is a streaming 
and integration platform that can be used for large--scale distributed environments. 
This digital health platform can also unlock isolated data. Further, OHC enables 
all the interfaces to be connected to and make decisions across disparate data 
sources in real time. It comprises a set of components, as depicted in the concep-
tual/logical architectures, is flexible, and can be deployed on private data center, or 
via cloud in environments like Azure or AWS. It provides the latest version of HAPI 
FHIR R4 [54].

4. The fully symmetric ECA-based interaction model

4.1 End-to-end multilingual text-to-speech synthesis system PLATTOS

Text-to-speech (TTS) PLATTOS in Figure 4 is the first microservice in the 
PERSIST system. It is used for generating speech from text for the ECA agents that 
communicate with the patients. The PLATTOS system follows ideas presented in 
[55, 56] and enables real-time generation of speech in several languages, with practi-
cally human-like quality. It is basically the combination of two complex network 
models: a feature prediction NN model and a flow-based neural-network-vocoder 
WaveGlow.

Figure 4. 
TTS system PLATTOS.
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4.2 End-to-end multilingual speech recognition system SPREAD

This microservice is developed to support the spoken language-based interface in 
the Health app and to feed the survivor’s answers to the dialog management compo-
nent (i.e., RASA chatbot) for several languages. E2E ASR system SPREAD in Figure 5 
follows some ideas from Jasper model [57–59], where the training has been improved 
by NovoGrad optimizer.

4.3 Embodied conversational system and embodied conversational agent

A RASA NLU [60] and ECA framework [61] are a core framework for an 
Embodied Conversational System (ECA). In this way, multilingual ECAs are 
capable of creating responses in natural language. All responses can also be visual-
ized. Namely, multilingual chatbots are used to manage the more natural discourse 
between the system and patient. They are implemented as an API. Here, the NLU is 
the main engine of the chatbots and is programmed in Python and YAML language. 
Chatbots are all running on a Linux server. It implements standardized patient-
reported outcomes (PROs) as storylines in six languages used in the PERSIST Clinical 
Study [62]. For storing the data, SQLite database within RASA is used, while POST 
and GET requests are used to store information, such as patients’ answers, question-
naires, and other events that are triggered in a specific conversation.

The ECA framework is then used to transform plain text generated by the chatbot 
into ECA’s multimodal responses incorporating gestures. The proprietary algorithm 
proposed in [61] has been used (Figure 6). It uses proprietary EVA-Script notations. 

Figure 5. 
ASR system SPREAD.

Figure 6. 
Generation of expressive co-verbal behavior.
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Each movement is formalized as a simultaneous execution within the block <bges-
ture>. The poses are described then within stroke phases, where the preparation 
phases are defined by <unit> blocks. Each <unit> also contains the complete configu-
ration of individual movement controllers that are used in the representation of the 
specific pose. The retraction and hold phases then represent the shape being withheld 
or just retracted into some neutral state. They are both added within the <unit> by 
using attributes DurationHold and DurationRetraction.

5. Results

The PERSIST platform was deployed on two physical servers at the University of 
Maribor, FERI. The functional scheme of the system is highlighted in Figure 7. The 
PERSIST system is used mainly by the clinician. Namely, they have to define and 
schedule activities as part of patient’s care workflow (phase 1). On the other hand, the 
patients execute activities (phase 3). MSN and OHC are the main services within the 
system. The MSN service is used to implement activities and make their execution 
more natural by delivering the symmetric model of interaction, and the OHC service 
is used to store data and automate the execution of the clinical workflow.

Questionnaires are available in six different languages: Slovenian, English, Russian, 
Latvian, French, and Spanish. On the output side, the system represents the informa-
tion generated by chatbot as female ECA Eva and the male ECA Adam (Figure 8). 
In this way, in the output also non-verbal elements are associated with synthesized 
speech. In this way, raw texts are presented to the user as a multimodal output, which 
combines a spoken communication channel and synchronized visual communication 

Figure 7. 
Functional flow: Integration phases—Allocation of an activity (1), request for execution of the activity (2), 
implementation of the activity (3), creation of resource (4), and completion of the activity (5).
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channel. At the input, the system accepts speech or text. Additionally, a word-to-con-
cept mapping is delivered as part of spoken language understanding. This is needed in 
order to properly map user responses into answers expected by PROs.

We deployed the system on a server hosting five virtual machines over the 
Proxmox VE 6.3–2. Further, the server is running the Xubuntu 20.04 LTS operating 
system. On the other platform, named PERSIST_INFERENCE, there are the Ubuntu 
Server 20.04 LTS OS, and microservices for ASR, TTS, and ECA. Microservices are 
integrated using predefined topics, and Kafka producers and consumers. To evaluate 
the hardware performance of the system, we simulated the load on the system by 
measuring CPU usage, memory usage, and average response time for both Camel and 
RASA chatbot. The results are outlined in Figures 9-11.

As seen in Figure 9, with the duplication of active users in tests the CPU usage 
is rising linearly from 11.65% with 25 active users to 56.04% with 1000 active users 
in the case of Camel, and mostly linear from 5.86% with 25 active users to 30.44% 
with 1000 active users for Rasa chatbot. The volatile memory was stagnating on both 

Figure 8. 
Multimodal conversational response with ECAs.

Figure 9. 
CPU use (%) per active users.
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the Camel and the Rasa chatbot and proved independent of the increase of users 
(Figure 10). In the case of the Camel, the memory usage was near 50%, while on 
the Rasa chatbot near 25%. Further, Figure 11 presents the MSN’s internal average 
response time on requests between 25 and 1000 active users. The response time in this 
case is 0.1982 s with 25 active users and is increasing linearly as the number of users 
is increasing. We have 1.74 s response time with 200 active users. Then it starts rising 
more exponentially to 197,033 s delay, with 1000 active users.

Figure 10. 
Memory consumption (GB) per active users.

Figure 11. 
Graphical results of average response time per active user.
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The models for the end-to-end ASR system SPREAD for six languages were 
trained on DGX-1, 8 × V100, 8 × 32 g GPU MEM, while the inference engine had 
2 RTX8000, with 2 × 48 g GPUMEM. The audio datasets size used was minimal 
1700 h of speech. The best model reached 2.6% WER, and all other models reached 
below 9% WER. The quality of the end-to-end TTS system PLATTOSand MUSHRA 
listening tests [63] were performed by PERSIST consortium partners. In this way, 21 
consortium members participated, all in general with background knowledge in this 
field. Different TTS architectures were evaluated, while the architecture based on 
Tacotron and Waveglow was best rated. PLATTOS for all six languages was evalu-
ated with score around 82 on 100 level scale. The results show that speech generated 
is highly intelligible and understandable. Further, the evaluation of the multimodal 
conversational response was reported in [61], where 30 individuals assigned an 
average score of 3.45 on the five-level Likert scale. The results show that the system 
produces a very viable and believable natural user interface.

6. Discussion

The main challenges for wide adaptation of PGHD in clinical practice include 
usability and sustainable quality of results (i.e., patient motivation and adherence) 
[21, 37]. The presented system includes patient/clinician mobile applications, OHC 
FHIR server, and the MSN server. OHC FHIR server provides interoperability 
between all components. The framework provides several tools that can be used for 
ingestion, indexing, storage, integration, and surfacing of patient information. In 
this way, the PERSIST system represents an open digital integration hub that can 
deliver scale, speed, and flexibility to securely gain value through the integration of 
health systems. Further, the OHC enables innovation through near-real-time access to 
longitudinal patient records, where the APIs provide opportunities to flexibly design 
services that can seamlessly ingest discrete data from the source into a third-party 
application. The FHIR has also been recognized as an approach suitable for citizen 
developers, since it also supports “low-code/no-code” solutions [21]. Our future 
efforts will be directed toward transformation and ingestion of EHRs from existing IT 
platforms into FHIR ready server. Based on the studies, the main activities will involve 
the definition of an ontology that will correlate existing fields with specific FHIR 
resources. The information in existing EHRs is mostly stored as partially structured 
or unstructured text; therefore, a specific focus will be directed toward extracting 
information by using modern NLP techniques and data to concept mapping.

The other challenge relates to the patient’s perspective and long-term sustainabil-
ity and quality of collected information [36, 37]. Perceived complexity and trustwor-
thiness represent also the main drivers of patient adherence [38]. Therefore, MSN 
delivers the necessary microservice infrastructure, where the services are distributed 
among the servers and can be replicated if needed. A fully articulated ECA was 
deployed for all six languages in order to implement more natural human-machine 
interaction, where the EVA realization framework transforms the co-verbal descrip-
tions contained in EVA events into articulated movement generated by the expressive 
virtual entity. The EVA-Script language is actually applied onto the articulated 3D 
model EVA in the form of animated movement [43]. Trustworthiness is a clinical 
value, which has a significant impact on adherence mitigating pervasive threats to 
health [64]. The symmetric multimodal model for dialog systems enables the ECAs 
to deliver and to understand input/output modes, including speech, gestures, and 
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facial expressions. This makes the interfaces more familiar and trustworthy [38], 
where trustworthiness is one of the building blocks of patient compliance and 
responsiveness [65].

The RASA chatbot API is using PREMs and PROMs to see the patients’ health sta-
tus and the patients’ perceptions of their experience while receiving treatment. In this 
case, we created several stories that contained probable conversations with patients. 
These are basically the intents that have to be executed, based on patient’s responses 
[66]. Inclusion of multilingual ECAs have positive effect on patient adherence, as 
also several experiments imply. Further, ECAs contribute to long-term sustainability 
and familiarity [29] and decrease the complexity of user interfaces. Namely, having 
a virtual body that shows the nonverbal cues can provide easier understanding of the 
context, coherence for information exchange, and an increase for believability and 
trustworthiness to the virtual entity.

However, the phenomenon of “uncanny valley” may have significant negative 
impact on the overall user experience with articulated entities compared to “disem-
bodied” agents as suggested in [67]. Thus, in the future, we will focus specifically on 
the synchronization issues of nonverbal behavior with speech.

7. Conclusions

In this paper, a multilingual holistic approach toward sustainable collection of 
PGHD and PROs and their efficient integration into clinical workflow has been 
presented. Namely, the PGHD may contribute to personalized care and early iden-
tification related to psychological and physiological symptoms and negative health 
outcomes. The PERSIST system represents an opportunity to integrate the benefits 
and deliver them to the patients. The system consists of patient/clinician mobile 
applications, an OHC FHIR server, and a MSN server. The research and this study 
address several technologies from the prototype (proof-of-concept) perspective. The 
used technology was evaluated on modular basis, statistically, and on a short-term-
use basis.
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