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ABSTRACT 
 

Ensemble Unsupervised Semantic Segmentation for Foreground-background 

Separation on Satellite Image  

(May 2023) 

Jaelen Tarry, B.S., Prairie View A&M University, Prairie View, Texas 

Chair of Advisory Committee: Dr. Xiangfang Li 

Recently, computer vision has been promoted by deep learning techniques 

significantly, where supervised deep learning outperformed other methods such as in 

image segmentation. However, a large amount of annotated/labeled data is needed 

for training supervised deep learning models, while such big annotated data is typically 

unavailable in practice such as in satellite imagery analytics.  In order to address 

this challenge, a novel ensemble unsupervised semantic segmentation method was 

proposed for image segmentation on satellite images. Specifically, an unsupervised 

semantic segmentation model was employed to implement foreground- background 

separation and then be placed within an ensemble model to increase the prediction 

accuracy further. Experimental results demonstrated that the proposed method 

outperformed baseline models such as k-means on a satellite image benchmark, the 

XView2 dataset. The proposed approach provides a promising solution to semantic 

segmentation in images that will benefit many mission critical applications such as 

disaster relief using satellite imagery analytics. 

Index Terms - Convolution neural network (CNNs); deep learning; ensemble model; image 

segmentation; overhead imagery; unsupervised learning  
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          This thesis follows the style of the Institute for Electrical and Electronics Engineers (IEEE) 

 

CHAPTER 1 

INTRODUCTION 

 

1.1 Damage Assessment in Satellite Images using Machine Learning 
 

The world is plagued by the onslaught of hurricanes, tornadoes, floods, tsunamis 

and many other natural disasters that can leave behind devastating destruction. Many 

workers and volunteers offer up their support to provide disaster relief for those 

affected, whether it is search and rescue or providing food and shelter. Disaster relief 

can come in many different shapes and forms; however, the most critical part of 

disaster relief is the determination of building damages. Currently, the process of 

inspecting the damages of a building after a natural disaster is slow and dangerous. In 

order to address this issue, damage assessment of buildings using satellite images is a 

promising approach. 

 
 

 

Fig. 1.1. Example results for the [1] joint damage scale on a satellite 
image 
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With the recent rapid advancement of artificial intelligence (AI) and machine 

learning (ML), the Xview 2 challenge is designed to encourage researchers to develop 

effective machine learning solutions for damage assessment of buildings using satellite 

images. The Xview 2 challenge illustrated how to assess damages to affected areas 

by using computer vision algorithms to analyze satellite imagery. With the United 

States Department of Defense’s Defense Innovation Unit (DIU) being the sponsor, 

many competitors used different ML techniques to assess the before and after 

damages from natural disasters [1]. The goal is to create an algorithm that could 

detect the buildings within the satellite imagery and assess the damages of those 

buildings according to the Joint Damage Scale. 

An example of the damage scales can be seen in Fig. 1.1, where the colors represent 

a different level of damage. Here the green color represents buildings with little to no 

damage done, the red color represents severe damage has been done to the building, 

while the orange color is for buildings that have been damaged but not severe or 

urgent. The goal of the DIU is to help provide a faster and more reliable building 

damage estimation to produce a quicker response time to help the areas with the most 

severe damages from these disasters. 

One of the most important steps in the process of damage assessment in satellite 

images is to detect the buildings within the satellite imagery, in other words, separate 

the buildings (foreground) from the background in the image. 

1.2 Foreground-Background Separation 
 

Xview 2 satellite imagery creates a significant data image that can provide 

competitors with vast information about the damages caused by disasters. However, 

not all the information within the image is usable, nor is its data essential. 

The separation of image foreground-background was introduced to help remove 
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F i g .  1.2. Example of implementing [9] foreground-background 
separation 

 
 
 

some excess data within the satellite imagery [9]. Foreground includes the parts 

of the images in which the data was needed for the Xview 2 challenge to assess 

the damage caused by natural disasters. This included types of large structures 

that the algorithm could detect, such as houses, factories, facilities, stores, malls, 

schools, and recreational centers. Background includes the data from the satellite 

imagery that is not used or needed to assess the damages for the Joint Damage 

Scale. An example of foreground separation is represented by Fig. 1.2, which takes 

the background from the image and only focuses on the foreground; in this case, it is 

represented by the canoe. 

The foreground-background separation problem can be formulated as an image 

segmentation problem where the number of segments is two. 

1.3 Image Segmentation 

Image segmentation is the process of dividing an image into different regions based 

on the characteristics of pixels to identify objects or boundaries to simplify an image 

and more efficiently analyze it. 
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With the growth of Artificial Intelligence algorithms and their ecosystem, Digital 

Image Processing using Neural Networks has recently become popular. It has 

various application areas like security, banks, military, agriculture, law 

enforcement, manufacturing, and medical technologies [10]. For instance, the 

software behind green screens implements image segmentation to crop out the 

foreground and place it on a background for scenes. 

In this thesis research, this technology has been applied to the overhead 

imagery from satellites to determine objects such as buildings, people, and 

vehicles. Currently, some datasets provided images that show the results from their 

use of image segmentation, like the PASCAL VOC dataset in Fig. 1.3. Other datasets 

have been used to test segmentation and object detection, such as PASCAL VOC, 

Cityscapes, and ADE20K. 

There are many ways to implement image segmentation, such as Threshold 

Based Segmentation, Edge Based Segmentation, Region-Based Segmentation, 

Clustering Based Segmentation, and Artificial Neural Network Segmentation. 

 

 

 

Fig. 1.3. [2] Pascal VOC dataset segmentation results 
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1.4 Challenges and Motivation 
 

Recent years have witnessed that computer vision was significantly promoted 

by deep learning techniques, where supervised deep learning outperformed other 

methods but needed a mass of big, annotated data for training models. However, 

such big data is unavailable for emerging tasks such as satellite imagery analytics. 

Supervised learning-based semantic segmentation has been successful in background 

detection but not appropriate to the emerging tasks regarding limited annotated data 

available. Hence, unsupervised method is proposed in this thesis to address this 

challenge. 

There exist additional challenges because of the availability and quality of 

satellite images. The available Xview 2 dataset allowed for the implementation of 

image segmentation and object detection onto satellite imagery. Before this, the 

use of segmentation or detection for satellite imagery was very little. This is partly 

due to the lack of data annotation for the satellite imagery, which hindered the use 

of segmentation evaluation metrics to determine the algorithms’ efficiency. 

Additionally, the previous uses of segmentation and detection involved images 

consisting of clear and concise objects. These images had a different orientation 

from satellite imagery, similar to the difference between first person and third 

person viewpoints, which proved to be a learning hurdle for previously created 

segmentation techniques. The sizes of the images are also much larger compared 

to the images used in the PASCAL or Cityscapes datasets. This can prove to be 

harmful to the detection due to the large areas that the model needs to cover. In 

addition, due to the images being taken from a satellite, the contents are smaller 

and represented by fewer pixels. In order to address these additional challenges, an 

ensemble method is proposed in this thesis to improve the performance of the 

unsupervised image segmentation model.
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1.5 Contributions 

 
In this thesis research, a type of Artificial Neural Network Segmentation for the 

image segmentation of the satellite imagery from Xview 2 is proposed. Specifically, 

to address the challenge of limited labeled data, Unsupervised Semantic Segmentation 

(USS) is applied to use Deep Learning and create convolutional layers to segment the 

images into classes. This thesis provides more in-depth information about image 

segmentation and why USS was chosen to be implemented on the Xview 2 dataset. 

Furthermore, ensemble unsupervised image segmentation and method validation 

are performed to improve the performance of the USS. 

1.5.1 Ensemble Unsupervised Image Segmentation. Ensemble unsupervised 

semantic segmentation (USS) consists of methods used to detect background of images 

and perform foreground-background separation. Unsupervised semantic 

segmentation does not require huge amounts of annotated data to train models for 

label pixels of various objects in images, instead it accomplishes semantic segmentation 

through learning high-quality data representations and optimizing pseudo supervision 

to enhance performance. To further enhance performance of USS, the use of an 

ensemble model is proposed that consisting of multiple USS with different hyper-

parameters and majority voting to combine the outputs from multiple USS into a final 

improved output. 

1.5.2 Validation. The proposed performance metric of validation of the images 

is Intersection over Union (IOU) which is a popular metric of validation for segmented 

images [11]. By dividing the results of the intersecting pixels with the union of pixels of 

both images to produce a metric that could compare the produced results with those 

of other experiments. 
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1.6 Outline of the Thesis 

 
The remaining portion of this thesis is structured as follows: Chapter 2 contains the 

literature review of different approaches and ideas of the competitors for the Xview2 

challenge.  The proposed method is given in Chapter 3.  This chapter also 

included the different changes made and evaluation standard used. Chapter 4 provides 

the experimental results and analysis. Chapter 5 concludes this thesis and suggests 

some future work. 
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CHAPTER 2 

LITERATURE REVIEW 

 
This thesis focused on foreground and background separation on satellite images. 

It can be viewed as a standard computer vision task image segmentation that is to 

classify pixels into binary classes including foreground and background. This literature 

review starts with introduction on image segmentation. Then, it discusses 

foreground-background separation. Finally, it presents a short summary of current 

work and highlight our motivation. 

2.1 Image Segmentation 
 
 
 
 

 

Fig. 2.1. [3] Different types of segmentation from the Cityscapes dataset 
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Image segmentation can also be broken down into three different types, such as 

instance segmentation, semantic segmentation, and panoptic segmentation. Through 

instance segmentation, each individual instance of each object is recognized [12]. 

The distinction between instance segmentation and semantic segmentation is that 

the latter does not categorize each individual pixel. When three identical objects of 

the same type (like bicycles) are present in an image, instance segmentation 

identifies each individual bicycle while semantic segmentation groups all three 

bicycles together as a single instance. Semantic segmentation divides picture pixels 

into one or more classes that can be used to represent actual objects in the real 

world rather than abstract concepts [13]. The conceptualization of tiny pixel 

clusters that are most likely to be associated with the same object, are regarded as 

a technique called region proposal. The process of region proposal and annotation 

involves classifying the pixel values into discrete groups using CNN. Panoptic 

Segmentation is the unification of both semantic and instance segmentation where 

is incorporates an efficient majority voting algorithm to com- bine the two types of 

segmentation [14]. This is produced by creating unique labels consisting of semantic 

labels and instance ids, to be placed on each pixel of an image. Once each pixel 

has been labeled it needs to have a corresponding class to identify each object in 

an image as shown in Fig. 2.1. 
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Fig. 2.2. Results from a [4] road detection software 
 
 
 
 

There has been an abundance of applications for the use of image segmentation 

and different papers introduced with their findings. The majority of information 

discovered consisted of supervised semantic segmentation as opposed to unsupervised 

semantic segmentation that is used in this topic. Research involves expanding the 

field of view of filters to incorporate larger context without the need for increasing the 

number of parameters [15]. Or bring in a new approach for semantic segmentation, 

making use of an encoder and decoder framework followed by a pixel-wise 

classification layer [16]. Currently there have even been examples of using Deep Lab 

semantic segmentation hyper-spectral image classification to extract features pixel by 

pixel at multiple scales [17]. This can show the versatility and reliability of Deep Lab 

since there are so many different applications and statistics promoting it. Additionally, 

new research has also been introduced with the goal of producing a simpler, 

stronger, and faster system for image segmentation called panoptic segmentation. 
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When compared to using panoptic segmentation on the Cityscapes benchmarks, it had 

performed better than semantic segmentation and instance segmentation [18]. Deep 

Lab 2 introduces a few new models which make use of this panoptic segmentation to 

provide a faster and diverse applications for a wide range of uses [19] [20]. 

Applying image segmentation on satellite imagery consists of Modified U-Net 

Convolution networks, three stage segmentation, and two-stage algorithms. Modified 

U-Net Convolution networks have been introduced to show improvements on the 

detection of roads, buildings, and vehicles within satellite imagery [21]. Even from Fig. 

2.2, what is showcased is the current results from the detection of roads within satellite 

imagery [22]. Unfortunately, this aspect could not be incorporated into the experiment 

due to the applications used but it still introduced a 10% increase when it comes to 

the detection of roads. Another technique used consist of three phases, where the 

purpose of the three-stage segmentation is to “divide image into set of non-overlapping 

regions based on special features” [23]. First phase includes the use of a filter 

method that can divide the remote sensing image into special blocks that are easier to 

segment. After this process the next phase entails using the watershed method of 

segmentation and the removal of noisy segmentation with the use of statistical 

threshold method. The last phase is the reduction of segmented areas using region-

based segmentation, some of the results produced showcase the reduction of time, 

noise, and overall segmentation. 
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Fig. 2.3. Results from [5] satellite image segmentation 
 
 
 
 

Two-stage algorithm can help with the segmentation of satellite images by 

detecting textural areas and small-sized objects within the images [24]. The study 

showed an impressive six percent increase in precision as compared to the k-means 

clustering [25]. An important component that help to increase the precision was due 

to the flexibility provided by convolutional neural networks. As compared to the 

current experiment, there is no distinction between the use of supervised or 

unsupervised elements so this technique cannot be used to further improve the 

evaluation results of this segmentation. Fig. 2.3, represents some of the previous 

results of unsupervised satellite image segmentation and shows the need for 

improvements. There are many different skills and techniques that could be used to 

further develop unsupervised image segmentation in computer vision [26]. 

2.2 Foreground-Background Separation 
 

By removing the background from images it can help to further improve object 

detection or to help improve the accuracy of image segmentation and gets rid of 

unneeded  information from images.
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To further explain an example of an application that can incorporate background 

separation includes the Deep Lab software from TensorFlow, as it can differentiate the 

background of images and remove them [27]. Once the background is removed, the 

training can be done by placing the images with the removed backgrounds into new 

crowded backgrounds. The goal was to use the new crowed background images to 

improve object detection even in hard to tell images. The difference between this 

work and the current experimentation includes what detections are being made with 

through the experiments, with the use satellite imagery, compared to the article’s use 

of natural images with only one object being detected such as an eagle or a plane 

[28]. The article’s produced results have been proven to have a positive effect on the 

object detection of natural images with an 100% average increase in accuracy with the 

use of cluttered backgrounds [28]. Although, the application is very different 

compared to individual object detection of natural images, the use of Deep Lab 

software and its foreground-background image segmentation can help to discover new 

data about satellite imagery and their different applications. 
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Fig. 2.4. Results from [6] Threshold Foreground Background 
Separation  

 
 
 
 

Another experimentation based on the effectiveness of foreground-background 

separation, produced positive results to further support the effect that separation can 

have in segmentation and detection of computer vision [29]. There are even instances 

where experiments have applied foreground-background separation on videos as well 

by using a similar technique to superpixel detection [30]. The algorithms used for 

separation are also divers. This includes an algorithm based on active contour detection 

and an algorithm based on thresholding to implement the separation [31] [32]. Even 

from the example shown in Fig. 2.4 there are many different ways to incorporate and 

specify the importance of foreground-background separation within computer vision.
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2.3 Summary 

 
Deep learning techniques have promoted image segmentation significantly. The 

current research involves seems to focus on supervised image segmentation and few  

works have explored effective image segmentation on satellite imagery. However, 

supervised methods required detailed annotations on images to build large amounts of 

training data, which will be high-cost for satellite imagery applications. This research 

aimed to reduce efforts of data annotation for satellite imagery segmentation. It 

employed state-of-the-art unsupervised deep learning-based image segmentation 

methods to build baselines for fore-ground-back-ground separation. In addition, 

this thesis proposed a novel ensemble unsupervised segmentation method to enhance 

unsupervised segmentation performances. The proposed method was validated on a 

large satellite image dataset xDB and the performance evaluated via MIOU confirmed 

that the proposed method was able to separate the foreground and background with 

promising performance. 
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CHAPTER 3 

METHODOLOGIES 

 

3.1 Unsupervised Semantic Segmentation 
 

Unsupervised Semantic Segmentation (USS) is comprised of many building blocks 

that make up the core concepts within this experiment. The different components are 

further divided into: convolutional neural networks, learning modules, segmentation, 

and ensemble model. These topics are further introduced in the sections below. 

3.1.1 Convolution Neural Networks.  In the last decade, machine learning 

models have proven to be successful in many application areas, such as image 

recognition, times series forecasting, and sentiment analysis. Machine learning 

includes Deep Learning as a subset. The purpose of deep learning, which was developed 

in the year 2005 - 2006, was to solve the issues that Machine Learning currently faces. 

Deep Learning is a group of statistical machine learning methods used to build 

feature hierarchies that are frequently built using artificial neural networks. Deep 

Learning models can focus on the appropriate features independently, but they still 

need some programming assistance [33]. Additionally, these models address the 

dimensionality issue. The primary goal of deep learning is to create learning algorithms 

that closely resemble the human brain. It is put into practice with the aid of neural 

networks. Neural Networks (NN) are a vital piece of some of the most successful 

machine learning algorithms. The development of neural networks has been key to 

teaching computers to think and understand the world in the way that humans do [34]. 
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Essentially, a neural network emulates the human brain cells, or neurons, are 

connected via synapses. This is abstracted as a graph of nodes (neurons) connected 

by weighted edges (synapses). Convolutional neural network (CNN), a class of 

artificial neural networks that have become dominant in various computer vision 

tasks, is attracting interest across various domains, including radiology. CNN is 

designed to automatically learn spatial hierarchies of features and provide 

flexibility through backpropagation using multiple building blocks, such as 

convolution layers, pooling layers, and fully connected layers [35]. 

 

 

 

Fig. 3.1. The [7] SegNet model Architecture for Image Segmentation 
 
 
 
 

Convolutional Neural Networks are deep learning models that are commonly 

used for vision applications and language processing tasks. A specialty of CNNs is 

that they can efficiently recognize patterns that occur in the input image, including 

lines, shapes, gradients, eyes, or even faces [36]. As a result of CNN’s ability to work 

so well at recognizing details, the model is primarily used in computer vision 

applications. Unlike many other previous computer vision models, CNN’s can work 

with a raw image, not needing any pre-processing. 
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What makes a CNN different from other neural networks is its special layer called the 

convolutional layer, and the pooling layer. In fact, the convolutional layers are the 

major building blocks used within CNNs and are the most important components of this 

network. Another aspect of the CNNs are the encoder and decoder layers, which 

are used in CNN architecture for segmentation as shown in Fig. 3.1. The input is 

encoded using encoders into a representation that can be transmitted across the 

network, and the representation is decoded using decoders [37]. For the goal of 

generating a segmentation map, the encoders might be convolution neural networks 

and the decoders could be based on deconvolutional or transposed neural networks. 

 
 

 

Fig. 3.2. [8] Unsupervised CNN with Backpropagation for Image Segmentation 
 
 
 
 

Lastly, the implementation of the loss equation, can help in detecting the current 

progress of the segmentation even before the metric evaluation to allow a shallow 

understanding of how the segmentation is working. The Loss function used in the Cross 

Entropy Loss function is shown in Fig. 3.1. This function is provided by Pytorch and 

helps to give a basic understand of where the segmentation process is leading 

towards.  When used, the lower the loss value the more accurate the 
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T C 
1 

n,c 

segmentation is, as a basic comparison when compared to other evaluation metrics. 

The loss can be produced by the equation below: 

 

l(x, y) = L = {l , ..., l } , l = − 
Σ 

w 
 

 

exp(xn,c) 
log Σ 

 
y , (3.1) 

where x is the input, y is the target, w is the weight, C is the number of classes, and 

N is the number of pixels within the input images. 

3.1.2 Learning Models. Segmentation can also infer more details from an image 

depending on the learning model used for the segmentation. There are three 

primary learning models: supervised learning, semi-supervised learning, and 

unsupervised learning. Supervised learning involves using annotated images of 

pictures to learn different patterns and similarities between the objects proposed. This 

learning method is the most commonly used module and produces a wide range of 

results from medical experiments to object detection and is known to provide the 

best results. However, with supervised learning, the amount of storage and the 

creation of models is the most powerful and time-consuming module of the three. 

Unsupervised learning is where the model inspects an image without prior 

annotations used to learn and understand an image through the grouping of pixels 

within the image, called clustering. This learning has the least amount of power 

consumption and can produce results faster than the other modules. This is achieved 

through the grouping of pixels that closely resemble one another and those that are 

dissimilar to pixels within other clusters. However, it achieves worse results when 

compared to other learning. 

c=1 
n 

n 
c c 

c=1 exp(xn,i 
) 
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Lastly, semi-supervised learning involves a combination of supervised and 

unsupervised learning to provide a more flexible and broader variety of applications.  

Semi-supervised consists of training on detecting objects within an image like the 

supervised model but includes additional unlabeled data, suggestions, and exampled 

labels. The model used for the segmentation is the Unsupervised Learning Model. 

Unsupervised machine learning can uncover patterns within data that have been 

previously hidden. Unsupervised learning has disadvantages such as interpretation and 

labeling results, lack of insight into the clustering, and the accuracy of outputs. 

However, unsupervised learning is often more convenient, quicker, and less 

expensive to implement than supervised learning since it does not require the manual 

classification of data that supervised learning does. Table 3.1 presents comparison of 

these three learning models. 

 

TABLE I 
COMPARISON OF THREE LEARNING MODELS 

 
Models Overview Process Examples 
Supervised 
Learning 

A  majority  of  al- 
gorithms where the 
machine is trained 
using well-labeled 
data. 

Mapping  func- 
tions take the 
inputs to match 
the  output  to 
create a target 
function. 

Linear Regres- 
sion, Random 
Forest, SVM 

Unsupervised 
Learning 

Inputs of unlabeled 
data is analyzed and 
the machine begins 
to learn without su- 
pervision. 

Input is used to 
create a model 
of the data. 

K-Means, Hier- 
archical Cluster- 
ing 

Semi- 
Supervised 
Learning 

Some data is labeled 
and some not. Best 
used with real world 
data. Goal: Have 
better  results  than 
labeled data alone. 

Combination  of 
above processes. 

Self   Training, 
Mixture Models, 
Semi-Supervised 
SVM 
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n=1 

n=1 

 

3.1.3 Image Segmentation. The image segmentation process consists of 

three steps that are described as follows: image pre-processing, Superpixilation, 

and Foreground-Background Separation. For the image pre-processing we assume 

that the image is an Red-Green-Blue (RGB) image that consist of a 3D array to 

represent the values for the RGB image. The representation of the image can be 

represented from the equation below: 

 

I = {vn ∈ R3}N 

 
, (3.2) 

 
where each pixel value is normalized to [0, 1]. Then we send the image through 

the convolution components which consists of a 2D convolution, ReLU activation 

function, and a batch normalization function, where a batch corresponds to N, 

pixels of a single input image. The following step is the superpixilation which 

consists of creating a superpixel within the input image and using that as the center 

of the cluster to spread around and detect patterns to then classify the sections into 

different classes [38]. This can be represented by the following psudocode: 

 
 K N 

{Sk}k=1 ← GetSuperPixel({vn}n=1), (3.3) 

where Sk denotes a set of the indices of pixels that belong to the kth superpixel. 

To allow for the creation of the clusters with the superpixels at the center starts 

with forcing all of the superpixels into having the same cluster label [39]. More 

specifically, by letting |cn|n∈Sk 
be the number of pixels in Sk that belong to the 

Cnth cluster helps in selecting the most frequent cluster label cmax [40]. Next, it is 

to obtain the response map using the equation: {yn = Wcxn + bc}N by applying 

a linear classifier, where Wc ∈ Rq×p and bc ∈ Rq . Once the response map has been 

obtained the next step is to apply the normalization process for the response map 
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√
σ  + ϵ 

yn, before assigning cluster labels via argmax classification. Here, we use batch 

normalization which is described as follows: 

 
′ yn,© − µi 

yn,© = 
2 

, (3.4) 
i 

where µi and σi denote the mean and standard deviation of yn,©, respectively. 

Note that ϵ is a constant that is added to the variance for numerical stability. This 

operation helps to convert the original responses yn to yn
′ , where each axis has zero 

mean and unit variance. The information introduced into this section involves the 

steps taken to implement the segmentation for USS model. 

Specifically, Algorithm 1 represents basic ideas of Unsupervised Image 

Segmentation model [8], while Algorithm 2 is the revised version of Algorithm 1 that 

implement foreground-background separation and the use of the evaluation model. 

However, it does not showcase the ensemble model or majority voting algorithm which 

is the major emphasis of this project and is introduced in Section 3.1.4. 
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n=1 

n=1 

m=1 

k=1 n=1 

n=1 

n=1 

n=1 

n=1 

m=1 

m=1 

n n=1 

n=1 

n=1 

n n=1 

n n=1 

Algorithm 1 Image Segmentation Algorithm 
Input: I = {vn ∈ R3}N 

Output: L = {cn ∈ Z}N 

 

▷ RGB Image 
 

▷ Labeled Image 

 

{Wm, bm}M ← Init() ▷ Initialize 
 

{Wc, bc} ← Init() ▷ Initialize 
 

{Sk}K ← GetSuperPixel ( {vn}N ) 
 

for t = 1 to T do 
 

{xn}N 

{yn}N 

← GetFeatures ( {vn}N 

← {Wcxn + bc}N 

, {Wm, bm}M ) 

 

{y′ }N ← Norm ( {yn}N ) ▷ Batch Normalization 

 

{cn}N ← { argmax y′ }N ▷ Class Assignment 

 

for k = 1 to K do 
 

cmax ← argmax  cn n∈Sk 

c′
n ← cn for n ∈ Sk 

end for 
 

V ← Cross-EntropyLoss {yn
′ , c′ }N 

 
 
 
 
 
 
 
 

▷ Loss Function 

 

{Wm, bm}M , {Wc, bc} ← Update(V ) 
 

end for 
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n=1 

n=1 

m=1 

k=1 n=1 

n=1 

n=1 

n=1 

n=1 

m=1 

n n=1 

n=1 

n=1 

n n=1 

n n=1 

c=1 n 

Algorithm 2 Revised Image Segmentation Algorithm 
Input: I = {vn ∈ R3}N 

Output: L = {cn ∈ Z}N 

 

▷ RGB Image 
 

▷ Labeled Image 

 

{Wm, bm}M ← Init() ▷ Initialize 
 

{Wc, bc} ← Init() ▷ Initialize 
 

{Sk}K ← GetSuperPixel ( {vn}N ) 
 

for t = 1 to T do 
 

{xn}N 

{yn}N 

← GetFeatures ( {vn}N 

← {Wcxn + bc}N 

, {Wm, bm}M ) 

 

{y′ }N ← Norm ( {yn}N ) ▷ Batch Normalization 

 

{cn}N ← { argmax y′ }N ▷ Class Assignment 

 

for k = 1 to K do 
 

cmax ← argmax  cn n∈Sk 

c′
n ← cmax for n ∈ Sk 

end for 
 

Loss ← SoftmaxLoss {yn
′ , c′ }N 

 
 
 
 
 
 
 
 

▷ Loss Function 

 

fc ← maxval ( c′
n ) ▷ Foreground Classification 

gc ← Σcmax−1 c′ 
 

▷ Background Classification 

 

end for 
 

MioU ← GroundT ruth + L ▷ Evaluation 
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3.1.4 Ensemble Model. After the creation of the Unsupervised Semantic 

Segmentation model from algorithm 2, next step is the implementation of an ensemble 

model. The basis of an ensemble model is to create, k, number of USS models consisting 

of different hyper-parameters [41]. Next, using the results produced from the k 

models, is passing them through the majority voting evaluation to produce the final 

output. Majority voting consist of comparing different components from the 

different models such as if USS1 = 1, USS2 = 0, and USS3 = 1 then the final output 

produced will be 1 due to the majority. Fig. 3.3 demonstrated majority voting ensemble 

model to our task on foreground-background separation. 

 
 

 

Fig. 3.3. Majority Voting Ensemble Model Block Diagram 
 
 
 
 

To begin creating the ensemble model involves creating the needed models that 

have produced slightly different results from one another. This is done by changing 

some of the parameters from the model or by using different techniques to produce a 

different result from the USS model. This experiment creates the different models used 

by changing some of the parameter used in the USS model. The hyper- parameters that 

can be potentially changed are listed below: 
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• nConv: This parameter represents the number of convolutional layers used 

in the CNN, the base value is set to 2. This is the parameter that is changed 

throughout all of the different models. 

• nChannel: This parameter provides a pivotal role in the convolutional layers 

and is what helps to label the clusters and to apply the represented color to 

the represented classes. 

• maxIter: This parameter belongs to the maximum number of iterations that can 

be performed on an image, with each iteration the model becomes more refined 

to reduce the number of classes produced in the model. 

• minLables: This parameter instructs the code of the minimum number of 

labels or classes that can be produced within an image. Once this number has 

been reached the code will stop running the iterations and output the current 

results. 

 
The parameters that are consistent throughout the different models consist of 

nChannel, maxIter, and minLables. The value of nChannel is 8, this is due to each 

iteration that the image passes through the number is eventually reduced, so the 

value needs to be large enough to have a decent amount that can still be reduced 

through the iterations. Next, maxIter is set to a value of 100 because during testing 

the number of iterations did not surpass 70 except for a few outliers that used around 

90 iterations, which makes 100 a great value for maxIter. With minLables the value is 

set to 4, This is due to the foreground-background separation and how there needs to 

be at least three classes to accurately produce the segmentation with the separation 

incorporated without errors. Lastly, nConv is set to 2 as a base value for the USS model 

however, for this experiment each models have a different number of convolutional 

layers to produce different results.
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The values of 2, 4, and 5 are given to the USS1, USS2, and USS3 models nConv 

parameter, respectively. 

Once the model has been created, the next step involves the creation of the 

majority voting section for the ensemble model. The technique used for the ma- 

jority vote compares the images pixel by pixel. Each step takes the position of a 

pixel by the x and y coordinates, and compares it between the two images and as 

stated earlier takes the majority representation of the three models. Each pixel is 

represented with either a 1 or a 0 to represent the foreground and background, re- 

spectively. Once the (1024x1024) 1, 048, 576 pixels have gone through the majority 

voting comparison it will create a(n) image based on the results. This will produce 

the output for the ensemble model as shown in figure 3.3, based on the three USSk 

models. 
 

3.2 Foreground-Background Segmentation 
 

A challenging component of the implementation of the proposed method lies in the 

execution of the foreground-background separation to detect parts of an image and 

implement separation for critical items within the image. The challenges to implement 

are due to the unsupervised learning imposed on the project causing the detection 

to become more complex and less accurate [28]. To combat most of those 

challenges, the building blocks introduced in Section 3.1, by making use of the 

versatility of CNN-based models to further improve detection and accuracy. Currently, 

the USS model creates a segmentation with multiple classes, leading to multiple 

colors used to represent the corresponding classes. The goal of the foreground-

background separation is to bring the number of classes produced to only two and 

to have those classes defined as black for the background and white for the foreground. 

This allows for using the ground truth provided by the xBD dataset 
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Σ 

to produce a metric evaluation based solely on the foreground and background 

segmentation. To be implemented, a foreground-background detection statement 

that changes the assigned labels need to be created. Due to taking the number of 

classes proposed, we determined which class contains the most significant number 

of represented pixels, such as fc = maxvalue(c′
n). Incorporate these ideas into the 

segmentation can be inferred from the pseudocode below: 
 

 
gc = ( 

Cmax−1 

 
c=1 

c′
n) – fc, (3.5) 

where fc represents foreground class and gc represents background class. This 

groups up the classes where the class that provided the most pixels will represent 

the foreground class, and the remaining classes will be grouped up to represent the 

background class. Once the classes have been determined the foreground and 

background will be represented with the colors white and black, respectively. 

To summarize, the implementation of the proposed method revolves around the 

use of Convolution Neural Networks (CNN) to create an Unsupervised Semantic 

Segmentation (USS) model to perform images segmentation on satellite images. 

This includes the use of backpropagation incorporated into the CNN to help increase 

the detection of features for the USS model [8]. This experiment consists of using an 

unsupervised learning model applied to the CNN in response to the small amounts of 

annotated satellite image data which limits the amount of training that can be 

completed. Following is the creation of the model which is described by the 

algorithm 2, that tells the different steps taken to complete the segmentation. This 

includes the creation of superpixels to center the clustering and allows for the better 

determination of classes and the use of foreground-background separation for 

additional support. 
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The last step involves creating the majority voting ensemble model which is used 

as a way to further the improvement of the model, by collecting data from multiple 

results and fusing those results together to form a better output. 
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CHAPTER 4 

EXPERIMENTAL RESULTS 

 

4.1 xDB Dataset 
 
 
 
 

 

Fig. 4.1. Samples of [1] damage scale Image Segmentation for Xview 2 
 
 
 
 

The Xview 2 Challenge, used a dataset created specifically for the competition 

by Software Engineering Institute (SEI) researchers of labeled satellite images. This 

is one of the largest, most comprehensive, and highest-quality public datasets of 
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annotated, high-resolution satellite imagery available online. It contains “before” 

and “after” satellite images from disasters around the world, such as wildfires, 

landslides, dam collapses, volcanic eruptions, earthquakes, tsunamis, storms, and 

floods [1]. By working with disaster response experts, SEI was able to create the joint 

damage scale that could accurately represent the real-world damage conditions. 

Almost every image included building outlines, bounding boxes, damage levels, and 

labels for environmental factors such as fire, water, and smoke. 

 

 

 

Fig. 4.2. World map disaster locations from [1] xBD 
Dataset 

 
 
 
 

The xBD dataset contains nine folders that contain the “before” disaster satellite 

images and includes some of the images that include the building outlines on a 
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majority of images to help with evaluation of image segmentation [1]. These nine 

folders include images from Joplin, Portugal, Woosley, Tuscaloosa, Sunda, Puna, Pinery, 

Nepal, and Moore. After gaining an understanding of the different tools, software, and 

data used for the segmentation of satellite imagery form the xDB dataset we begin our 

evaluation of the different models used the experiments. 

4.2 Evaluation Metrics 
 

To produce results for the segmentation of the satellite images there are many 

different routes that could be used for this experiment. These different methods 

include Pixel Accuracy, Intersection-Over-Union (IOU), and Dice Coefficient. Pixel 

accuracy involves the use of comparing the segmented image to the ground truth 

however, there is a problem when it comes to using the pixel accuracy. Some 

disadvantages include the over-estimation that gives the results an inflated result 

as that does not provide and accurate depiction of the results. The goal of this 

experiment was to provide more accurate results to allow for better comparison 

with other segmentation techniques to see the improvements being implemented, 

which is why pixel accuracy will not be used. The Dice Coefficient is one of the most 

commonly used evaluation techniques used for semantic segmentation that provides 

straightforward metrics and is exceedingly accurate. Dice Coefficient involves the 

use of pixels, where the overlapping pixels are doubled and divided by the sum of 

the pixels from both images to produce its evaluation metrics. 

Lastly, another popular choice for segmentation is Intersection-Over-Union (IOU) 

which includes determining the area of overlap between the segmentation and the 

ground truth divided by the area of union between the same images, as shown in 

equation 4.1 [11]. The current range used for IOU metric evaluation is 0 – 1 where 

zero represents no overlap and 1 represents the max overlap where there are no  
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discrepancies between the two images. Additionally, since this experiment is using a 

multi-class segmentation to produce more accurate results takes the Mean of IOU 

to produce the Mean Intersect over Union (MIOU) as seen in equation 4.2. When used 

in a controlled study the results from Dice Coefficient provided an almost identical 

metric score to Mean Intersect over Union (MIOU) to show that both methods can work 

for segmentation. The metric currently used for this experimentation is the MIOU 

evaluation. This is due to its ease of use and wide range of comparisons provided by 

other segmentation experiments and can be represented by the following equation. 

 

IoU(yt, yp) = 
t 

I 
+ yp 

, (4.1) 
— I 

 
 

MIOU = IoU1 + … + IoUc , (4.2) 
c 

 

where I represents the intersecting elements between yt, the truth values 

representing the ground truth and yp, the prediction values produced by the results 

from the segmentation models. Then the values gained from the IoU calculations 

are placed into the MioU equation where c, represents the number of classes. For this 

experimentation the number of classes is set to 2 representing the foreground and 

background classes. This is also due to the way that the ground truth is an- notated and 

only shows the corresponding building while everything else is blacked out, this is 

similar to the representation produced after the foreground-background separation 

and an example is shown in Fig. 4.3. 

y 
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(a) Original Image (b) Ground Truth 

Fig. 4.3. An example of fore-ground back-ground separation from Joplin 35 within the xDB 
dataset. In the ground truth image, the black color is for back-ground while the white 
color is for fore-ground. 

 
 
 
 
 
 
 

(a) Original Image (b) Ground Truth 

Fig. 4.4. An example of fore-ground back-ground separation from the folder Joplin 40 within 
the xDB dataset. In the ground truth image, the black color is for back-ground while the 
white color is for fore-ground. 
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4.3 Experiment setup 
 

Throughout the process of this experiment multiple models were created to test 

and compare the results produced on some of the more popular unsupervised 

methods out there. The first model consisted of a base CNN model that was based 

off of a backpropagation type to help with the detection of elements within an image. 

This is one of the most common types of models used for image segmentation that 

has been used on Cityscapes and PASCAL datasets and has great flexibility. The next 

model is one of the most popular unsupervised image segmentation models and 

has been implemented in a plethora of studies, K-Means model. A majority of 

comparisons involving the use of an unsupervised model mostly make use of K-

Means due to its accuracy and consistency. The third model is the USS model that 

incorporates the techniques created to improve the detection and segmentation of 

satellite images and to produce better results than some unsupervised models. 

Lastly, is the Ensemble model which creates multiple USS models with different 

parameters to combine based on majority voting 3.1.4. This technique can help to 

improve the results produced from the different USS models to output the best 

possible results possible. 

4.4 Results & Discussions 
 

This section presents and discusses experimental results and corresponding 

observations. 

4.4.1 Performance comparison between baselines.  Firstly, is producing a 

baseline result that can be used as a reference point for other models to determine if 

the model has improved by comparing results. The baseline model consists of the 

unsupervised CNN shown in Fig. 3.2. This produced a result that had an average MIOU 

value of 0.28. However, adding one more model to provide a comparison can 
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also help to provide a more accurate description of the performance that the model 

can provide. The additional model used is a popular type of unsupervised image 

segmentation model called K-Means. After testing the K -Means model had produce 

a better result than the unsupervised CNN model at an average MIOU value of 0.31. 

Fig. 4.5 presented visualization comparison between K-Means and unsupervised 

baseline (unsupervised CNN), which indicated that the unsupervised baseline 

outperformed K-Means on this case. 
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(a) Original Image (b) Ground Truth Image 

© CNN Results (d) K-Means Results 

Fig. 4.5. Comparing unsupervised CNN and K-Means on fore-ground and back-ground 
separation. 

 
 
 
 

4.4.2 Performance comparison between baselines and proposed method. 

After creating and testing of the baseline unsupervised CNN model and the k-means 

model, the next step is to begin testing on the USS model, produced by following 

the steps of the algorithm 2. Once the model was created, the test began to produce 
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an average MIOU value of 0.43. This shows that the USS model is an improved 

model that can produce a better MIOU result than that of the baseline CNN and K- 

Means models. Lastly, to further improve the results of the USS model the majority 

voting ensemble was employed. By creating the USSk models that were introduced in 

Section 3.1.4, the results after testing produced an average MIOU increase of 0.20, 

which means that the proposed ensemble model can effectively improve performance 

for our task. The results from the ensemble can be seen by the Table below. 

 

TABLE II 
MIOU RESULTS FOR THE ENSEMBLE MODELS 

 
Data USS1 Model USS2 Model USS3 Model Ensemble(n=3) 
Joplin 0.43 0.433 0.425 0.453 
Moore 0.43 0.427 0.424 0.45 
Nepal 0.437 0.437 0.438 0.474 
Puna 0.438 0.438 0.438 0.478 
Sunda 0.43 0.438 0.434 0.465 
Tuscaloosa 0.434 0.435 0.434 0.467 
Woolsey 0.44 0.436 0.44 0.477 
Portugal 0.436 0.437 0.439 0.475 
Pinery 0.438 0.438 0.437 0.477 
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(a) Original Image (b) Ground Truth Image 

© K-Means Results (d) Ensemble Results 

F i g .  4.6. K-Means & Ensemble visualization results for Joplin Tornado Image 35 
 
 
 
 

Even from Fig. 4.6, there is a clear difference between the K-Means model and the 

ensemble model from their segmentation performance. However, there are also times 

when the ensemble can underperform due to it being heavily reliant on the different 

models, but this is only on a small percentage of the images. Now that all of  the 

models have been tested all of the results can be seen in Table 4.1, that  
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Can show the results of the models when used on all nine folders from the xBD dataset. 
 

 
TABLE III 

COMPARING MIOU RESULTS FOR THE 4 MODELS ON SATELLITE IMAGERY 
 

Data Base CNN K-Means USS Ensemble 
Joplin 0.286 0.314 0.43 0.453 
Moore 0.284 0.316 0.43 0.45 
Nepal 0.286 0.3 0.437 0.474 
Puna 0.283 0.292 0.438 0.478 
Sunda 0.269 0.366 0.43 0.465 
Tuscaloosa 0.283 0.32 0.434 0.467 
Woolsey 0.281 0.309 0.44 0.477 
Portugal 0.277 0.312 0.436 0.475 
Pinery 0.264 0.302 0.438 0.477 

 
 
 
 
 

4.4.3 Visualization of fore-ground and back-ground separation across 

different folders. The produced results from the remaining folders are as follows: 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.7. Moore Tornado Image 54 Results 



42 
 

           

 

  
(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.8. Nepal Flooding Image 31 Results 
 
 
 
 

Within the first two Figs. there are noticeable areas where the model struggled 

with its detection and did not produce the best results. Both examples in Figs. 4.7 

and 4.8, there is a discontinuity with the elevation and greenery which had caused 

the model to struggle with the detection and did not produce the best results. 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.9. Pinery Bushfire Image 782 Results 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.10. Portugal Wildfire Image 81 Results 
 
 
 
 

Within Figs. 4.9 and 4.10, there are changes that occur to the images once 

implemented through the ensemble model. Because of the majority voting being 

implemented, additional buildings were either lost or added to the detection in the 

ensemble results. This shows that the ensemble segmentation can sometimes help to 

increase, but also sometimes can hurt the detection results. 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.11. Lower Puna Volcano Image 91 Results 
 
 
 
 

The segmentation produced in Fig. 4.11 is what shows more of the possibilities that 

the EUSS models can produce. Even when compared to the ground truth it is 

notable that some building have an almost perfect detection and this is due to the 

brighter coloring of the roofs which allow for an easier detection. This technique can 

even be incorporated in Fig. 4.12, as the model struggled with the cluster detection of 

the smaller buildings. 
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(a) Original Image (b) Ground Truth Image 

  
(c) K-Means Results (d) Ensemble Results 

Fig. 4.12. Sunda Tsunami Image 16 Results 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.13. Tuscaloosa Tornado Image 80 Results 
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(a) Original Image (b) Ground Truth Image 

(c) K-Means Results (d) Ensemble Results 

Fig. 4.14. Woosley Fire Image 320 Results 
 
 
 
 

The results shown from Fig. 4.13 and Fig. 4.14 produced some of the best visual 

results and begin to showcase what the goal of this research is striving to achieve. 

These images have a higher detection and produce a higher MIOU result of 0.57 and 

0.53, respectively. This showcases that the path of this experiment is correct by 

producing results that more than double the accuracy of the base models results.
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Although, the consistency could be further worked upon to be able to provide better 

results for satellite image segmentation compared to more popular unsupervised 

models, it is showcased that there is room for improvements for ensemble 

unsupervised segmentation’s. 
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CHAPTER 5 

CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion 
 

Damage assessment using satellite images is a promising approach after natural 

disasters and it plays a critical role in disaster relief efforts. This requires per- 

forming image segmentation to identify objects of interests and separate the target 

objects (foreground) from background. However, there exists very limited annotated 

satellite images in practice. Thus, machine learning models using supervised learning 

could not be applied for image segmentation in satellite images. Furthermore, the size 

of the satellite image is very large while the contents are very small and represented 

by a few pixels such as in XView 2 dataset. 

In order to address this challenge, a novel ensemble unsupervised semantic seg- 

mentation method was proposed for image segmentation on satellite images. 

Specifically, an unsupervised semantic segmentation model was proposed to 

implement foreground-background separation and then be placed within an 

ensemble model to increase the prediction accuracy further. Experimental results 

demonstrated that the proposed method outperformed baseline models such as k-

means on a satellite image benchmark, the XView2 dataset. The experiments produced 

results that showcased the versatility and flexibility of the ensemble unsupervised 

semantic segmentation. The improvements from the base CNN model to the final 

MIOU results of the ensemble USS model showcased that there can still be 

improvements made to produce an even greater result that can possibly challenge 

supervised segmentation models.  The experiments also demonstrated the future 

possibility for unsupervised 
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segmentation, by reducing the amount of time it takes to run seg- mentation and also 

reducing the amount of annotations that need to be made to images prior to running 

a segmentation model. This can allow for more testing to be accomplished in a 

shorter amount of time and even show cases a steady result throughout the different 

folders from the xBD dataset as shown in Section 4.4.3. 

In sum, the proposed approach provides a promising solution to semantic seg- 

mentation in images that will benefit many mission critical applications such as 

disaster relief using satellite imagery analytics. This research could potentially save 

lives and benefits the entire society. 

5.2 Future Work 
 

There are some areas that could be further improved upon to produce an even 

greater result. The first is splitting of the images. This is because the large images 

provided by the satellite makes it hard to determine smaller building or vehicles. 

Moreover, it would be interesting to implement the opposite approach of that in article 

[21] and try to reduce the detection of roads to better focus on the detection of large 

buildings. 
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