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1. INTRODUCTION 

Skin cancer is the most common type of cancers in humans [38]. There are two types of 

skin cancer; melanoma and non-melanoma. Melanoma is more dangerous and can be fatal if not 

treated. A non-melanoma tumor is a benign tumor and it is unable to spread. To rule out skin cancer, 

five main ABCDE properties (Asymmetry, Border, Color, Diameter, and Evolving) in the lesion, 

are considered [39]. Several segmentation techniques have been proposed to measure and analyze 

these properties but none of them is able to give the optimal result for every image. For that 

purpose, an efficient and robust system that detects skin cancer details is needed. 

Image segmentation is an important preparatory process, in image processing. It consists of 

partitioning an image into several segments to make it more significant and easier to analyze [16]. 

In each segment, pixels should be homogeneous in terms of level of intensities, to obtain an 

optimum segmentation [15]. One of the easiest image segmentation approaches is Thresholding 

[16]. In their simplest case, bi-level thresholding methods consist in finding one optimum 

threshold value T for the pixel's intensity. The pixels are divided into two classes based on their 

intensity values; bigger than T belongs to the first class, and the rest belongs to the second class. 

Usually, one class is for the background region, and another for the object region of the image 

[15]. However, sometimes, one threshold is not sufficient to extract the objects of interest from 

multi-classes images, and two thresholds and more would be required. Most of the skin cancer 

images are composed of three main classes: cancerous lesion, new growth or precancerous lesion 

and the normal skin. Then, applying bi-level segmentation on these images, will result in a loss of 

information. 

MCET approach is the most popular thresholding technique, because of its accuracy, 

efficiency and ease of implementation [17]. It consists of minimizing the distance between the 

original image and the thresholded in order to estimate the optimum threshold [15]. In addition, 

the accuracy of MCET results will be certainly affected by the number of image classes and the 

prediction of distribution type applied on each class. In other words, the histogram of an image is 

a combination of different statistical distributions, and the prediction of this combination plays an 

essential role in detecting the best thresholds. One drawback of the MCET technique is that its 

complexity growths when the number of threshold points increases, which makes this method a 

time-consuming one [41]. 

In this paper, a novel multilevel segmentation model based on heterogeneous MCET is 

designed. The designed model uses a combination of statistical distributions: Gamma, Gaussian 

and lognormal. Additionally, a parallel processing method is implemented to boost the 

performance of the proposed model and to minimize its computational cost in term of time while 

detecting the optimum thresholds of the image.  

This research study deals with: 

(1) Constructing a multilevel segmentation model using a heterogeneous MCET based on 

Gamma, Gaussian and lognormal distributions. 

(2) Optimizing the objective function of cross entropy to obtain the optimum threshold points. 

(3) Developing a parallel processing algorithm to enhance the performance of the suggested 

model in term of time consuming. 

(4) Significant simulation using two benchmark skin cancer datasets: ISIC and PH2, to test the 

efficiency of the suggested model. 

 

2. RELATED WORK 

MCET technique has been the simplest technique used to estimate the optimum threshold. 

It was used widely and has been known for its robustness in improving the segmentation of 

different types of images. Li et al. suggested a thresholding model based on MCET to extract the 

optimum threshold value. Brink et al. in [17] improved Li’s version by suggesting a new method 

based on a true symmetric cross entropy.  Pal assumed that each pixel in the segmented image is 

modeled by a statistical distribution, and he used Poisson distribution to estimate an accurate 

threshold [16]. Chakraborty et al. [42] developed a multilevel thresholding model using particle 

swarm optimization and based on MCET technique to find the best threshold. Zreika et al. [3] 

improved the work of Pal by applying a bimodal segmentation based on homogeneous cross 
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entropy technique. They obtained promising experimental results on skin cancer images by using 

Gamma distribution. A hybrid and bi-level cross entropy thresholding model, is developed by 

Zreika et al. [4], for optimum thresholding of Alzheimer's Disease images. 

Most of the previous proposed segmentation models are bi-level thresholding models. 

However, a wide range of images are multilevel one and require more than one threshold to detect 

their objects of interest. Moreover, the previous proposed models apply a single distribution type 

to detect the threshold points even though each level of the image follows a different type of 

distributions. Additionally, the computational complexity which growths seriously with 

thresholding levels, is ignored [6]. Accordingly, two main contributions are underlined in this 

paper: (1) developing an precise multimodal MCET-based segmentation model for skin cancer 

detection by using the three combined statistical distributions (Gamma, Gaussian and Lognormal) 

and (2) parallelizing the implemented model to reduce its computational time.  

 

3. IMAGE SEGMENTATION AND THRESHOLDING TECHNIQUE 
To extract the objects from the background, we used Cross Entropy Thresholding 

Technique. Thresholding techniques consist of detecting the best thresholds that extract the objects 

of interest into an image, based on several properties like intensity, texture, color, etc. [9,10]. These 

techniques are classified into two categories: Bimodal segmentation and Multimodal 

segmentation. Bimodal segmentation divides the image into two regions: one for the object region 

and another for the background region, while multimodal segmentation consists of partitioning the 

image into several regions. In this paper, we use a multimodal segmentation because skin cancer 

images are multilevel images and one threshold is not sufficient to extract their objects of interest. 

 

3.1 Bimodal Segmentation 

The bimodal technique consists of one threshold that segments the image into two 

classes: class 1 and class 2.  

Figure 1 shows a bimodal histogram where the threshold T* divides the region into 

two classes.  

 

 

Fig.1: A histogram with 2 classes separated by 1 threshold line. 

Bimodal segmented image is defined as follows:  

 

It(x, y) = {
µ1(0, T

∗),         Io(x, y) < T
∗ 

µ2(T
∗, 255),    Io(x, y) ≥ T

∗ 
                                      (1) 

 

Io(x,y) represents the original image, It(x,y) is the image intensity (pixel value) used to 

represent the segmented image and T* ranges between [0, 255]. 

µ1 and µ2 represent the means of class 1 and class 2 respectively. 
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To distinguish a dark object image from the light background, a threshold T* would 

lie in the valley of a bimodal histogram in which the foreground object can be extracted by 

comparing pixels with the threshold T*.  

If Io(x, y) < T*, then the pixel (x, y) is belonging to the object class, otherwise, it 

belongs to the background class. 

 

3.2 Multimodal Segmentation 

The multimodal technique divides the image into a number of separate regions, using 

several thresholds. In this paper, we used to segment the image to three regions where two 

thresholds are required.  

Figure 1 shows a multimodal histogram of an image where T1* and T2* are the optimal 

thresholds that divide the image histogram to three regions: class 1, class 2 and class 3. 

 

 
Fig.2: A histogram with 3 classes separated by 2 threshold lines. 

 

Multimodal segmented image is represented as follows:  

 

It(x, y) =

{
 
 

 
 
µ1(0, T1

∗),                               Io(x, y) < T1
∗

µ2(T1
∗, T2

∗),                   T1
∗ ≤ Io(x, y) < T2

∗

…
µ𝑘(T𝑘−1

∗ , T𝑘
∗),           T𝑘−1

∗ ≤ Io(x, y) < T𝑘
∗

…
µ𝑚(T𝑚−1

∗ , 255),               Io(x, y) ≥ T𝑚−1
∗

                                      (2) 

 

µ1, µ2, …, µ𝑚  are the means of the m extracted classes separated by m-1 thresholds  

respectively. 

 

The multiple regions are extracted by comparing image pixels with the various 

thresholds ranging between 0 and 255. 
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4. CROSS ENTROPY THRESHOLDING AND STATISTICAL DISTRIBUTIONS 

4.1. Cross Entropy Thresholding 

The cross entropy between two different sources of information F and G, indicates 

the information of the theoretical distance between these sources [16]. Cross entropy is 

measured by Kullback using the following formula [15]: 

D(F , G)= ∑ 𝑓𝑖 . log (
𝑓𝑖 

𝑔𝑖 

𝐿−1

𝑖=0
)                      (3) 

Where   fi and gi are the probabilistic distributions of F and G; L states the number 

of information values; D (F, G) measures the distance between F and G.  

Lee and Li applied the cross entropy defined by Kullback, to estimate the threshold. 

Brink and Pendock assumed that the objective function of Kullback is non-

symmetric and they proposed a true symmetric cross entropy as it follows [16]:    

𝐷(𝐹 , 𝐺) =∑ 𝑓𝑖 . 𝑙𝑜𝑔
𝑓𝑖 

𝑔𝑖 

𝐿−1

𝑖=0
+ ∑ 𝑔𝑖 . 𝑙𝑜𝑔

𝑔𝑖 

𝑓𝑖 

𝐿−1

𝑖=0
              (4) 

Consider that we have two classes in the image: region1 and region2. 

The cross entropy D1(t) between region1 of the source F and region1 of the source 

G, is as it follows: 

D1(t)=  𝐷(𝐹1, 𝐺1) = ∑ 𝑓𝑖
1 𝑙𝑜𝑔 (

𝑓𝑖
1

𝑔𝑖
1) + ∑ 𝑔𝑖

1 𝑙𝑜𝑔 (
𝑔𝑖
1

𝑓𝑖
1)

𝑡
𝑖=0

𝑡
𝑖=0       (5) 

The cross entropy D2(t) between region2 of the source F and region2 of the source 

G, is as it follows: 

D2(t)= 𝐷(𝐹2, 𝐺2) = ∑ 𝑓𝑖
2 𝑙𝑜𝑔 (

𝑓𝑖
2

𝑔𝑖
2) + ∑ 𝑔𝑖

2 𝑙𝑜𝑔 (
𝑔𝑖
2

𝑓𝑖
2)

𝐿−1
𝑖=𝑡+1

𝐿−1
𝑖=𝑡+1           (6) 

Thus, the total cross entropy remains:         

D(t) = D1(t)+ D2(t)                       (7) 

Both Lee and Brink assumed that each pixel in region 1 and region 2 of the 

thresholded image should be equal to the average of pixels' value respectively in the 

corresponding region of the original image [16]. 

Pal used the symmetric version defined by Brink, but he assumed that each pixel in 

the segmented image is modeled by a statistical distribution [16]. He applied a bimodal 

segmentation based on homogeneous distribution. 

In this study, we developed the cross entropy defined by Pal, by applying a 

multimodal segmentation based on heterogeneous distribution. 

4.2.Minimum Cross Entropy Thresholding 

The minimization of the cross entropy forces the total intensity in the thresholded image 

to be identical to that of the original image in both region 1 and region 2. The more similar the 

distribution of two variables, the smaller cross entropy is, and vice versa.  

Then, to obtain an optimum threshold, MCET minimizes the total cross entropy D(t) 

between F and G. 

T* = arg mint (D(t))                        (8) 

 

4.3.Statistical Distributions 

A histogram displays probabilistic information of pixels' distribution in an image. 

Pixels' distribution in a histogram can have one of the two shapes: symmetric and non-

symmetric. Gaussian performs well with symmetric distribution, but leads to poor 

segmentation results when the distribution is non-symmetric [19]; whereas Lognormal 

and Gamma distributions characterize both shapes. In image segmentation, a good 

prediction of the distribution type describing the pixels of each image class, leads to the 

optimum thresholding. Next, we introduce the functions for the probabilistic 

distributions used in our proposed methodology.  
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4.3.1. Gaussian Distribution 

Gaussian distribution is described by the following function [35,36]: 

𝑓(𝑥, 𝜇, 𝜎 ) =
1

𝜎√2𝜋
𝑒
−1

2
(
𝑥−µ

𝜎
)
2

              (9) 

Where x is the pixel’s intensity level, 

μ is the mean defined as: μ =
∑ 𝑖.ℎ(𝑖)𝐿
𝑖=0

∑ ℎ(𝑖)𝐿
𝑖=0

                      (10) 

and σ is the standard deviation defined as:  𝜎2 =
∑ (i−μ)2.ℎ(𝑖)𝐿
𝑖=0

∑ ℎ(𝑖)𝐿
𝑖=0

                   (11) 

And, the distribution means of the object and the background and their standard 

deviations using Gaussian distribution, are respectively:                 

μ1 =
∑ i.h(i)t−1
i=0

∑ h(i)t−1
i=0

                                    (12) 

μ2 =
∑ i.h(i)L
i=𝑡

∑ h(i)L
i=t

                                     (13) 

σ1
2 =

∑ (i−μ)2.h(i)𝑡−1
i=0

∑ h(i)𝑡−1
i=0

                             (14) 

And                             σ2
2 =

∑ (i−μ)2.h(i)L
i=𝑡

∑ h(i)L
i=𝑡

                             (15) 

 

Gaussian distribution estimates only a symmetric shape of histogram [3]. 

 

4.3.2. Lognormal Distribution 

Lognormal distribution, whose logarithm is normally distributed, is used to 

display symmetric and moderate positively skewed data. This is a continuous statistical 

distribution and its density function is defined as [35,36]: 

𝑓(𝑥, 𝜇, 𝜎) =
1

𝑥𝜎√2𝜋
𝑒
−1

2
(
𝑙𝑛𝑥−µ

𝜎
)
2

                                  (16) 

Where the mean is defined as:  

𝜇 =
∑ 𝑙𝑛(𝑖).ℎ(𝑖)𝐿
𝑖=0

∑ ℎ(𝑖)𝐿
𝑖=0

                                                       (17) 

And the standard deviation is estimated as: 

𝜎2 =
∑ (𝑙𝑛(𝑖)− 𝜇)2.ℎ(𝑖)𝐿
𝑖=0

∑ ℎ(𝑖)𝐿
𝑖=0

                                             (18) 

 

Therefore, the distribution means of the object and the background and their 

standard deviations using Lognormal distribution, are respectively 

μ1 =
∑ ln(i).h(i)t−1
i=0

∑ h(i)t−1
i=0

                                                  (19) 

μ2 =
∑ ln(i).h(i)L
i=t

∑ h(i)L
i=t

                                                   (20) 

σ1
2 =

∑ (ln (i)−μ)2.h(i)t−1
i=0

∑ h(i)t−1
i=0

                                          (21) 

σ2
2 =

∑ (ln (i)−μ)2.h(i)L
i=t

∑ h(i)L
i=t

                                          (22) 

 

Log-normal distribution is symmetric. As 𝜎 rises, Lognormal distribution skews 

to the right [3]. 
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4.3.3. Gamma Distribution: 

Gamma Distribution is a continuous probability distribution of two parameters 

µ and N, where µ is the mean and N is the parameter shape. The shape of Gamma 

distribution function goes from symmetric to asymmetric by varying the parameter 

shape N. Gamma distribution is used to estimate symmetric and non-symmetric data. 

Gamma function is given by [35,36]: 

 

𝑓(𝑥, 𝜇, 𝑁) =
2𝑞

𝜇

𝑁𝑁

𝛤(𝑁)
(
𝑞𝑥

𝜇
)2𝑁−1𝑒

−𝑁(
𝑞𝑥

𝜇
)
2

                        (23) 

Where            q = 
𝛤(𝑁+0.5)

√𝑁 𝛤(𝑁)
                                                                  (24) 

and                  µ2 =
∑ ℎ(𝑖).𝑖2.𝑞2𝐿
𝑖=0

∑ ℎ(𝑖)𝐿
𝑖=0

                                                        (25) 

And, the distribution means of the object and the background using Gamma 

distribution, are respectively   

μ1
2 =

∑ h(i).i2.q2𝑡−1
i=0

∑ h(i)t−1
i=0

                                                         (26) 

μ2
2 =

∑ h(i).i2.q2L
i=t

∑ h(i)L
i=𝑡

                                                          (27) 

 

The curve is skewed to right when N=1, and tends to be symmetric when N 

increases [3]. 

 

5. PERFORMANCE METRICS 

Several performance metrics are frequently used to evaluate the segmentation accuracy, 

such as Image Uniformity (UN) and Region Contrast (RC) [24,26].  

UN describes region homogeneity in the thresholded image, which is proportional to the 

variances of two consecutive classes.  For a given threshold t, UN is defined as follows:  

UN(t) = 1- 
𝜎1
2(𝑡)+𝜎2

2(𝑡)

𝐶
                                                   (28) 

 

𝜎1
2(𝑡) and 𝜎2

2(𝑡) represent respectively the variances of two consecutive regions in the 

image, and 

C =  
(𝑔𝑚𝑎𝑥−𝑔𝑚𝑖𝑛)

2

2
                                                         (29) 

gmax represents the maximum grey level value, while gmin represents the minimum grey level 

value in the original image, and they range between 0 and 255.  

Region Contrast (RC) identifies the presence of high contrast across adjacent regions in the 

thresholded image. For a given t, the region contrast is defined as [24]: 

𝑅𝐶(𝑡) =
|𝜇1(𝑡)−𝜇2(𝑡)|

𝜇1(𝑡)+𝜇2(𝑡)
                                                    (30) 

Where μ1 and μ2 are the averages of the grey level values of 2 consecutive classes. 

The arithmetic average of UN and RC is:  

AVG=  
𝑈𝑁+𝑅𝐶

2
                                                                        (31) 

The values of UN, RC and their average AVG range between 0 and 1. A value of 1 indicates 

a perfect segmentation while a value of 0 indicates a bad segmentation. The higher the average of 

UN and RC, the better the quality of the segmentation. 
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6. RPSM MODEL FORMULATION 

6.1. Modeling the Image Segmentation Problem 

RPSM is an entropy-based model, designed to find the optimum threshold t* by 

minimizing the total cross entropy between the original image and the thresholded one. 

Different combinations of statistical distributions have been used and performance metrics 

are applied to compare the results and detect the best combination that leads to optimal 

threshold t*. Therefore, this model is a nondeterministic polynomial (NP)-hard optimization 

problem having the cross entropy function D(t) as an objective function and subject to the 

quality constraints UN(t) and RC(t). 

Solving this problem aims to find the best thresholded outputs through minimizing D(t) 

and maximizing UN(t) and RC(t) using respectively the Equations (28) and (30).  

Note that t* ranges between [0, 255]. 

 

6.2. RPSM Model Formulation  
We have proposed in this work, a multimodal segmentation based on MCET-PAL 

method by using heterogeneous distributions. The proposed method considers that the image 

is composed of multiple classes, where each class is described by one statistical distribution. 

Therefore, the means  𝜇1 (𝑡) , 𝜇2 (𝑡), …. and 𝜇𝑚 (𝑡) are estimated from different distributions 

according to the assessed region. Hence, the histogram of the image is written as it follows: 
 

ℎ(𝑥)= 𝑃1∗𝑑𝑖𝑠𝑡1(𝑥, 𝜇1 (𝑡)) +𝑃2∗𝑑𝑖𝑠𝑡2(𝑥, 𝜇2(𝑡)) +… . . +𝑃𝑚∗𝑑𝑖𝑠𝑡m(𝑥, 𝜇𝑚(𝑡))     (32) 
 

such that 𝑑𝑖𝑠𝑡1(𝑥, 𝜇1(𝑡))  is the first distribution and 𝑑𝑖𝑠𝑡2(𝑥, 𝜇2(𝑡)) is the second 

distribution,…., and  𝑑𝑖𝑠𝑡m(𝑥, 𝜇𝑚(𝑡)) is the distribution numbered m; and P1, P2, …., Pm are 

the probability for each distribution respectively.  

To test our proposed method, we limit the number of classes to three, and we apply 

one type of distribution on each class. We use all the combinations between Gamma, 

Gaussian and Lognormal distribution. 

 

6.3. Multimodal Cross Entropy Thresholding 

Threshold selection techniques are classified into 2 categories: bimodal and 

multimodal thresholding [27]. While some histograms tend to be bimodal and a single 

threshold is sufficient to extract the foreground from its background, other histograms may 

require multiple thresholds that help to separate their objects of interest. 

In multimodal thresholding technique, an image has m classes segmented by m-1 

thresholds. Next is a description of the cross entropy D (F, G) between two probabilistic 

distribution F and G assuming that F represents the original image (I) and G represents the 

resultant thresholded image (It), based on multimodal thresholding technique [10,27,31]. 

Assume T= {t1, t2, t3, t4, ..., tm-1} is a set of threshold values, where t0 t1 t2 

tm-1 tm, t0  and   tm L-1. 

 

       D (F, G) = D1(t1)+ D2(t2) +….…+ Dm(tm)                                            (33) 

                    = 𝐷(𝐹1, 𝐺1)  +  𝐷(𝐹2, 𝐺2)  + ⋯+  𝐷(𝐹𝑚, 𝐺𝑚)                        (34) 

 

=∑ 𝑓𝑖
1 𝑙𝑜𝑔 (

𝑓𝑖
1

𝑔𝑖
1)

𝑡1

𝑖=𝑡0

+∑ 𝑔𝑖
1 𝑙𝑜𝑔 (

𝑔𝑖
1

𝑓𝑖
1)

𝑡1

𝑖=𝑡0

+  ∑ 𝑓𝑖
2 𝑙𝑜𝑔 (

𝑓𝑖
2

𝑔𝑖
2)

𝑡2

𝑖=𝑡1+1
+∑ 𝑔𝑖

2 𝑙𝑜𝑔 (
𝑔𝑖
2

𝑓𝑖
2)

𝑡2

𝑖=𝑡1+1
 

+…….+ ∑ 𝑓𝑖
𝑚 𝑙𝑜𝑔 (

𝑓𝑖
𝑚

𝑔𝑖
𝑚)

𝑡𝑚

𝑖=𝑡𝑚−1

+∑ 𝑔𝑖
𝑚 𝑙𝑜𝑔 (

𝑔𝑖
𝑚

𝑓𝑖
𝑚)

𝑡𝑚

𝑖=𝑡𝑚−1

                          (35) 

 

Where   fi and gi are two probabilistic distributions of a grey level respectively in I and 

It, and L states to the number of grey levels. 
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𝑓𝑖
1  , 𝑓𝑖

2 , …., 𝑓𝑖
𝑚  are the probabilities of occurrence of grey level i in (I) and are 

estimated as follows: 

𝑓𝑖
1 =

ℎ(𝑖)

∑ ℎ(𝑖)
𝑡1−1
𝑖=0

     (36),      𝑓𝑖
2 =

ℎ(𝑖)

∑ ℎ(𝑖)
𝑡2−1
𝑖=𝑡1

     (37), ………..,     𝑓𝑖
𝑚 =

ℎ(𝑖)

∑ ℎ(𝑖)
𝑡𝐿
𝑖=𝑡𝑚−1

     (38) 

Where h(i) represents the histogram of grey level i. 

𝑔𝑖
1, 𝑔𝑖

2, …, 𝑔𝑖
𝑚 are estimated by using respectively one of the statistical distributions 

mentioned in Section 4.3. 

Multimodal thresholding method is an extension of the bimodal thresholding one since 

we apply a bimodal thresholding technique on each two consecutive classes of the histogram 

[27,32]. 

 

7. SOLVING THE OPTIMIZATION PROBLEM AND RPSM ALGORITHM 
 

7.1 Workflow Design of RPSM Algorithm 

         

 

 

7.2 Bimodal Heterogeneous MCET-PAL Based Algorithm 

The algorithm reads the original grey level image I (x, y) (line 1), computes its 

histogram h(i) (line 2), and selects one of the heterogeneous thresholding methods as inputs. 

At the end, it returns the value of the threshold (t*), that optimizes MCET and minimizes the 

distance between the original image and the resultant image. 

 

1. Input: I(x, y) and the number of modes m (m=2 in the case of bimodal segmentation) 

2. Compute h(i) of I (x, y), where   i=0…255.  

3. for each value of t=1, ..., 255  

3.1 Compute 𝜇1(𝑡) and 𝜇2(𝑡) using equations (10), (17) or (25) according to the selected  

heterogeneous distributions (one type of statistical distribution is applied on the first 

region and another type is applied on the second region). 

3.2 Compute the probability distributions of region1 and region2 in the thresholded 

image 𝑔𝑖
1  and 𝑔𝑖

2  using equations (9), (16) or (23) according to the selected  

heterogeneous distributions  

3.3 Compute D1(t) and D2(t) using equations (5) and (6). 

3.4 Compute the total cross entropy D(t) using equation (7). 

3.5  Compute the minimum distance and the corresponding threshold 

                        If (min > D(t)) 

                                { 

                            min = D(t) ;   

                                 } 

4. Output: optimal threshold: t* 
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7.3 Multimodal Heterogeneous MCET-PAL Based Algorithm 
The multimodal algorithm reads the image and the number of modes (classes) (line 1), 

computes its histogram (line 2), and computes the initial values of threshold 𝑡0
1

, 𝑡0
2 , … , 𝑡0

𝑚−1 

using k-mean algorithm (line 3). In order to find the new value of threshold 𝑡𝑛𝑒𝑤
𝑘  (line 4), 

multimodal algorithm applies the bimodal MCET-PAL based algorithm on each two 

consecutive modes in the multimodal histogram. These two modes are starting from tk-1 and 

ending at tk.  For k=1,2, …, m-1. 

Then, it compares the two threshold t0 and tnew.  

 If |t0 - tnew|< ε  then optimal threshold values T∗={𝑡1
∗

, 𝑡2
∗ , 𝑡3

∗, … . . , 𝑡𝑚−1
∗ } are reached 

(line 5). 

 Else Assign t0  tnew and Go to line 4. 

 

1.  Inputs: I (x, y) and number of modes m (The value of m is 3 or more according to the number 

classes in the thresholded image) 

2.  Compute histogram h(i) of the image where i=0,1, 2, …. ,255. 

3.  Compute initial threshold values {𝑡0
1

, 𝑡0
2 , … , 𝑡0

𝑚−1} using k-mean algorithm. 

4.  Compute new threshold value  𝑡𝑛𝑒𝑤
𝑘 using the previous bimodal algorithm. 

5.  If |t0 - tnew|< ε then optimum threshold values T∗ {𝑡1
∗

, 𝑡2
∗ , 𝑡3

∗, … . . , 𝑡𝑚−1
∗ } are reached. 

 

       Else 

          Assign t0  tnew 

Go to step 4. 

 

 

To detect the best threshold, the computational complexity, using a homogenous 

distribution, is O(L2) [43]. However, under heterogeneous distribution scenarios, detecting 

the best threshold could be extensive and time consuming. Therefore, for n thresholding 

problem, the RPSM computational complexity will be O(Ln+1). For that purpose, we 

propose to use a parallelized processing technology, with the aim to consume properly the 

computational resources and to reduce the processing time. 

 

8. PARALLEL PROCESSING AND PARALLELIZED RPSM ALGORITHM 

Parallel processing is a method used to perform complex tasks and complex computations 

simultaneously. Large problems can be divided into smaller ones, which can then be solved in 

parallel and independently. Results are combined subsequently, once completed.  

Parallel processing consists of running two or more central processing units (CPUs) to 

handle, in parallel, separate parts of an overall task, in order to overcome the processing time 

problem.  

Due to the recursive programming and the exhaustive search to find the optimum thresholds, 

MCET computation is known as a complex process and a time consuming one [44]. Consequently, 

the proposed RPSM algorithm has been parallelized among two Core i5 processors with four 

concurrent threads, to get over the problem of its computational time.  

Nevertheless, to profit from the benefit of the multithreading technique while designing 

parallel algorithms, we should apply the data dependency constraint. In fact, one of the 

fundamental conditions to implement a multithreading algorithm is that its parallelized sub-tasks 

shouldn't have dependent data [45].  
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Data dependency: Consider Segmi and Segmj are two program segments running 

concurrently in a system S.  

Let Segmi have Inpi and Outi as the input and output variables, respectivelyi, and Segmj have 

Inpj and Outj as the input and output variables, respectively. Hence to run the two program 

segments concurrently, the following conditions should be fulfilled: 

Inpi ∩ Outj = Ø 

Inpj ∩ Outi = Ø 

Outi ∩ Outj = Ø 

 

The applied parallel processing technology can be useful to any application that fulfils the 

data dependency constraints. Particularly, we parallelized our system by implementing a parallel 

computing of the different thresholds (T*) using the corresponding obtained MCET objective 

functions. 

 

              for j = 1 : 255 do 

Parallel computing of the thresholds (T*) according to the statistical combination used 

End for 

 

With the above parallelization, we can accelerate the proposed RPSM algorithm up to p 

times using a multiprocessor machine. 

The efficacy of the proposed RPSM is evaluated by using C++ language and OpenCV 

(Open Source Computer Vision Library) with 2.5 GHz Intel(R) Core(TM) i5-3210 machine of 6 

GB RAM. The processors feature two cores with four concurrent threads. We have developed a 

multithreaded implementation using C++ Thread function that allows the implementation of 

parallel functions on a multicore computing platform.  

 

9.  EXPERIMENTAL RESULTS AND DISCUSSION 

In this work, we compared our proposed multimodal heterogeneous combinations together 

and with the classical multimodal techniques based on a single distribution. The performance is 

tested on two benchmark skin cancer datasets PH2 and ISIC 2017. PH2 dataset [13] is developed 

in Portugal by the Dermatology Department of Pedro Hispano Hospital and contains 200 

melanocytic lesions. ISIC 2017 dataset, is maintained by the International Society for Digital 

Imaging of the Skin [30], and encloses 2000 dermoscopic images of skin lesions collected from 

several worldwide clinical centers [21].  

We evaluated the performance of the proposed methods, by recording the performance 

metrics UN1, RC1, UN2 and RC2, where UN1 and RC1 are respectively the region 

homogeneity and the region contrast across region 1 and region 2 in the thresholded image, and 

UN2 and RC2 are respectively the region homogeneity and the region contrast across region 2 

and region 3 in the thresholded image. Then we calculated UN and RC, which are UN1 and 

UN2 average, and RC1 and RC2 average, respectively. 

The experiment was performed on 200 melanocytic lesions images from PH2 dataset, and 

200 dermoscopic skin lesions images selected randomly from ISIC 2017 dataset.  

A sample of the testing results is shown in Figure 2, Figure 3, Figure 4, Figure 5, and Figure 

6. Each figure contains an original image, a chart showing the histogram of the image along with 

2 vertical lines representing the value of the optimum thresholds T1 and T2, the performance 

measures UN1, RC1 and AVG1 corresponding to threshold T1 and UN2, RC2 and AVG2 

corresponding to T2, and the thresholded image resulting from multilevel segmentation based on 

the best found combination Gamma-Lognormal-Gaussian. For example, in figure 2-(c), the 

optimum threshold T1 that extracts the first region from the second one is 119 and the 

corresponding performance measures are as follows: UN1=0.955332, RC1=0.397369, 

AVG1=0.676351. As well, the optimum threshold T2 that extracts the second region from the 

Parallel processing RPSM implementation 
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third one is 147 and the corresponding performance measures are: UN2=0.956943, 

RC2=0.351116, AVG2=0.654030. Also, UN=0.956138 represents the average of UN1 and UN2 

and RC= 0.374243 belongs to the average of RC1 and RC2. Finally, the global performance 

measure average of the whole image is AVG=0.665190 which represents UN and RC average. 

In Figure 2-(d), three levels appear in the segmented image: the dark region refers to the 

cancerous lesion, the grey region refers to the new growth or precancerous lesion that will be 

infected in the future, and the white region which refers to the normal skin. In this figure, the grey 

level is reducing due to the high contrast (RC2=0.351116) between the cancerous lesion and the 

normal skin in the original image. While in Figure 3, the grey level is more significant due to the 

low contrast (RC2=0.284438) between the infected region and the normal skin. 

 

 

(a) 

  

 (b) 

 

 

T1=119, UN1=0.955332, RC1=0.397369, 

AVG1=0.676351 

T2=147, UN2=0.956943, RC2=0.351116, 

AVG2=0.654030 

UN = 0.956138, RC = 0.374243, AVG 

(UN, RC) = 0.665190 

  

 

(c) 

 

(d) 

Fig.2: (a)original image (IMD018), (b)the histogram of the image, (c) the thresholds value (T1 and T2) 

with their performance measures, (d) the thresholded image resulting from multilevel segmentation 

based on (Gamma-LogNormal-Gaussian) combination. 
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(a) 

   

(b) 

 

T1=106, UN1=0.970149, RC1=0.417181, AVG1=0.693665 

T2=171, UN2=0.946719, RC2=0.284438, AVG2=0.615579 

UN= 0.958434, RC= 0.35081, AVG (UN, RC) = 0.654622 

 

 

(c)  
  

(d)  

Fig.3: (a) original image (IMD038), (b) the histogram of the image, (c) the thresholds value (T1 and 

T2) with their performance measures, (d) the thresholded image resulting from multilevel segmentation 

based on (Gamma-LogNormal-Gaussian) combination. 

 

 

(a) 

 

 (b) 

 

T1=92,   UN1= 0.970065, RC1=0.424965, AVG1= 

0.697515 

T2=130, UN2= 0.976337, RC2=0.400815, AVG2= 

0.688576 

UN= 0.973201, RC = 0.41289, AVG (UN, RC) = 0 

.693046 

 

 

 

(c) 

  

(d) 

Fig.4: (a) original image (IMD057), (b) the histogram of the image, (c) the thresholds value (T1 and 

T2) with their performance measures, (d) the thresholded image resulting from multilevel segmentation 

based on (Gamma-LogNormal-Gaussian) combination. 
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(a) 

  

(b)  

 

 

T1=79, UN1=0.968401, RC1=0.317583, 

AVG1=0.642992 

T2=109, UN2=0.972952, RC2=0.211498, 

AVG2=0.592225 

UN=0.970676, RC=0.264541, AVG =0.617609 

 

 

(c) 

  

(d)  

Fig.5: (a)original image (ISIC_0013421_1), (b)the histogram of the image, (c) the thresholds value (T1 

and T2) with their performance measures, (d) the thresholded image resulting from multilevel 

segmentation based on (Gamma-LogNormal-Gaussian) combination. 

 

 

(a) 

  

(b)  

 

 

T1=84, UN1=0.980254, RC1=0.438575, AVG1=0.709414 

T2=123, UN2=0.969559, RC2=0.389199, 

AVG2=0.679379 

UN=0.974906, RC=0.413887, AVG =0.694396 

 

 

 

(c) 

  

(d)  

Fig.6: (a) original image (ISIC_0003582_2), (b) the histogram of the image, (c) the thresholds value (T1 

and T2) with their performance measures, (d) the thresholded image resulting from multilevel 

segmentation based on (Gamma-LogNormal-Gaussian) combination. 
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Table 1 illustrates an exhaustive comparison of various statistical distributions 

combinations used in our proposed methodology. The table shows the percentage of best 

segmented lesions for each method according to UN, RC, and their average AVG. In PH2 Dataset, 

the first column (%UN) represents the percentage of images showing better UN average 

performance measure according to each combination, and the second column (%RC) represents 

the percentage of images showing better RC average performance measure according to each 

combination. For instance, according to the methodology (Gamma-Lognormal-Gaussian), 34 

images out of 200 images of PH2 dataset show better UN performance measure, 162 images out 

of 200 images show better RC performance measure, and 154 images out of 200 images show 

better AVG performance measure; which explains correspondingly the percentage values 17%, 

81% and 77% that belongs respectively to UN, RC and AVG obtained in table 1.  Therefore, in 

PH2 dataset, 77% of the tested images show better UN and RC average performance measure 

with Gamma-Lognormal-Gaussian combination. The other 23% is distributed over the remaining 

combinations. As well, in ISIC2017 dataset, 74% of the tested images show better UN and RC 

average performance measure with Gamma-Lognormal-Gaussian combination, and the other 

26% is distributed over the remaining combinations. Accordingly, this could conclude that 

Gamma-Lognormal-Gaussian combination reached the optimum result with an average of 75.5% 

compared to other homogeneous and heterogeneous combinations, which can validate that skin 

cancer histograms mostly followed Gamma, lognormal and Gaussian distribution at their start, 

mid and endpoints, respectively. Furthermore, homogeneous methods face significant problems 

to detect the optimal thresholds as shown in our experimental results. 
 

Table 1: Results of the proposed multilevel segmentation method based on homogeneous and 

heterogeneous distributions and using PH2 and ISIC2017 Datasets. 
 

  PH2 Dataset ISIC 2017 Dataset   

Methodology %UN %RC %AVG %UN %RC %AVG 

Two 

datasets 

Average 

Rank 

Gaussian-Gaussian-

Gaussian 

0.5 0.0 0.0 1.0 0.0 0.0 0.0 15 

Lognormal-Lognormal-

Lognormal 

2.0 1.0 1.0 3.0 0.0 1.0 1.0 9 

Gamma-Gamma-Gamma 3.0 2.0 2.0 5.0 1.0 3.0 2.5 3 

Gamma-Lognormal-

Gaussian 

17.0 81.0 77.0 22.0 78.0 74.0 75.5 1 

Gamma-Gaussian-

Lognormal 

57.0 8.0 10.5 39.0 11.0 9.0 9.8 2 

Gaussian-Lognormal-

Gamma 

1.0 0.5 0.5 2.0 1.0 1.0 0.8 10 

Gaussian-Gamma-

Lognormal 

2.0 1.0 0.5 3.0 0.5 1.0 0.8 10 

Lognormal-Gaussian-

Gamma 

1.0 0.5 0.5 4.0 0.0 2.0 1.3 7 

Lognormal-Gamma-

Gaussian 

0.5 2.0 2.0 1.0 3.0 3.0 2.5 3 

Gamma-Gamma-Gaussian 3.0 1.0 3.0 1.0 2.0 1.0 2.0 5 

Gamma-Gamma-

Lognormal 

2.0 1.0 1.0 3.0 1.0 2.0 1.5 6 

Gamma-Gaussian-Gaussian 3.0 0.0 0.5 1.0 0.0 0.0 0.3 13 

Gamma-Lognormal-

Lognormal 

2.0 1.0 0.5 3.0 1.0 2.0 1.3 7 

Lognormal-Lognormal-

Gamma 

0.5 0.0 0.0 1.0 0.5 0.0 0.0 15 

Lognormal-Lognormal-

Gaussian 

0.0 0.5 0.5 0.5 0.0 0.0 0.3 13 

Lognormal-Gamma-

Gamma 

2.0 0.5 0.5 3.0 1.0 1.0 0.8 10 

Lognormal-Gaussian-

Gaussian 

0.0 0.0 0.0 1.0 0.0 0.0 0.0 15 

Gaussian-Gaussian-Gamma 1.0 0.0 0.0 1.0 0.0 0.0 0.0 15 

Gaussian-Gaussian-

Lognormal 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 15 

Gaussian-Gamma-Gamma 0.0 0.0 0.0 0.5 0.0 0.0 0.0 15 

Gaussian-Lognormal-

Lognormal 

0.0 0.0 0.0 0.5 0.0 0.0 0.0 15 

Gaussian-Lognormal-

Gaussian 

1.0 0.0 0.0 2.0 0.0 0.0 0.0 15 

Gaussian-Gamma-Gaussian 0.5 0.0 0.0 1.0 0.0 0.0 0.0 15 

Lognormal-Gaussian-

Lognormal 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 15 
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Lognormal-Gamma-

Lognormal 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 15 

Gamma-Gaussian-Gamma 0.5 0.0 0.0 0.5 0.0 0.0 0.0 15 

Gamma-Lognormal-

Gamma 

0.5 0.0 0.0 1.0 0.0 0.0 0.0 15 

 

Parallel processing proficiency The proposed RPSM is formulated to execute program on 

parallel cores, and aims to reduce the processing time and to provide optimum proficiency. This 

is clearly denoted by the total computing time taken by the CPU to complete the segmentation 

using a parallel processing segmentation model. Table 2 shows a comparison of the computing 

time given in seconds between sequential method and our proposed parallel computing method. 

Accordingly, it can be observed that the processing time performance under parallel computing 

get over the sequential method with an average of 53.03%. This will validate the high 

performance and the consistency of our proposed parallel computing model.  

 

Table 2: Performance improvement using RPSM parallel processing model 

Dataset Name Sequential method (secs) Parallel computing method (secs) Saving Time  (%) 

PH2 Dataset 7854.88 3682.96 53.11 

ISIC 2017 

Dataset 
7635.35 3593.33 52.94 

 

The chart of figure 10 represents the average of UN and RC measures for 28 randomly 

selected images from both PH2 and ISIC2017 datasets. Each curve of the chart corresponds to 

the following combinations: Gaussian-Gaussian-Gaussian, Lognormal-Lognormal-Lognormal, 

Gamma-Gamma-Gamma, and Gamma-Lognormal-Gaussian, respectively. As can be seen in this 

chart, the combination Gamma-Lognormal-Gaussian performs better in UN and RC average than 

the other 3 homogeneous benchmark methods. Therefore, we can conclude that the heterogeneous 

method using Gamma-Lognormal-Gaussian distributions results in better segmentation of skin 

cancer images than using the 3 well-known homogeneous benchmark methods Gamma, Gaussian 

and Lognormal.  

 

 

Fig.10:  Performance metrics measurement comparing the proposed multilevel (Gamma-Lognormal-

Gaussian) method accuracy with the 3 homogeneous benchmark methods. 
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10. CONCLUSION AND FUTURE WORK 

In this paper, we have improved the segmentation of skin cancer and melanoma images by 

using a combination of various statistical distributions (i.e. Gamma, Lognormal and Gaussian). 

This approach was implemented to fit multimodal images and to improve the prediction of 

cancerous lesions progression. The performance of our suggested model was tested using two 

benchmark of skin cancer datasets. As shown in our experiments, the suggested methodology 

using the combination (Gamma-Lognormal-Gaussian) empirically outperformed the other 

heterogeneous methods and the three well known classical homogeneous methods. Additionally, 

the proposed RPSM model used a parallel processing technology to reduce the computing time 

of segmentation and enhance its performance.  

We aim to expand this work to cover different types of image processing applications like 

Alzheimer's disease images, radar images, and satellite images. We further aim to study and 

extend new performance metric measures that can better detect the quality and the accuracy of 

the segmentation. 
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