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Abstract: by addressing intruder attacks, network security experts work to maintain services available at all times. The 
Intrusion Detection System (IDS) is one of the available mechanisms for detecting and classifying any abnormal behavior. 
As a result, the IDS must always be up to date with the most recent intruder attack signatures to maintain the 
confidentiality, integrity, and availability of the services. This paper shows how the NSL-KDD dataset may be used to test 
and evaluate various Machine Learning techniques. It focuses mostly on the NLS-KDD pre-processing step to create an 
acceptable and balanced experimental data set to improve accuracy and minimize false positives. For this study, the 
approaches J48 and MLP were employed. The Decision Trees classifier has been demonstrated to have the highest 
accuracy rate for detecting and categorizing all NSL-KDD dataset attacks. 
Keywords: IDS, machine learning, NSL-KDD, learning. 

1 Introduction 

The Internet, telephone, e-commerce, and PC-based connectivity have all become part of everyday life as a result of the 
world's rapid technological advancements and networking over the last two decades. While widespread use of these 
systems improves communication, data transmission, and information sharing while also improving life quality, they have 
many security vulnerabilities and are subject to numerous Viruses, worms, and Trojan horses are examples of cyber-attacks 
[1]. 

Hence, given the accelerating development in technology and the increase of web application usage which needs to be 
linked to the Internet, the web application security requirements are increasing. The network manager's job is to protect 
users' accounts, services, passwords, and personal information from any attack. There are four types of attacks that target 
web applications DOS and DDOS attacks, through which the attacker aims to disturb the service for various reasons that 
differ according to the hacker and his motivations, whether financial, political, etc. The R2L is the second, and the U2R is 
the third. Last but not least, the attacker checks the network for any Design flaws using (nmap, pin sweep, and others)[1]. 

Usually, Denial of service (DOS) attacks target two main layers of the network, which are the network layer and the 
application layer, through the consumption of resources and thus the inability of the server to respond to any new requests 
from legitimate users. The most famous types of this attack are User Datagram Protocol Flood, Structured Query Language 
injection Denial of service, Smurf attack, and HTTP Flood [2]. 

Intrusion detection systems are the most effective defense against these attacks. A network monitoring device that looks for 
harmful activities or policy infractions is known as an intrusion detection system. An administrator or (SIEM) device is 
typically notified of any intrusion activity or breach, which may monitor incoming and outgoing data on a network, 
perform analysis based on time, and alert when an intrusion is discovered [2] 

IDS is an expression for "Intelligent The neural network" is a data mining method that has proven to be effective at 
resolving complex practical issues. Neural networks (artificial intelligence) have the potential to address several issues that 
the other current intrusion detection technique faces. There are three benefits of using a neural network to detect intrusions 
[3]: 

● Since it can evaluate and check whether data is right or partially correct, the neural network offers flexibility in the 
intrusion detection process. 

● A neural network can process data in a non-linear fashion from a variety of sources. This is particularly critical when 
multiple attackers launch a concerted attack against the network. 

● The speed at which a neural network processes data distinguishes it.[3] 
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The research paper used the NSL-KDD dataset, which was prepared in a scientific way, and its version of the KDD99cup, 
which was developed in 2009. Using multiple machine learning (ML) algorithms Neural Networks (Multi-Layer 
Perceptron -MLP) and Decision Trees And finally, examining the ability of the system to detect these attacks after it has 
been trained. 

The KDD 99 dataset is a widely used classifier accuracy test. KDD-99, on the other hand, has many drawbacks, including 
data age, and completely imbalanced targets. There is non-stationarity between the training and test datasets is also a 
problem. Several countermeasures have been devised by other researchers to counteract these flaws. As a result, they 
launch the NSL-KDD data set, a more balanced resampling of the KDD-99 data set [4]. 

The following is how the study was structured: The first section was an introduction, In section 2, it was about background. 
In section 3, we present the related work. The goal and objectives are defined in section 4. The Materials and Methods  is 
described in section 5, followed by the results in section 6, a performance comparison in Section 7, and finally the 
conclusions and future work of this study in section 8. 

2 Background  

A.   Machine Learning: An Overview 

It is a subfield of Artificial Intelligence concerned with creating algorithms that enable computers to learn. Builds a data-
driven account modem known as "training data," which is focused on making predictions to complete tasks.[5] 

B. The Type of Machine Learning 

Supervised Learning Method: In supervised learning, all prior data and previous outcomes must be used as feedback (the 
data must be labeled) and divided into classes. This data is used to train the model, which allows it to forecast more 
accurate outcomes. [5] As an example, if an algorithm needs to distinguish between cars in a set, the data must be labeled 
or categorized for each car. There are many algorithms like classification, regression, naïve Bayes theorem, SVM, KNN, 
decision tree, MLP, etc. [6]. 

  The other type of machine learning Method is: 

●  Unsupervised Learning Method 

● The Semi-supervised Learning Approach 

●  Reinforcement Learning Method. 

C.    Intrusion detection systems (IDS): 

In 1986, Dorothy E. Denning and colleagues developed the first IDS .who worked for the SRI International Research 
organization. As a result, he's a software program that scans the network for malicious behavior, interference, or regulation, 
and then collects and reports the information using Security Information Management (SIEM) these crimes are divided into 
two categories: 

1. Malicious conduct. 

2. Alarms that aren't true. 

It is the responsibility of the IDS to observe user behavior and, using pre-established rules or models, identify it as either 
normal or abnormal.[7] 

The two most common types of intrusion detection systems are signature and anomaly intrusion detection systems.[8]  

As a result, various forms of intrusion detection systems apply various methods: 

● Intrusion detection system for networks (NIDS) 

● Intrusion detection system for Hosts (HIDS) 

● Intrusion detection method based on signatures (SIDS) 

● Intrusion detection method focused on anomalies (AIDS)[8] 

D.    IN IDS, Data Extraction Methods 

 

Because of the huge complexity and scale of datasets, the range of ML and data mining methods did not work well with 
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IDS. Because the network contains a huge number of features, these methods take a long time to distinguish threats, 
making deployment in real-time environments more difficult. 

E.  The Method that used  

1. Neural Network (Multi-Layer Perceptron -MLP) 

MLPs are not-linear statistics modeling tools. It is used for complexity construction relationships between the entry layer 
and outputs or to find patterns in data, The MLP is a neural network class feed forward that has three layers of nodes: input, 
hidden, and output [9]. 

2. Decision Tree (J48,C4.5) 

A decision tree It is based on the division of space to enter data into exclusive and reciprocal areas which is a transparent 
mechanism where we can follow the structure of the tree easily to see how the decision-making process is done.[10]. 

3  Related Work  

Many researchers used Ml in a field IDS and implemented many of the algorithms to improve results and accuracy, 
whereas scientists used the well-known and open database NSL-KDD, To achieve their scientific goal of improving 
intrusion detection. 

For the NSL-KDD dataset [11], they propose using an IDS based on decision trees. For feature selection, the suggested 
research uses the Correlation Feature Selection (CFS) approach using Weka. The performance of IDS based on decision 
trees improves with feature selection. For five classes (normal and types of intrusions) and binary class (normal and attack) 
that give each one number to change a symbolic value to a numerical value, performance is tested before and after feature 
selection. The result obtained is contrasted and assessed against the other procedures that have been described. The 
suggested IDS based on decision trees has a high detection rate and accuracy when applied on  MATLAB programming , 
according to the research, the result shows after following the selection of features for two classes Accuracy of detection is 
90.3%. 

On the other side, [12] they use deep learning to create an IDS model. They build an IDS model based on Convolution 
Neural Networks(CNN) instead of the typical ML employed in prior projects to perform better in extracting features of 
huge data considering the massive cyber traffic in real life, They compare the results with classic ML methods ( Random 
Forest and Support Vector Machine ) as well as DL approaches ( Belief Network and Long Short Term Memory )  they 
apply it using the  Py Charm on NSL-KDD, and They increase IDS accuracy by 80.1321 %  on KDD Test and open up a 
new research area for IDS. 

Since this is an important and complex field with many algorithms and areas, researchers [13] for identifying key input 
properties in the development of a statistically efficient and effective IDS They test the effectiveness of common feature 
selection approaches (Correlation-based Feature Selection, Information Gain and Gain Ratio), As a result, they suggest a 
new feature selection approach based on the feature average of all classes. They evaluate feature reduction methods using 
the efficient classifier decision tree technique using Weka on NSL-KDD. After comparing the proposed approach to other 
methods, The results reveal that employing 22 characteristics, the highest accuracy is 99.794 %. As a result, the method's 
accuracy is higher than that of full data and comparable to that of other methods. 

The researchers created a new IDS method based on a deep neural network (NDNN) model [14] they used the same  
Database (KDD99cup) and NSL KDD In order to increase network intrusion detection intelligence and accuracy while 
reducing false alarms. Experiments on the datasets KDD99 and NSL-KDD show that the NDNN-based strategy enhances 
the intrusion detection system's (IDS) efficiency, with an accuracy rate of up to 99.9%.  

In [15] They used a variety of algorithms on KDD and NSL-KDD, including (Logistic Regression, Decision Tree, KNN, 
SVM, Random Forest, Multi-Layer Perceptron, Ada Boost, Naive Bayes) and Feature Extraction, which was based on 
other research and involved assigning a number to each label based on a specific methodology. The KNN has a high false 
prediction accuracy, according to the results, and a high false value, and the Ada Boost algorithm has a low false-positive 
rate of less than 1% and a detection rate of more than 80%. 

They attempt to build a model for IDS using a random forest classifier in this paper [16]. Random Forest is an ensemble 
classifier that uses numerous decision trees to boost accuracy and has a low classification error when compared to other 
standard classification techniques that apply using NSL-KDD. They execute a feature selection for a pre-processing step 
that reduces and removes extraneous information to improve accuracy using Weka and compare the result with j48 which 
shows accuracy is better at 99.67%. 
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In [17] they offer an intelligent NIDS that uses the AODE algorithm to detect various forms of attacks using NSL-KDD. 
AODE is a recent modification to the naïve Bayes algorithm that overcomes the independence problem by averaging all 
models generated by the classic one-dependency estimator and is well suited for incremental learning. They used Weka to 
perform the experimental research and they achieved 96.64% accuracy better than naïve Bayes with only 90.28%. 

Assist the user in achieving high accuracy in the classification process, the goals are: 

1. A range of attacks, known and unknown, were identified as quickly and briefly as possible. 

2. Providing a simple and quick translation for human understanding (readable). 

3. Reduce the number of false positives and false negatives by achieving precision. 

4. Reduce the time for the attack to be checked and searched. 

5.  Evaluate our model using MLP, Decision tree. 

4   Materials and Methods   
Step 1: Select the algorithms 

We taught machine learning algorithms first, then read a series of studies to determine which algorithms are the best, and 
last tested these algorithms on the WEKA to see which algorithms work together, thus applying normalization first and 
then utilizing algorithms: 

● MLP algorithm. 

●  Decision tree (J48, C4.5). 

          Step 2: Process of gathering data 

We will use NSL-KDD in this experience. It is a developed version of the KDD99cup, which was developed in 2009. 
Respect to It is greater than the KDD99cup in terms of: 

● Does not contain duplicate train test data and documents where duplicate values would not be unbiased during 
classification. 

● Does not include duplicate data in the test set because the output is not unbiased and detection rates are higher. 

● The percentage of records commonly used for rating processes is inversely proportional to the number of records 
chosen.  

● Most experiences can be conducted in various and detailed ways. 

● Because research can be done by the entire community rather than just a subset of it, the number of records in the train 
test and test set is fair and proportionate.[18] 

●  

Step 3: Overview of the dataset 

The dataset was made up of server files: 

● KDD-Train+.ARFF: all NSL-KDDs found in the ARFF format (binary labels) 

● KDD-Train+.TXT: contains all NSL-KDD including the CSV format (attack-type labels and others) 

● KDD-Train+ 20 %.ARFF: A KDD-Train+.arff file subset of 20 % 

● KDD-Train+ 20%.TXT is a 20% subset of the KDDTrain+.txt file. 

● KDD-Test+.ARFF: all NSL-KDDs found in the ARFF format (binary labels) 

● KDD-Test+.TXT: contains all NSL-KDD including the CSV format (attack-type labels and others) 

● KDD-Test-21.ARFF is a subset of the KDD-Test+.arff file that excludes records from 21 of the 21 difficulty levels. 

● KDDTest-21.TXT: a subset of the KDDTest+.txt file that does not contain 21 out of 21 difficulty-level records[19] 

We mentioned that the number of duplicate records and data is one of the most significant problems and drawbacks in 
KDD 99 cup, so NSL-KDD was developed and the researchers carried out the experiments randomly at 3 subgroups to 
achieve this result, Each containing 50,000 A record of data where 21 machine learning have been used (7) for learning and 
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each is trained 3 times to get rid of Repeat and give a mark to each record [20]. 

Step 4: Experimental 

In this study, we apply machine learning frameworks and execute the experiment on WEKA. In the NSL-KDD dataset, we 
designed an experiment to study the training and testing of five-class classification using MLP and decision trees. To see 
how it stacks up against other machine learning algorithms that have been available for a while. 

Weka is a Machine learning toolset. It was created at New Zealand's University of Waikato. It implements a wide range of 
state-of-the-art machine-learning techniques that are developed in Java. WEKA includes tools for regression, classification, 
clustering, and association rules, among other data mining techniques, as well as many visualization tools, in this interface, 
which includes The Experimenter, the Explorer, the Simple Command Line Interface, and the Knowledge Flow [21]. 

Step 5: Feature extraction 

To improve feature classification, quantity, and efficiency, if the number of features chosen is small, classification quality 
will suffer, and if they are in excess of what is expected, generalization will suffer. Experiments show that using feature 
extraction techniques improves accuracy and reduces computational cost so the Feature Extraction: is Samples are 
represented by rows, whereas characteristics are represented by columns, with features resulting from both quantitative and 
subjective outcomes in a dataset. Feature extraction is a technique for reducing a data set's dimensionality by reducing the 
number of features while preserving attack detection precision and reducing discovery time.[22] 

Step 5: Numericalization  

There are 38 numeric features and three non-numeric features in the NSL-KDD dataset. Because the input value must be a 
numeric matrix for greater precision, we must convert certain non-numeric qualities, such as "protocol type," "operation," 
and "flag," into numeric form attributes. The 'protocol type' function, for example, has three attribute types: 'TCP,' 'UDP,' 
and 'ICMP,' and its numerical values are encoded as binary vectors (1,0,0), (0,1,0), and (0,1,0), respectively (0,0,1). After 
transformation, the 'service' function has 70 attribute kinds, and the 'flag' feature has 11 attribute types. We filter the data 
using Weka, increasing the number of characteristics from 42 to 123 to improve accuracy [23][24] Fig  1 Shows the 
normalization process using Weka. 

 
Fig. 1:  Show normalization process using weka 

Step 6: Evaluation Metric 

The accuracy of intrusion detection is the most essential performance indicator, and it is used to evaluate the NSL-KDD 
model's performance. In addition to accuracy, we considered the detection rate and false positive rate. In the field of 
intrusion detection, the following notation is used: 

In Equation (1), The percentage of correctly classified records in relation to the total number of records is known as 
accuracy.[25] 
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                                                            (1)        

                                                                                                                                                                                                     
Weka can also be used to establish sensitivity (positive value ratio) and specificity (negative value ratio). [25]: 

                                                                                  Sensitivity:!"#$%
#$%

   (2)                                                                                                                                                                                                                                                                          

                                                                                  Specificity:!"&'(
&'(

   (3)                                                                                                                                                                                                                                                                              

So the Accuracy is: 

 

                                                  Sensitivity:!"#$%
#$%

+Specificity:!"&'(
&'(

   (4)       

                                                                                                                                                                                                             

So:  

T-pos: the correct number of classifications (True Positives) Pos: the right number of classifications (positive)  

T-neg: the number of properly categorized (genuine negatives) Neg: the number of correctly categorized negatives 

 

When compared to the total number of anomaly records in Equation (5), the True Positive Rate (TPR), also known as the 
Detection Rate (DR), is the proportion of anomaly records correctly detected as anomaly .[25] 

 

                                                                         (5)                                                                                                                                                                                                                                   

For  kappa statistics ( Cohen kappa coefficient) , a kappa of 1 denotes complete agreement, whereas a kappa of 0 denotes 
agreement that is random. One drawback of kappa is that it is influenced by the prevalence of the observational finding, 
sTo compute it, we use the equation below: 

 

                                                                   (6)                                                                                                                                                                                                                                       

Po is the raters' observed relative agreement. 

Pe denotes the raters' expected relative agreement..[25] 

A False Positive Rate (FPR)is calculated by dividing the percentage of normal records that are wrongly identified as 
anomalies by the total number of normal records in Equation (7) [26]: 

 

                                                                                 (7) 

The Recall (Rc) or Sensitivity, as well as the Precision (Pr) or Predictive Positive Value, are determined as a consequence. 
The proportion of correctly identified instances (TP) in the front of c (TP+FP) classified instances is shown by the 
accuracy. Assume that z is at the forefront of all z occurrences (TP+FN), and that recall is the proportion of correctly 
classified instances  [27]. 
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5 Results  

We used one of the Weka (preprocess) characteristics to display the user data acquired in the previous stage after 
performing normalization. To determine the program's accuracy and inaccuracy, as well as the time it took to accomplish 
the assignment, the MLP and J48 algorithms were employed. 

So we apply the algorithm (MLP and J48) in (KDD Test +, KDD Test 21, KDD Train +, and KDD Train 21) To determine 
the Training Set Results as well as the Training and Simulation Error, we calculate the correctly classified, wrongly 
categorized, and Kappa statistics for each algorithm. The correctly categorized is the genuine correct classification, and 
success is measured by the test community's ranking for each case, where real classifications are compared to determine 
accuracy and the training set is split to 66 for training and the remainder for testing. 

We compute data error measures (KDD Test and KDD Train) in each algorithm to determine how long the actual value is 
expected to last. To calculate training and simulation error, use (squared error, absolute error, relative squared error, and 
relative absolute error) with MLP and J48 using the following equation : 

                                                                  (8)                                                                                                                                                                                                                                                  

                                                                   (9)                                                                                                                                                                                                                                           

      Were:  

 

       yi: the error measures' lost functions. 

       yi: anticipated outcome .[27] 

                                                              (10)                                                                                                                                                                                                  

                                                                (11)                                                                                                                                                                                                   

Where: 

    yi: is the training data of yi` 

    yi`: is the mean value of yi. 

      𝑦: ` [28] 

 

Table 1: Show Result of the Training Set for MLP and J48  in KDD-Test + 

ALG Correctly 

classified 

Incorrectly 

 classified 

Kappa statistic 

MLP 96.347 3.653 0.9254 

J48 98.304 1.696 0.9654 

Table 1 shows the Training Set Results for MLP and J48 in KDD-Test +. It can be seen that J48 has given more accurate 
values than MLP since the Decision tree C4.5 method has attributes that affect the total attribute is correctly identified, 
which was the case with MLP (98.304), but the most effective attributes were the number of failure times, which was 
(1.696), The number of failure times (1.696), which was incorrectly classified, was the most effective attribute. It's worth 
noting that the Kappa statistic was (0.9654), which could be interpreted as a reasonable indication of the extent to which the 
data collected in the study are accurate representations of the variables examined. For the record, the tree had 117 leaves 
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with a size tree 233. 

 Table 2: Show Result of the Training Set for MLP and J48  in KDD-Test -21 

ALG Correctly 

classified 

Incorrectly 

 classified 

Kappa statistic 

MLP 93.0504 6.9496 0.7437 

J48 97.6669 2.3331 0.9221 

Table 2 shows the Training Set Results for MLP and J48 in KDD-Test -21. It can be seen that J48 has given more accurate 
values than MLP since the Decision tree C4.5 method has attributes that affect the total attribute is correctly identified, 
which was the case with MLP (97.669), but the most effective attributes were the number of failure times, which was 
(2.3331), The number of failure times (2.3331), which was incorrectly classified, was the most effective attribute. It's worth 
noting that the Kappa statistic was (0.9221), which could be interpreted as a reasonable indication of the extent to which the 
data collected in the study are accurate representations of the variables examined. For the record, the tree had 117 leaves 
with a size tree 233. 

 Table 3: Show Errors in training and simulation for MLP and J48  in KDD-Test + 

 

AlG 

Mean absolute  

error 

Root mean squared 
error 

Relative 

Absolute error (%) 

Root relative  

squared error (%) 

MLP 0.0472 0.1777 9.6353 35.8863 

J48 0.0197 0.1183 4.0245 23.8942 

In Table 3, the Errors in training and simulation for MLP and J48 in KDD-Test +, which refers to the results of measuring 
the difference between two continuous variables, are shown (absolute values and Prediction error), The Mean Absolute 
Error, or MAE, is one of the best metrics for summarizing and assessing the quality of a machine learning mode, with J48 
having the best result (0.0197). The Root Mean Squared Error, which is the Average Squared Difference between the 
Estimated Values and the Actual Value, on the other hand, was (0.1183), and the Relative Absolute Error was  (4.0245) 
Root relative squared error (23.8942) was the most important component, which “normalizes the total squared error by 
dividing it by the default predictor's total squared error.” This matches Weka's approach. 

 Table 4: Show Errors in training and simulation for MLP and J48  in KDD-Test -21 

 

ALG 

Mean absolute 

error 

Root mean 

squared error 

Relative 

Absolute error (%) 

Root relative 

squared 

error (%) 

MLP 0.0752 0.2518 25.2782 65.2634 

J48 0.0312 0.139 10.4904 36.0193 

 

In Table 4 When comparing J48  to MLP to show Errors in training and simulation for MLP and J48  in KDD-Test -21, 
which refers to the outcomes of measuring the difference between two continuous variables(absolute values and Prediction 
error), the Mean Absolute Error, commonly known as MAE, is one of the best many metrics for summarizing and assessing 
the quality of a machine learning model that shows in J48 has the best result (0.0312), The Root Mean Squared Error which 
the  Average Squared Difference between the Estimated Values and the Actual Value, on the other hand, was (0.139), the 
Relative Absolute error  was (10.4904) The most important component was Root relative squared error (36.0193), which 
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takes the total squared error and normalizes it by dividing it by the default predictor's total squared error.” This corresponds 
to Weka's implementation. 

 Table 5: Show Result of the Training Set for MLP and J48 in KDD-Train + 

  ALG Correctly classified Incorrectly  

classified 

Kappa 

statistic 

MLP 98.7602 1.2398 0.9751 

J48 99.8366 0.1634 0.9967 

Table 5 represents the Training Set Result for MLP and J48  in KDD-Train + it can be noticed that using J48 has given 
more accurate values than MLP since the Decision tree C4.5 algorithm have the qualities that affect the overall attribute is 
Correctly classified, which (99.8366), but the most effective attributes were the number of failure times, which was 
(0.1634), which was incorrectly categorized, It's worth noting that the Kappa statistic was (0.9967), which might be seen as 
a reasonable indication of the extent to which the data collected in the study are accurate representations of the variables 
examined. And for the record the number of leaves was 113 with a size tree of 255. 

 Table 6: Show Errors in training and simulation for MLP and J48 in KDD-Train+ 

 

ALG 

Mean  

absolute error 

Root mean 

squared error 

Relative Absolute error 
(%) 

Root relative 

squared error (%) 

MLP 0.0149 0.1007 2.998 20.1812 

J48 0.0025 0.0395 0.5114 7.9093 

 

In Table 6 , the Errors in training and simulation for MLP and J48 in KDD-Test +, which refers to the results of measuring 
the difference between two continuous variables, are compared (absolute values and Prediction error), The Mean Absolute 
Error, or MAE, is one of the best metrics for summarizing and assessing the quality of a machine learning mode, with J48 
having the best result (0.0025). The Root Mean Squared Error, or the Average Squared Difference between the Estimated 
Values and the Actual Value, on the other hand, had the worst result (0.0395), The most crucial component was the Root 
relative squared error (7.9093), which takes the total squared error and normalizes it by dividing it by the total squared error 
of the default predictor.” This conforms to Weka's implementation. 

Table 7: Show Result of the Training Set for MLP and J48  in KDD-Train -21 

ALG Correctly classified Incorrectly classified Kappa statistic 

MLP 98.4822 1.5178 0.9695 

J48 99.603 0.397 0.992 

Table 7 shows the Training Set Result for MLP and J48 in KDD-Train-21. It can be seen that J48 has given more accurate 
values than MLP because the Decision tree C4.5 method contains qualities that affect the overall classification of the 
attribute, which was correctly classified (99.603), The number of failure instances (0.397), which was mistakenly 
classified, was the most effective attribute. Worth It's noting that the Kappa statistic was (0.992), This could be interpreted 
as a reasonable indicator of the degree to which the data acquired in the study are accurate representations of the variables 
under investigation. For the record, the tree had 71 leaves with a size of tree is 141. 
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 Table 8: Show Errors in training and simulation for MLP and J48 in KDD-Train -21 

 

ALG 

Mean 

 absolute error 

Root mean 

squared error 

Relative Absolute error 
(%) 

Root relative 
squared error (%) 

MLP 0.0199 0.1118 4.009 22.4304 

J48 0.0054 0.0625 1.0914 12.5383 

When comparing J48 to MLP in KDD-Train -21, which refers to the results of evaluating the difference between two 
continuous variables, Errors in training and simulation for MLP and J48 (absolute values and Prediction error), The Mean 
Absolute Error, also known as MAE, is one of the best metrics for summarizing and assessing the quality of a machine 
learning mode, with J48 having the best result (0.0054). On the other hand, the Root Mean Squared Error, which is the 
Average Squared Difference between the Estimated Values and the Actual Value, had the worst result (0.0625), The most 
essential component was the Root relative squared error (12.5383), which takes the total squared error and normalizes it by 
dividing it by the total squared error of the default predictor.” This conforms to Weka's implementation. 

6 Performance Comparisons  

To objectively test the effect of our strategy, the test results are compared to data from other studies. Table 9 shows our 
experience with the J48 machine learning algorithm in Weka, which uses an effective intrusion detection strategy, and our 
experience delivers the best accuracy on the (KDD Test +, KDD Test 21, KDD Train +, and KDD Train 21 datasets). 

Table 9: Compares the results of the supplied method to the findings of other existing data performance studies. 

scholars Algorithm  Data Set Accuracy 

Our model  J48 KDD Test + 98.304% 

Our model  J48 KDD Test 21 97.6669% 

Our model  J48 KDD Train + 99.8366% 

Our model  J48 KDD Train 21 99.603% 

Ding et al  Cnn 41 features NSL-Kdd 80.13% 

Yin et al  RNN 41 features  mapping in to 122 NSL-
Kdd 

83.28% 

XIANWEI GAO ,at 
al,2019 

Ensemble Voting KDDTest+ 85.2% 

Kehewu ,et al,2018 CNN KDDTest+ 79.48% 

Wu et al  CNN,RNN 41 features NSL-Kdd 79.48% 

Aloqaily et al  Deep Belief network and J48  41 features  mapping in to 122 NSL-
Kdd 

99.43% 

Al-qatf M,et al,2018 SAE SVM KDDTest+ 84.96% 
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7 Conclusions and Future work 

To improve performance, we used MLP and J48 to identify incursions in this paper. In terms of accuracy Kappa statistic 
and low Relative Absolute error, we used the NSL-KDD dataset, which contains intrusion, benign, and other attributes, and 
the results were correctly classified (98.304 %) in KDD-Test and (97.6669 %) in KDD-Test-21, (99.8366 %) in KDD-
Train+, and (99.603 %) in KDD-Train-21. where the outcomes were better when J48 was used, Tables were created as part 
of the project to show the algorithms we used and the results we acquired so that other researchers can duplicate the 
experiment using the same information. For future projects, we intend to re-experiment with different algorithms. and we'll 
focus more on lowering the rate of error and improving accuracy, as well as applying it to better applications and filtering 
the data, and removing those aspects in order to improve performance. 
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