
Future Computing and Informatics Journal Future Computing and Informatics Journal 

Volume 8 
Issue 1 (2023) Volume 8 Issue 1 Article 2 

News’ Credibility Detection on Social Media Using Machine News’ Credibility Detection on Social Media Using Machine 

Learning Algorithms Learning Algorithms 

Farah Yasser 
Business Information Systems, Faculty of Commerce and Business Administration, Helwan University, 
Egypt, farah.yasser21@commerce.helwan.edu.eg 

Sayed AbdelMawgoud 
Information Systems Department, Helwan University, Egypt, sgaber14@gmail.com 

Amira M. Idrees AMI 
Future University in Egypt, amira.mohamed@fue.edu.eg 

Follow this and additional works at: https://digitalcommons.aaru.edu.jo/fcij 

 Part of the Computer and Systems Architecture Commons, and the Data Storage Systems Commons 

Recommended Citation Recommended Citation 
Yasser, Farah; AbdelMawgoud, Sayed; and Idrees, Amira M. AMI () "News’ Credibility Detection on Social 
Media Using Machine Learning Algorithms," Future Computing and Informatics Journal: Vol. 8: Iss. 1, 
Article 2. 
Available at: https://digitalcommons.aaru.edu.jo/fcij/vol8/iss1/2 

This Article is brought to you for free and open access by Arab Journals Platform. It has been accepted for 
inclusion in Future Computing and Informatics Journal by an authorized editor. The journal is hosted on Digital 
Commons, an Elsevier platform. For more information, please contact rakan@aaru.edu.jo, marah@aaru.edu.jo, 
u.murad@aaru.edu.jo. 

https://digitalcommons.aaru.edu.jo/fcij
https://digitalcommons.aaru.edu.jo/fcij/vol8
https://digitalcommons.aaru.edu.jo/fcij/vol8/iss1
https://digitalcommons.aaru.edu.jo/fcij/vol8/iss1/2
https://digitalcommons.aaru.edu.jo/fcij?utm_source=digitalcommons.aaru.edu.jo%2Ffcij%2Fvol8%2Fiss1%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/259?utm_source=digitalcommons.aaru.edu.jo%2Ffcij%2Fvol8%2Fiss1%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/261?utm_source=digitalcommons.aaru.edu.jo%2Ffcij%2Fvol8%2Fiss1%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.aaru.edu.jo/fcij/vol8/iss1/2?utm_source=digitalcommons.aaru.edu.jo%2Ffcij%2Fvol8%2Fiss1%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://www.elsevier.com/solutions/digital-commons
https://www.elsevier.com/solutions/digital-commons
mailto:rakan@aaru.edu.jo,%20marah@aaru.edu.jo,%20u.murad@aaru.edu.jo
mailto:rakan@aaru.edu.jo,%20marah@aaru.edu.jo,%20u.murad@aaru.edu.jo


 

 

 

 

 

News’ Credibility Detection on Social Media  

Using Machine Learning Algorithms 

 

Farah Yasser 

Business Information Systems, 

Faculty of Commerce and Business 

Administration, 

Helwan University, Egypt 

farah.yasser21@commerce.helwan.edu.eg 

Sayed AbdelGaber AbdelMawgoud 

Information Systems Department, Helwan 

University, Egypt 

sgaber14@gmail.com 

 

 

Amira M. Idrees 

Faculty of Computers and Information Technology, 

Future University in Egypt, Egypt 

amira.mohamed@fue.edu.eg 

 

 

Abstract 

Social media is essential in many aspects of our lives. Social media allows us to find news for free. 

anyone can access it easily at any time. However, social media may also facilitate the rapid spread 

of misleading news. As a result, there is a probability that low-quality news, including incorrect 

and fake information, will spread over social media. As well as detecting news credibility on social 

media becomes essential because fake news can affect society negatively, and the spread of false 

news has a considerable impact on personal reputation and public trust. In this research, we 

conducted a model that detects the credibility of Arabic news from social media; particularly 

Arabic tweets. The content of the tweets revolves around the COVID-19 pandemic. The proposed 

model applied to detect news credibility using text mining techniques and one of the well-known 

machine learning classifiers, Decision tree which has the best accuracy equal to 86.6%. 

Keywords: social media, news credibility, text mining, and machine learning. 
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1.Introduction 

     Social networking sites has become a 

platform for spreading news and 

information between people over the world 

very fast, the progress of Users' 

interactions with others through social 

media have considerably risen as a result 

of social networking sites. it is true that the 

business sector now takes social 

networking seriously, the spreading of 

news via social media which has 

significantly impacted both people and 

business. [1], [2]. 

       Within the rapid spreading of news and 

information, it has become difficult to 

differentiate    between credible and non-

credible news because of sharing other 

users' posts facilitates this and creates a 

cascade effect that might lead to the spread 

of false information. [2]. With the 

existence of COVID-19 pandemic, fake 

news increased extremely quickly, and 

individuals affected by it increased their 

fear and anxiety about this epidemic [3]. 

Data is a vital component in 

several disciplines [4]. While structured 

data has bottlenecks [5] [6], data expressed 

in a text format has additional issues[7]. 

This denotes the presence of a massive 

amount of disorganized data or 

information [7]. It might be useful data or 

information [8]. The challenge is 

converting unstructured to structured data 

and ordered data; Although, it may include 

information such as facts [9]. 

Text mining techniques and machine 

learning classifiers could help researchers 

evaluate the news credibility, Text mining 

is becoming more essential since it is 

applied in the extraction and organizing of 

text from unstructured data [10].  Machine 

learning is important because it offers 

organizations insights into patterns in 

customer behavior and firm operating 

procedures; it helps to categorize data and 

generate predictions; and it is used to make 

forecasts [11]. 

The proposed framework helps in 

determining the credibility of news. Based 

on data gathered from Twitter, the user's 

news is classified as true or false. The 

model applied decision tree algorithm and 

is evaluated to ensure prediction accuracy. 

Section 1 is an introduction to 

determine the credibility of news on social 

media via text mining techniques; Section 

2 illustrated the previous study; Section 3 

illustrated the proposed methodology and 

proposed model; Section 4 illustrated the 

experimental study for this paper; Section 

5 envisions conclusions. 

 

2.Related Works 

M. A. Fadel (2020) [12] stated that the 

purpose of their study is to construct an 

initial dataset for determining the 

credibility of news in Arabic on social 

media applying classification model. There 

were 808 true tweets and 354 false tweets. 

The proposed technique entails creating a 

data collection of Arabic news on Twitter 

and applying several classifiers, such as 

Naive Bayes, random trees, and decision 

tables. It was discovered that the decision 

table classifier had a better accuracy of 

81.46% using the relief algorithm. A study 

by [13] stated that the study's purpose is to 

enhance the accuracy of Arabic news using 

text mining techniques combined with 

natural language processing to enhance the 

quality of information and news available 

on social networking sites (NLP). Twitter 

data was gathered; the dataset included 

around 9000 tweets. Random Forest had 

the best classifier score of 76.17%. 
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M. Z. Sarwani, D. A. Sani and F. C. 

Fakhrin (2019) [14] Using a neural 

network algorithm, Social media can be 

used to measure one's identity and 

personality. The researchers obtained data 

from Facebook and examined the 

correlation and its bias towards Term 

Frequency- Inverse Document Frequency 

(TF-IDF). For classification, there are 

three phases to consider: text processing, 

weighting, and neural network classifiers. 

Text processing is classified into three 

types: tokenization, stopping words, and 

stemming. According to the findings of 

this research, the TF-IDF is used to assign 

a weighted value to each single word in 

text processing, neural network 

classification model is used to determine 

credibility, which had 60% accuracy. 

G. Pasi, M. De Grandis and M. Viviani 

(2020) [15] developed a system built on 

news-related standards that improves the 

information's worth. The CredBank dataset 

was applied in this research to measure the 

suggested model through machine learning 

classifiers. Support Vector Machine, Naive 

Bayes, Decision Tree, and Random Forest 

are applied. The Python programming 

language was used for classification and 

testing. Random Forest has the best 

accuracy (79%).  L. A, S. Y and S. R. K. T, 

(2019) [1] proposed a model to detect news 

credibility using text mining techniques 

and machine learning classifiers: random 

forest, decision tree, k-nearest neighbor, 

and support vector machine. The 

experiment was applied to a fake news 

dataset from Kaggle. The random forest 

classifier had the best accuracy of 90.7%. 

A scholar of [16] Arabic Fake News 

Detection Based on textual analysis, data 

were collected from articles about Haj. The 

study applied text preprocessing steps, 

feature selection using NLP POS tagger, 

machine learning classifier SVM, random 

forest, and nave base detecting the news 

credibility. Random forest achieved the 

best accuracy 78%.  

3.Proposed Methodology 

In this research, the proposed methodology 

is to build a framework for determining the 

credibility of news on social media, mainly 

employing text mining algorithms to 

evaluate the credibility of tweets and 

applying several machine learning 

classifiers. It will be explained in the 

sections that follow. The developed 

framework is divided into five steps: data 

gathering, text processing that include two 

significant steps; text cleaning and 

preprocessing of text, extracting features, 

classification using machine learning, and 

evaluation results for detecting the 

credibility of news. In the following 

sections, the proposed model will be 

discussed in detail. 

3.1 Dataset 

Dataset downloaded from GitHub, it is a 

real data set, ArCOV-19 is an Arabic 

COVID-19 dataset that consists of Tweets 

that covers the months of January 27th to 

May 5th, 2021. ArCOV-19 is intended to 

support research in a wide range of areas, 

including Text mining, natural language 

processing,  and social networking. 

Figure 1 shows an example of the ArCOV-

19 dataset. 
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Figure 1: A sample of the Dataset 

 

3.2 Text Preprocessing 

The second step consists of two stages: text 

cleaning and text preprocessing as shown 

in figure 1. 

3.2.1 Text Cleaning 

 Text cleaning is a basic method that 

prepares data for analysis by changing or 

deleting data that is corrupted, incomplete, 

duplicate, or poorly structured [17].  It 

enhances accuracy after collecting text for 

detecting. also, data can be cleaned by 

deleting redundant samples and 

characteristics and removing missing 

values. The procedure of deleting outliers 

involves removing columns in the data that 

have the same values or will not affect 

the results. The process of minimizing 

redundancy data involves deleting 

duplicated rows from data [18].  

Three steps were required to clean the 

tweets' text, the following will display 

these steps by using Rapid miner. 

Step1: Remove English text and remove 

https links such as 

(https://t.co/a1sAWHhChA). Figure 2 

shows the dataset after removing English 

text and HTTP links. 

 

 

Figure 2: A sample of dataset after removing 

English text 

Figure 3 shows a sample of data from 

dataset after removing numbers from text. 

Step 2: Remove numbers such as [0-9] 

 

Figure 3:  A sample of data after removing 

numbers 

 

 

Step 3: Duplicate tweets should be 

removed to ensure that the results are as 

accurate as possible. Figure 4 shows a 

sample from dataset after removing 

duplicates. 
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Figure 4: A sample of dataset after removing 

duplicates 

3.2.2 Text Preprocessing 

The text obtained from social media 

sites, such as Tweets, is unstructured. It 

contains unusual text and symbols that 

must be cleaned before a machine 

learning model can comprehend it. Text 

preprocessing is just as important as 

building a complex machine learning 

model. The trustworthiness of your model 

is highly dependent on the quality of your 

text [19], [20]. 

Five steps were required to this dataset 

for text processing. 

Step 1: Tokenization is a fundamental 

step for working with text-based data. 

Tokenization is the act of dividing a 

sentence, phrase, and essay, such as single 

words or phrases. These smaller pieces are 

referred to as tokens [21]. Figure 5 shows 

an example of tokenized tweets. 

 
Figure 5: A sample of tokenized data 

 

Step 2: remove punctuation such as 

[!"#$%&'() *+, /:;<=>?@\[\\\]_`{|}~] 

because of concentration on the text itself, 

not the punctuation or emotions. Figure 6 

displays the difference between before and 

after removing punctuation. 

 

Figure 6: a sample before and after remove 

punctuation 

 

Step 3: filter stop words allows you to 

enable or disable stop word filtering. Stop 

words are words that are rarely used as 

classification features. Stop words are 

typically high frequency words [22] [23]. 

The Arabic stop words were filtered and 

removing custom stop words as 

"عام",وباء"] "كورونا,  "كوفيد"   .[","فيروس", 

Figure 7 shows an example after filtering 

stop words 

 

Figure 7: A sample after filtering stop words 

 

Step 4: stemming (Arabic) is the process 

of remove any kind of suffix from a word 

and return it to its initial form, which is the 

root word, we applied on Arabic dictionary 

[22] [24].  Figure 8 shows text after 

stemming process. 
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Figure 8: A sample of stemmed text 

 

 

Step 5: lemmatization (Arabic): In natural 

language processing, lemmatization entails 

organizing words based on their root 

lexical components. It is used in computer 

programming and artificial intelligence for 

natural language processing and 

understanding [25] [26]. Figure 9 shows 

the text after using stemming and 

lemmatization. 

 

 

Figure 9: A sample of stemmed and lemmatized 

text 

 

The preprocessing step is applied twice, 

the first-time applying stemming, and the 

second time applying stemming and 

lemmatization. 

3.4 Feature Selection 

Feature selection is used in the machine 

learning process to enhance accuracy. 

Also, it improves the algorithms' 

prediction power by choosing the most 

important variables and removing the 

redundant and useless ones [27]. In this 

model we applied TF-IDF Vectorizer. 

 

 

The TF-IDF technique is designed to 

compute word frequency, The TF-IDF 

score is subsequently applied to each 

document. Word frequency is used to find 

keywords that are more significant (occur 

more frequently) in a document, use TF-

IDF. The TF-IDF Vectorizer converts 

documents into tokens, learns vocabulary, 

and reverses the frequency weightings of 

texts[28].  

The TF-IDF is a weighing matrix that is 

used to determine the importance of a 

phrase (count + weight) to a document in a 

dataset. Tokens retrieved from text data 

that use the TF-IDF and count vector 

procedures are identical; although, the 

term frequency (TF) and inverse document 

frequency (IDF) metrics are combined in 

TF-IDF (IDF)[29]. Equation represents the 

TF-IDF equation (1). 

 𝑇𝐹/𝐼𝐷𝐹 =  𝑡𝑓(𝑡, 𝑑) ×  𝑖𝑑𝑓(𝑡, 𝑑)        (1)                                                                                           

Studying how TF-IDF works will help 

obtain a better understanding of how 

machine learning algorithms operate. 

While machine learning algorithms are 

consistently better at operating with 

numbers, TF-IDF approaches assist them 

in deciphering words by assigning them a 

numerical value or vector. it improves the 

performance of machine learning 

classifiers [30], [31]. The machine learning 

classifiers use the keywords depend on 

their weights, Figure 10 displays an 

example of the text weight of the applied 

dataset using TF-IDF. 
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Figure 10: A sample of text weight 

 

3.5 Credibility Detection using Decision 

Tree Algorithm  

In this paper, Decision Tree algorithm is 

applied to detect the credibility of news as 

will be explained in the following. 

A study by [33] stated that: “DTs are a non-

parametric supervised learning method 

used for classification; it predicts the value 

of a target variable by learning simple 

decision rules inferred from the data 

features.”    

Decision trees, which are termed white box 

ML algorithms, employ internal decision-

making logic that obtained information 

from a data set may be simply retrieved in 

a comprehensible manner, DT demands 

very little work from its users for data 

preparation and analysis. 

The decision tree employs a non-

parametric technique, which means it is not 

dependent on probability distribution 

assumptions and is distribution-free. It has 

remarkable accuracy while working with 

high-dimensional data [35] 

4. Experimental study 

In the experiment, Precision, recall, 

Accuracy and F1-score were the methods 

used to measure the performance of the 

applied classifiers in this model using 

Python; 30% of the dataset was randomly 

selected for training, and the accuracy of 

each classifier method will be measured. 

The results will be illustrated. Decision 

Tree classifier is used twice in this 

experiment, once before and once after 

applying lemmatization, and the results are 

shown in the tables below: table1, table 2, 

table 3 and table 4.  

A-Results before using lemmatization 

Table 1: illustrates the result of decision 

tree classifier before using lemmatization 

for credible and non-credible news. 
 

Table 1: DT results of credible and non-credible 

news before using Lemmatization 

Decision Tree Classifier using Stemming only 

matrices Precision Recall F1-

Score 

Support 

Credible 0.89 0.86 0.88 463 

Non-

Credible 

0.87 0.90 0.89 496 

 

Table 2: illustrates the result of the 

decision tree classifier before using 

lemmatization for average results and 

measuring accuracy. 

 
Table 2: DT average results before using 

Lemmatization 

Decision Tree Classifier using Stemming only 

matrices Precision Recall F1-

Score 

Accuracy 

Average  0.874 0.901 0.887 0.882 

 

The confusion matrix of the applied 

decision tree classifier before using 

lemmatization in the previous figure 11. 
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Figure11: CM of DT before using lemmatization 

B-Results after using lemmatization 

Table 3: illustrates the result of decision 

tree classifier after using lemmatization 

for credible and non-credible news. 

 
Table 3: DT results of credible and non-credible 

news after using Lemmatization 

Decision Tree Classifier using lemma 

matrices Precision Recall F1-

Score 

Support 

Credible 0.86 0.86 0.86 463 

Non-

Credible 

0.87 0.87 0.87 496 

Table 4: illustrates the result of the 

decision tree classifier after using 

lemmatization for average results and 

measuring accuracy. 
 

Table 4: DT average results after using 

Lemmatization 

Decision Tree Classifier using lemma 

matrices Precision Recall F1-

Score 

Accuracy 

Average  0.88 0.868 0.87 0.866 

 

 

The confusion matrix of the applied 

decision tree classifier after using 

lemmatization in the previous figure12. 

 

 

Figure 12: CM of DT after using lemmatization 

 

5. Conclusion and future works 

This paper aims to detect news credibility 

on social media from Twitter by using 

decision tree algorithm. The model is 

applied twice: before applying 

lemmatization and after in the 

preprocessing stage. Lemmatization 

produced better results equal 86.6%.  

Future work can be conducted to classify 

Arabic by using different classifiers 

machine learning algorithms and compare 

between results. Using franco Arabic 

dataset to determine their credibility of 

news. Using alternative methods in feature 

selection, as information gain and 

information gain ratio, and comparing 

outcomes, applying data sets from multiple 

social media platforms, such as Facebook 

and Instagram, rather than Twitter.  
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