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Abstract: The prediction of early childhood numeracy skills development is often studied by determining the learner’s 
performance in a numeracy test. It is an important study area since numeracy impacts on the learner’s mathematical and 
statistical abilities later in life. Despite having pros and cons over each other, classification algorithms are often applied in 
the prediction of early childhood numeracy skills development without justifying the choice of a certain algorithm over 
others. In this paper, the bi-directional stepwise logistic regression model (SLRM), hierarchical logistic regression model 
(HLRM), classification and regression tree (CART) and Naïve Bayes (NB) were compared in terms of their ability to predict 
learners’ numeracy test performance. The algorithms were compared using the true positive rate, true negative rate, 
specificity, sensitivity, classification error, classification accuracy and the area under the receiver operating characteristic 
curve (AUROC). The results showed that the HLRM which has been applied by several previous studies on the prediction 
of numeracy test competence is the best classifier followed by SLRM, CART then NB. The study also confirmed some 
important predictors of the learner’s performance in a numeracy test some of which were also identified by some previous 
studies on early childhood numeracy development. Some gaps and recommendations for future research pertaining to the 
classification algorithms as well as implications for practice were also highlighted. We have made the HLRM scoring 
algorithm generated from SPSS available as a supplementary material and can be used to classify a set of new learners to 
either the pass or fail group. 
 
 

Keywords: Machine learning, stepwise logistic regression, hierarchical logistic regression, classification and regression 
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1 Introduction 

In many real-life applications of statistics, the choice of a statistical technique mainly depends on the objective of the research, 
the type of measurement scales of the data and the researcher's knowledge about the theoretical relationships between the 
variables. However, in the current study, we acknowledge that although the objective of the research and the measurement 
scales may limit the researcher to applying one statistical technique in their study, there are situations where there may be 
many alternative statistical methods of addressing the objectives of a particular study. In such cases, there may be a need to 
compare the methods and select the best approach based on some comparison criteria. In the current study, some statistical 
methods used by previous studies in determining the factors that impact on early childhood numeracy skills development are 
reviewed. We then extend the scope of these previous studies by narrowing the focus to comparing the performance of some 
classification and regression models in identifying the important determinants of and predicting the learners’ performance on 
a numeracy skills test. Numeracy skills enable one to have “the knowledge and capabilities required to accommodate the 
mathematical demands of private and public life, and to participate in society as informed, reflective, and contributing 
citizens” [1]. A written numeracy test is a typical way of assessing the learner’s numeracy skills; hence the interest of this 
paper is on determining the factors influencing the learners’ performance on a numeracy test.  
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Although the paper uses data on numeracy test results, the scope of the study is more biased towards the statistical 
methodology around classification algorithms with the aim of contributing to this area. The current study is innovative since 
the classification and regression models that were compared form part of the machine learning models. In this era of the 4th 
industrial revolution, such machine learning models may be used in the development of systems that can automate the 
prediction of early childhood numeracy test results based on the variables which would be identified when training these 
models. This automation of the prediction of a dependent variable is artificial intelligence. As such, the present study does 
not only extend the scope of previous application studies by comparing some machine learning models, but its results also 
form the basis for identifying the determinants of numeracy test results in children and form a basis for using AI in predicting 
numeracy tests results. Through this study, the best classification algorithm for the prediction of numeracy test results is 
identified and having the best classification algorithm that produces more accurate results will enable education practitioners 
and planners to identify at risk learners at an early stage and to draw up some interventions in advance.  
 
 2 Literature review 
 

The most commonly used classification algorithm in previous studies on early childhood numeracy skills development is the 
hierarchical logistic regression model (HLRM) which is also known as multilevel regression [2, 3, 4]. [5] explain that the 
HLRM is useful when modelling data with a group structure and a binary dependent variable where the group structure is 
defined by the presence of micro-observations embedded within contexts. The authors further explain that at the micro level, 
the usual logistic regression model (LRM) is defined for each context and then the micro coefficients are treated as functions 
of macro independent variables in the second step of the HLRM. Although it cannot be used for classification or prediction 
of early childhood numeracy performance per say, the second most commonly used method for identifying the determinants 
of the learners’ performance on a numeracy test is the structural equation model (SEM) [6, 7, 8, 9]. Author [10] define SEM 
as a multivariate statistical analysis technique that is used to analyse structural relationships. The SEM as a statistical method 
that combines factor analysis and multiple regression analysis to determine the structural relationship between the variables.  
Since SEM is not a prediction or classification algorithm and cannot be directly compared to the classification algorithms 
considered in the current study, the SEM will not be used in the current study despite its popular use in previous studies on 
early childhood numeracy skills development. Other commonly used classification methods from previous studies on the 
prediction of learners’ performance on a numeracy include the stepwise logistic regression model (SLRM) [11] and the 
classification and regression tree (CART) [12]. SLRM involves a step-by-step iterative process of adding or removing 
potential predictor variables to the model and testing for statistical significance after each iteration [13] until only the predictor 
variables that give the most significant model are remaining in the model. CART is a decision tree used to explain how the 
dependent variable can be predicted based on some iterative selection of predictor variables where each fork of the tree is a 
split in a predictor variable and each node at the end has a prediction for the dependent variable [14].  

The models used by previous studies to predict learners’ performance on a numeracy test (HLRM, SLRM and CART) 
fall under the umbrella of supervised machine learning classification algorithms.  These algorithms are first trained using a 
labelled training dataset then the trained algorithm is fed on the unlabelled test dataset in order to predict the class of the 
dependent variable [15]. From previous studies on the prediction of the learners’ performance on a numeracy test, it can be 
noticed that in most cases; only one of these supervised machine learning classification algorithms were used per each study 
and the justification for the choice of each of these models for a particular study was not usually explicitly given. The 
assumption made in the current study is that the choice of classification algorithms used in the already reviewed studies was 
based solely on the objective of these studies which was to determine the factors that affect early childhood numeracy 
performance and to predict this dependent variable based on the identified predictor variables. However, given that different 
classification algorithms were used for each study to address this same objective, the current study acknowledges that the 
objective of determining the factors that affect early childhood numeracy performance and its prediction can be addressed 
using different classification algorithms and there was a need to determine which algorithm (s) performs the best in this 
regard in order to justify the use of this algorithm (s) in future studies on this discipline.  

This need emanates from the fact that each of the classification algorithms has its advantages and disadvantages. For 
example, SLRM results are dependent on the sampling error present in any sample and can lead to erroneous results; and due 
to its iterative and automatic selection of variables, the independent variables that it selects my not be in accordance with the 
theory [16]. SLRM also has a major limitation of underestimating standard errors of the parameter estimates and this leads 
to narrow confidence intervals which in turn leads to unreliable t-ratios [17], hence unreliable hypothesis testing results 
pertaining to the significance of predictor variables. [16] Further explain that the selection of independent variables for the 
HLRM on the other hand is not automatic; therefore, the researcher’s selection of the predictor variables to be included in 
the HLRM is informed by theory and this gives the HLRM an advantage over the SLRM. Some advantages of the CART 
include good variable selection and being robust to outliers and the presence of missing values but its limitations include 
being sensitive to small changes in data and the likelihood of overlooking relationships between independent variables [18]. 
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Given that they have some limitations and advantages, the need to identify the best performing classification algorithm for 
learners’ performance on a numeracy test remain a burning issue because most previous studies in this area were application 
studies and did not seek to identify the most accurate algorithm for this problem. The current study seeks to bridge this gap 
by comparing some previously used supervised machine learning classification algorithms for predicting early childhood 
numeracy performance (HLRM, SLRM and CART) with the intention of identifying and recommending the best 
classification algorithm for future studies on the prediction of the learner’s performance on a numeracy test. The current 
study also extends the scope of previous studies on the prediction of early childhood numeracy performance by including the 
naïve Bayesian (NB) algorithm, or Naïve Bayes in the comparison of the machine learning classification algorithms. [19] 
explains that NB is one of the most efficient and effective machine learning algorithms.  

The NB algorithm is defined as a simple probability classifier through which a set of probability of an observation 
belonging to a certain category of the dependent variable (passing or failing the test in our case) is calculated by counting the 
frequency and combinations of values in a given data set [20].  [20] points out that although the assumption of conditional 
independence of variables under the NB methodology is rarely true in real-world applications, which makes this assumption 
to be naive, the NB tends to learn quickly in many classification problems. Some of the advantages of NB as identified by 
[21] are its ability to represent knowledge, manage complex datasets, handle small datasets and it can minimise noise in 
training datasets. In some previous studies, the NB has been compared to other classification algorithms in other disciplines 
such as in landslide susceptibility assessments against logistic regression [22], in flash flood susceptibility mapping against 
the Kernel Logistic Regression (KLR), Radial Basis Function Classifier (RBFC) and Logistic Model Tree (LMT) [23] and 
in the classification of Malaria complication against the CART [24]. However, the performance of NB against the HLRM, 
SLRM and CART in predicting early childhood numeracy performance remains unknown. It is in light of this gap in literature 
that the NB is compared to the HLRM, SLRM and CART to determine the best classification algorithm for predicting the 
learners’ performance on a numeracy test. 
 
3 Method 
 

3.1 Participants 
 

The data used in this study is part of the Snap Survey of Ordinary Schools 1997-2016 [1]  and was sourced from the Data 
First repository. The data comprises 13789 primary school learners aged between eight to less than thirteen years and was 
collected from eight provinces in South Africa. This data comprises some demographic variables of the learners, family 
structure variables, variables measuring the child’s home learning activities and family support towards the learner’s 
schoolwork, variables measuring some basic household resources such as the availability of water, and the dependent variable 
of interest which is the learner’s numeracy test results. These variables are further described in Table 1. 
 
3.2 Measures 
 

Table 1: Measures and variables. 

  

PASS RATE 

0%-39% 40%-100% 

(n=9919, 71.9%) (n=3870, 28.1%) 

Count % Count % 

Demographic variables 

province 
Western Cape 731 7.4% 572 14.8% 

Kwa-Zulu Natal 2036 20.5% 796 20.6% 
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North-West 806 8.1% 308 8.0% 

Eastern Cape 1510 15.2% 662 17.1% 

Northern Cape 722 7.3% 246 6.4% 

Mpumalanga 1556 15.7% 634 16.4% 

Limpopo 1675 16.9% 284 7.3% 

Free-State Province 883 8.9% 368 9.5% 

gender 
MALE 5154 52.2% 1881 48.7% 

FEMALE 4727 47.8% 1983 51.3% 

actual age 
8-<10 YEARS 8306 83.7% 3460 89.4% 

11 -<13 YEARS 1613 16.3% 410 10.6% 

home language 

ISIXHOSA 1780 17.9% 685 17.7% 

AFRIKAANS 913 9.2% 822 21.2% 

SESOTHO 956 9.6% 225 5.8% 

SETSWANA 1104 11.1% 268 6.9% 

ISIZULU 2347 23.7% 804 20.8% 

ISINDEBELE 268 2.7% 72 1.9% 

ENGLISH 148 1.5% 437 11.3% 

SISWATI 393 4.0% 185 4.8% 

tshiVENDA 210 2.1% 27 0.7% 

XiTSONGA 561 5.7% 84 2.2% 

SEPEDI 1239 12.5% 261 6.7% 

Family structure 

stay with mother 
NO 2080 21.0% 641 16.6% 

YES 7839 79.0% 3229 83.4% 
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stay with father 
NO 4662 47.0% 1729 44.7% 

YES 5257 53.0% 2141 55.3% 

stay with grand mother 
NO 5361 54.0% 2426 62.7% 

YES 4558 46.0% 1444 37.3% 

stay with grandfather 
NO 7310 73.7% 3138 81.1% 

YES 2609 26.3% 732 18.9% 

stay with aunt 
NO 6646 67.0% 2881 74.4% 

YES 3273 33.0% 989 25.6% 

stay with uncle 
NO 7281 73.4% 3046 78.7% 

YES 2638 26.6% 824 21.3% 

other children 

BETWEEN 1 AND 4 6978 70.3% 3026 78.2% 

MORE THAN 5 CHILDREN 2941 29.7% 844 21.8% 

At home learning activities and family support 

adult reads stories at home 

NEVER 4043 40.8% 1773 45.8% 

MORE THAN 2 TIMES A WEEK 5876 59.2% 2097 54.2% 

how often adult read to child 

NEVER 6544 66.0% 2571 66.4% 

MORE THAN 2 TIMES A WEEK 3375 34.0% 1299 33.6% 

how often read alone 

NEVER 4876 49.2% 1468 37.9% 

MORE THAN 2 TIMES A WEEK 5043 50.8% 2402 62.1% 

how often do child do homework NEVER 3929 39.6% 964 24.9% 
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MORE THAN 2 TIMES A WEEK 5990 60.4% 2906 75.1% 

does adult help with homework 

NEVER 1379 13.9% 441 11.4% 

MORE THAN 2 TIMES A WEEK 8540 86.1% 3429 88.6% 

mother help 

NEVER 5110 51.5% 1735 44.8% 

MORE THAN 2 TIMES A WEEK 4809 48.5% 2135 55.2% 

father help 

NEVER 8526 86.0% 3071 79.4% 

MORE THAN 2 TIMES A WEEK 1393 14.0% 799 20.6% 

sister help 

NEVER 6390 64.4% 2727 70.5% 

MORE THAN 2 TIMES A WEEK 3529 35.6% 1143 29.5% 

brother help 

NEVER 8333 84.0% 3226 83.4% 

MORE THAN 2 TIMES A WEEK 1586 16.0% 644 16.6% 

Basic household resources and resources 

electricity 
NO 3224 32.5% 891 23.0% 

YES 6695 67.5% 2979 77.0% 

tap water 
NO 5039 50.8% 1362 35.2% 

YES 4880 49.2% 2508 64.8% 

toilet in house 
NO 6867 69.2% 1908 49.3% 

YES 3052 30.8% 1962 50.7% 

car NO 6160 62.1% 1769 45.7% 
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3.2 .1 Family structure 
 

The family structure variables are all binary (0=No and 1=Yes) and they determine whether the learner stays with their 
mother, father, grandmother, grandfather, aunt, uncle and whether there are other children in the learner’s household. The 
previous studies reviewed in this current study  [2, 3, 4, 5, 6, 7, 8, 9, 10] did not include the presence of or absence of these 
family members in their models. As such, the inclusion of these family structure variables extends the scope of these previous 
studies. Family structure variables are important to explore. For example,  [11] found that living in single-mother families 
has a negative effect on the time that the child invests in studying, reading and doing homework. In another study, [12] found 
that the extent to which mothers and fathers equally share responsibilities for playful activities may promote the child’s 
cognitive development. The other study that highlights the impact of family structure on early childhood development is the 
one conducted by [13] which established that having an older sibling in general is associated with increased working memory 
whereas having an older sister is related to increased working memory and cognitive flexibility in young children. As such, 
the family structure variables’ impact on the learner’s performance in a numeracy test and they will be tested in the current 
study alongside the other variables which are discussed below. 

3.2.2 At home learning activities and family support 

Author [14] who conducted a study to determine the role played by home numeracy related activities on the development of 
early numeracy skills explain that parents play a very important role in the development of early numeracy. As such, the 
current sought to extend this argument by determining whether the number of times in which the parents assist the child with 
homework has an impact on the development of the performance in a numeracy test. The study extends this enquiry to 
determine whether the support from other adults in the household such as the learner’s siblings also has an impact on the 
development of the child’s numeracy skills. 

The rationale behind the inclusion of family support variables also arises from previous studies such as the ones conducted 
by [8] who determined how family and individual variables are associated with the numeracy interest and competence. 
[7]found that children's numeracy interest was linked with their parents’ practices and attitudes. [4] found that mothers’ 
engagement in numeracy practices at home had an impact on the children’s numeracy performance. [2] also found that Home 
learning environment (HLE) which was determined by the extent to which primary caregiver and the child do activities 
related to numeracy is associated with numeracy skills in the first year of preschool. [3] established that parent-child 
collaborative activities increased the child’s exposure to numeracy activities. It was therefore important to include family 
support variables in the algorithms that were evaluated in the current study. 

3.2.3 Basic household infrastructure and resources 

YES 3759 37.9% 2101 54.3% 

computer 
NO 8351 84.2% 2575 66.5% 

YES 1568 15.8% 1295 33.5% 

newspaper everyday 
NO 5572 56.2% 1891 48.9% 

YES 4347 43.8% 1979 51.1% 

fridge 
NO 3969 40.0% 986 25.5% 

YES 5950 60.0% 2884 74.5% 

washing machine 
NO 7640 77.0% 2104 54.4% 

YES 2279 23.0% 1766 45.6% 
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In their study, [15] explained that there is evidence that the extent to which the child is experiences poverty (persistent, 
transient or non-poor) affect the child’s cognitive and behavioural traits. The availability of resources such as a car, fridge 
and washing machine which eases the day-to-day chores of the learner, and their family members are some of the variables 
which are important to consider when defining poverty. As such, the effect of these variables on the child’s numeracy skills 
development is also of interest to the current study. Access to tap water and electricity in one’s household are also some of 
the variables which are important to consider when defining poverty. As such, the effect of these variables on the leaners’ 
performance on a numeracy test is also of interest to the current study. Certain previous studies have also tested the impact 
of these variables on the child’s performance in a numeracy test. For example, [5] included a variable measuring water and 
sanitation facilities in their model. Several previous studies have also established that the socio-economic status of the learner 
has an impact on the learner’s numeracy skills attainment.  

3.2.4 Demographic variables of the learners 

The child’s demographic variables (province of origin, gender, age and home language) will also be included in the 
classification algorithms under study. Several studies have established that these variables have an impact on the child’s 
performance pertaining to numeracy skills test. [5] found that height-for-age has a positive impact on the child’s literacy–
numeracy and learning development; [7] found that children's numeracy competence is related to their gender and age, and 
[2] also established that gender and native language status impacted the children’s numeracy competence. 

3.2.5 Learner’s numeracy test results 

The dependent variable in the current study is the learner’s numeracy test results. The pass mark ranges from 40% to 100% 
and 0% to 39% is considered to be a fail. The dependent variable is a binary variable in which 0 denotes a fail and 1 denotes 
a pass. The learners who failed the test comprise 71.9% (n=9919) and those who passed the numeracy test comprise 28.1% 
(n=3870) of the whole sample. 

 

4 Data analysis procedure 

Four supervised machine learning classification algorithms namely the hierarchical logistic regression model (HLRM), 
stepwise logistic regression model (SLRM), classification and regression tree (CART) and naïve Bayes (NB) are compared 
on the basis of their ability to classify learners according to their competence in a numeracy test using family structure, family 
support, basic household infrastructure, basic household resources, demographic variables of the learners and learner’s 
numeracy test results. In this section, the mathematical formulations of these learning algorithms are briefly introduced, and 
the criteria used in comparing these algorithms are also discussed.  

SLRM 

The SRLM was first proposed by Efroymson in 1960 and it is an iterative method for choosing predictor variables for a 
regression model [16]. There are three variants of stepwise regression which are forward selection, backward selection, and 
bi-directional selection. At each step of the forward selection method, the predictor variable which that gives the most 
significant value for the new model from all candidate predictors for entry is added to the model [17]. For the backward 
selection approach, the process starts with all predictor variables included in the model and at each step, a predictor variable 
is removed so that the variables remaining yield the most significant new model that is better than the previous model. For 
the bi-directional selection approach, the forward selection method is used to select the variables that are eligible for entry, 
and the backward selection method is used to remove the variables that were eligible for exclusion from the model based on 
the SBC.  Since it encompasses both the forward and backward selection, the bi-directional stepwise regression was the one 
that was applied in the current study and its results were compared to that of the other three algorithms under study. The 
iteration selection and/or removal of variables for the bi-directional approaches were set to be terminated when the SBC for 
the validation dataset is greater than that of the training dataset at a particular step [17]. All data analyses for the SLRM were 
performed using the HPLOGISTIC procedure in Statistical Analysis System (SAS) version 9.4.  
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After selecting the predictor variables, the model for predicting the learner’s numeracy test results was automatically 
fitted using the conventional multivariate binary logistic regression model using only the variables selected by the bi-
directional selection approach. Through the conventional multivariate binary logistic regression model, the odds of a learner 
passing the numeracy test were compared to the odds of not passing the test based on the odds ratio (OR). The OR is 
represented by Equation 1 [18]: 
 

𝑂𝑅 = !
"#!

 ,           (1) 

where p is the probability of a learner passing the numeracy test whereas 1-p is the probability of a learner failing the 
numeracy test. 

The logistic regression analyses the natural logarithmic (Ln) transformation of the odds which is known as the log odds 
or logit. The logit is computed using Equation 2 [18]: 
 

𝐿𝑜𝑔𝑖𝑡(𝑝) = ln . !
"#!

/ = 𝛽1$ + 𝛽1"𝑋" + 𝛽1%𝑋% +⋯+ 𝛽1&𝑋&,      (2) 
 

where 𝛽1&’s for i=0…I are estimates of the coefficients of the predictor variables and 𝑋&’s are the predictor variables remaining 
in the model after stepwise selection was implemented. Equation 2 can also be expressed as the probability of the learner 
passing the numeracy test (p(y=1)) given a set of predictor variables that were selected by the stepwise methods (𝑋&’s) which 
will yield Equation 3 [18]: 

 
𝑝(𝑦 = 1	|	𝑋&’𝑠	) =

"

𝟏(𝒆!"#$%&#$'('&#$)()&⋯&#$+(+,
        (3) 

 
The parameters such as the coefficients of the model together with their standard errors and p-values are estimated by 
maximising the likelihood of the model. The likelihood in our case is the probability that the observed values of the numeracy 
test results may be predicted from the observed values of the stepwise selected predictor variables remaining in the final 
models. This method of estimating parameters for a regression model is known as the maximum likelihood approach. 
 
CART 
 
Author [19] explain that the CART was developed by Breiman, Friedman, Olshen and Stone in 1984, and [20] describe it as 
a non-parametric data mining technique that is used to create a decision tree that in turn can be used to classify observations 
based on a given outcome. A decision tree is a classification method that uses multiple predictor variables to create prediction 
algorithms for a dependent variable and it is represented by a diagram which depicts a tree with a root node, internal nodes, 
and leaf nodes [21]. The root node or decision node marks the beginning of the tree, and it divides all observations into two 
or more mutually exclusive subsets, internal nodes or chance nodes is a representation of one of the possible choices available 
at a particular point in the tree and the leaf nodes or end nodes represents the result of a combination of decisions [21]. The 
HPSPLIT procedure was used to fit the CART in SAS 9.4 where Entropy was used for growing the tree. Entropy is one of 
the nodes splitting criteria whose aim is to reduce the impurity of a node [22]. For a dataset D, the Entropy impurity measure 
for a binary dependent variable is computed using Equation 4 [23]: 
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑫) = ∑ −𝑝& log% 𝑝&
*
&+" ,          (4) 

 
where 𝑝& is the probability that an arbitrary tuple in dataset D belongs to class g.  

At each node, CART aims to maximise the information gain which is the difference between the original information and 
the information obtained after the partitioning the node [23] and it is also known as the goodness of split [24]. At each step, 
the information gain is computed using Equation 5 [23]: 
 

𝐺𝑎𝑖𝑛(𝑫,𝑿) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑫) − ∑ ,𝑫-,
|𝑫|
𝐸𝑛𝑡𝑟𝑜𝑝𝑦G𝑫/H0

/+" ,       (5) 

where X is a predictor variable at a particular node and 𝑫/ are elements of a subset of partitions of D. The node is split only 
if splitting leads to an improvement in the information, otherwise it is not split. It is worth noting that in many practical uses 
of CART, not all candidate predictor variables are used in the tree and it is possible that one variable can be used in more 
than one node [21].  
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Over-fitting in CART creates a complex model which is likely to yield unreliable results when such a model is used for 
prediction, and such complex models are not generalisable and they lack robustness [21]. In the current study, post pruning 
was used after creating the tree to optimise the computational efficiency and classification accuracy of the tree [25]. Post-
pruning also reduces the unnecessary complexity of the tree by reducing its size and this will lead to a less cumbersome 
structure of the tree [25] and in turn will make the tree more useful for prediction. For the current study, the Quinlan’s 1987 
reduced-error pruning was used. The method performs pruning by starting with a full tree 𝑇$, then it creates a subtree by 
replacing a node from the full tree with a leaf and calculates the error rate from the validation dataset [26]. The node with the 
smallest error rate is then replaced with a leaf and a subtree 𝑇" is created. The process is repeated and the subtree that has the 
smallest error rate is selected as the final subtree [26]. 

NB 

Naïve Bayes classification algorithm is based on the Bayes Theorem which was first discovered by Thomas Bayes in 1763 
[27]. The algorithm assumes that each predictor variable makes an independent and equal contribution to the dependent 
variable [28]. The Bayes Theorem states that [29]: 
 

𝑝G𝐺/|𝒙H =
!12.3!1𝒙|2.3

!(𝒙)
 ,          (6) 

 

where 𝐺/are groups of the dependent variable, x is the vector of independent variables, 𝑝G𝐺/|𝒙His the posterior conditional 
probability of belonging to a group 𝐺/ of the dependent variable given the vector of predictor variables x, 𝑝G𝐺/H is the prior 
probability of belong to a group of the dependent variable, 𝑝G𝒙|𝐺/H is the likelihood which is the probability of the 
independent variable given a group of the dependent variable, and 𝑝(𝒙) is prior probability of the independent variable. 

By letting the vector of n independent variables in the current study to be [𝑥", 𝑥%, … , 𝑥7] then Equation 6 can be re-written 
as: 

 

𝑝G𝐺/|𝑥", 𝑥%, … , 𝑥7H =
!12.3!18'|2.3!18)|2.3…!18/|2.3

!(8')!(8))…!(8/)
        (7) 

 

Author [28] explain that for a specific dataset, the denominator of Equation 7 is constant, therefore; the equation can be 
written as the following simplified proportionality: 

 
𝑝G𝐺/|𝑥", 𝑥%, … , 𝑥7H ∝ 𝑝G𝐺/H𝑝G𝑥"|𝐺/H𝑝G𝑥%|𝐺/H…𝑝G𝑥7|𝐺/H       (8) 

 

The Naïve Bayes classification algorithm generates a label 𝐺	which estimates the probability of a given sample with known 
values of the independent variables to belong to a certain group of the dependent variable by picking the 𝐺/ that maximises 
𝑝G𝐺/H𝑝G𝑥"|𝐺/H𝑝G𝑥%|𝐺/H…𝑝G𝑥7|𝐺/H . That is, 

 

𝐺 = 𝑎𝑟𝑔𝑚𝑎𝑥2. 	𝑝G𝐺/H𝑝G𝑥"|𝐺/H𝑝G𝑥%|𝐺/H…𝑝G𝑥7|𝐺/H        (9) 
 

In the current study, the Naïve Bayes algorithm is fitted using GaussianNB from the Scikit-learn module of the Python 3.9 
software. The parameter estimates for Naïve Bayes were estimated using maximum likelihood.  
 

 
 

 

The HLRM is used to analyse nested sources of variability by representing clustering impacts of observations (in the current 
study these are the learners) within groups of higher-level units when assessing the impact of predictor variables on the 
dependent variable (in this study this is the learner’s results from a numeracy test results) [44, 45]. In other words, the impact 
of predictor variables on the variability in the dependent variable is determined while taking the variability associated with 
each cluster/ hierarchy into account [44]. This approach is also referred to as multi-level regression. In this study, the HLRM 
was fitted using the Statistical Package for Social Sciences (SPSS) through the generalised linear mixed models module. The 
first step was to determine whether the candidate random effects for the model known as level 2 variables and/ or their 
interaction effects are significant before they were entered in the model. This was achieved by testing whether the intercept 
of the HLRM randomly varies across the level 2 variables. After identifying significant random effects, the HLRM was fitted 
by following two main steps. 

HLRM 
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In the basic step of the HLRM, the learner’s results from a numeracy test were predicted as a linear combination of level 
1 variables plus the intercept. The level 1 variables in the current study are family structure variables, at home learning 
activities and family support variables, and basic household resources. The level 1 model of the HLRMs is explained by 
Equation 9 [30]: 

𝑌&/ = 𝛼$& + 𝛼"/𝑋" +⋯+ 𝛼:/𝑋: + 𝑟&/ ,         (10) 
 

where 𝛼$& denotes the intercept of group j, 𝛼"/ denotes the slopes for the independent variable 𝑋" of group j and 𝑟&/ is the 
residual for learner i within group j.  

In the second step of HLRM, the level 1 parameter estimates (slopes) and intercept from the level 1 model are treated as 
dependent variables which are now predicted from level 2 variables. In the current study, the candidate level 2 variables were 
demographic variables which are province, gender, actual age and home language. That is, the relationship between level 1 
variables and the learner’s numeracy test results is determined while assuming that the learners are nested within their 
demographic variables or the interaction between some of them. Some of these demographic variables may not have any 
clustering effect and will be included as level 1 variables. Equations 11 and 12 represent the first two forms of level 2 
modelling in HLRM [30]: 
 

𝛼$& = 𝛾$$ + 𝛾$"𝑉" +⋯+ 𝛾$:𝑉: + 𝜀$& ,         (11) 
𝛼"& = 𝛾"$ + 𝛾""𝑉" +⋯+ 𝛾":𝑉: + 𝜀$&         (12) 

 
and so on. From Equations 11 and 12, 𝛾$$ and 𝛾"$ are intercepts, 𝛾$" and 𝛾"" are slopes predicting 𝛼$& 	and 𝛼"& respectively 
from variable 𝑉". The HLRM process assists one to accurately model the effects of level 1 and level 2 variables on the 
learner’s numeracy test results, and it can aid in determining the cross-level interactions to understand the determinants of 
the differences in the relationship between level 1 variables and the learner’s numeracy test results. The parameters of the 
model were estimated using maximum likelihood. 

Testing and Validation 

The classifications algorithms used in the current study were first trained and the trained algorithm was then validated in 
order to assess their predictive ability. As such, the data in this study was split into 70% training data and 30% validation 
data which is a commonly used training- to- validation data splitting ratio. 

Model Comparison Criteria  

The classification algorithms were compared using classification accuracy, classification error, precision, specificity, 
sensitivity (also known as recall) and the area under the receiver operating characteristic (AUROC) curve. These approaches 
have been used by many previous studies on the comparison of the effectiveness of machine learning models such as the 
studies by [31, 32]. The classification accuracy, classification error, precision, specificity, and sensitivity are computed from 
the confusion matrix which shows the number of correctly classified events (true positives) and non-events (true negatives), 
and incorrectly classified events (false negatives) and non-events (false positives) from the fitted classification algorithm 
using the validation dataset. The general confusion matrix is represented in Table 2. 
 

Table 2: Confusion Matrix. 

 
 Predicted 

Actual 

 40%-100% 0%-39% 

40%-100% True Positive (TP) False Negative (FN) 

0%-39% False Positive (FP) True Negative (TN) 

 
Using the statistics from Table 2, the following model comparison criteria are further calculated: 
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𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑎𝑐𝑐𝑢𝑟𝑎𝑦 = ;<(;=
;<(;=(><(>=

         (13) 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑒𝑟𝑟𝑜𝑟 = ><(>=
;<(;=(><(>=

= 1 − 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦     (14) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ;<
;<(><

           (15) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = ;=
;=(><

           (16) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = ;<
;<(>=

           (17) 

 
The statistics from Table 2 can also be reported as rates by dividing each one of them by the size of the validation dataset and 
multiplying the answer by 100%. The same can also be done for the statistics that are founded from Equations 13 through to 
17. 

In addition, the algorithms in the current study will also be compared using the AUROC which is the probability that a 
randomly chosen observation from the 0%-39% group will have a smaller estimated probability of belonging to the 40%-
100% group than a randomly chosen observation from 40%-100% group. The AUROC is computed using Equation 18 [33]: 
 

𝐴𝑈𝑅𝑂𝐶 = ∑@+#!(!(")/%
!7

,           (18) 

 
where ∑𝑟& is the rank of the ith observation from the 40%-100% group, and p and n are the total numbers of observations 
from the 40%-100% and the 0%-39% groups respectively. The algorithm with the highest classification accuracy, precision, 
specificity, sensitivity and AUROC as well as the lowest classification error was preferred. 
 
5 Results 

Table 3: Confusion matrices for classification algorithms. 

SLRM 

 
Predicted 

40%-100% 0%-39% 

Actual 
40%-100% (8%) (21%) 

0%-39% (3%) (68%) 

Naive Bayes 

 
Predicted 

40%-100% 0%-39% 

Actual 
40%-100% (59%) (14%) 

0%-39% (14%) (13%) 

CART 

 
Predicted 

40%-100% 0%-39% 

Actual 
40%-100% (68%) (4%) 

0%-39% (19%) (9%) 

HLRM 
 

Predicted 

40%-100% 0%-39% 

Actual 40%-100% (5%) (17%) 
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0%-39% (2%) (76%) 

 
Table 3 shows that when ranked from highest to lowest, the CART, Naive Bayes, SLRM and HLRM correctly classify 68%, 
59%, 8% and 5% of learners who passed the numeracy test (40%-100%) respectively. This implies that CART is the best 
algorithm in terms of the true positives rate. The table also shows that when ranked from highest to lowest, the HLRM, 
SLRM, Naive Bayes and CART correctly classify 76%, 68%, 13% and 9% of learners who failed the numeracy test (40%-
100%) respectively. This implies that HLRM is the best algorithm in terms of the true negatives rate. The algorithm with the 
worst misclassification of the learners who passed the test is the SLRM with 21% of the learners being misclassified as having 
failed the test, followed by HLRM (17%), then Naive Bayes (14%), but only 4% of the learners who passed the test were 
misclassified as having failed the test by CART. As such, CART is the best algorithm in terms of minimising the 
misclassification of learners who passed the test. In addition, the algorithm with the worst misclassification of the earners 
who failed the test is the CART with 19% of the learners being misclassified as having passed the test, followed by Naive 
Bayes (14%), the third worst algorithm relative to misclassification of learners who failed the test is SLRM (3%), but only 
2% of the learners who failed the test were misclassified as having passed the test by HLRM. As such, HLRM is the best 
algorithm in terms of minimising the misclassification of learners who failed the test.  

 
Table 4: Classification algorithms comparison criteria. 

C
la

ss
ifi

ca
tio

n  
A

lg
or

ith
m

 

C
la

ss
ifi

ca
tio

n  
ac

cu
ra

cy
 

C
la

ss
ifi

ca
tio

n 
er

ro
r 

Sp
ec

ifi
ci

ty
 

Se
ns

iti
vi

ty
 

(r
ec

al
l) 

Pr
ec

isi
on

 

A
U

R
O

C
 

SLRM (Bi-directional) 0.7518 0.2482 0.9607 0.2577 0.7350 0.7122 

HLRM 0.8108 0.1892 0.9783 0.2884 0.7297 0.5943 

CART 0.7691 0.2309 0.9420 0.2816 0.6718 0.7003 

NB 0.7177 0.2823 0.4768 0.8099 0.8019 0.6433 

 
Following the computation of classification accuracy, classification error, specificity, sensitivity, precision and AUROC, the 
algorithms were ranked based on their overall classification ability and the ranking of the algorithms is detailed in Table 5. 
 

Table 5: Ranking of the classification algorithms. 
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SLRM 3 3 2 4 2 1 15 

HLRM 1 1 1 2 3 4 12 

CART 2 2 3 3 4 2 16 

NB 4 4 4 1 1 3 17 

 
The classification accuracy measure in Table 4 shows that out of all the learners in the validation dataset, the algorithms 
classified more than 70% with HLRM giving the best classification accuracy (81.08%) whereas Naive Bayes gave the worst 
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classification accuracy (71.77%). The classification error is the percentage of observations remaining after the correctly 
classifying some observations (1-classification accuracy), therefore; it is obvious that the HLRM gave the lowest 
classification error (18.92%) whereas Naive Bayes gave the highest error (28.23%). The table also shows that except for 
Naive Bayes which has a specificity rate of 47.68%, all other algorithms have a sensitivity of more than 90% and HLRM has 
the highest specificity (97.83). This implies that, Naive Bayes severely misclassified the passes, whereas HLRM gave the 
best classification of the passes. On the other hand, Table 4 shows that Naive Bayes gives the best classification of the 
occurrences of failure (80.99%) whereas the other algorithms gave a poor classification of the occurrences of failure (at least 
25%) whereby SLRM severely misclassified of the occurrences of failure (25.77%). In terms of precision, the Naive Bayes 
gave the best results (80.19%) whereas CART yielded the worst results (67.18%). However, in terms of AUROC, SLRM 
gave the best results (71.22%), but Naive Bayes gave the lowest AUROC (64.33%). The comparison of the models using the 
statistics from Table 4 is further depicted in Figure 1. 
 

 
Fig. 1: Comparison of Classification algorithms. 

 
The ranking of the models in Table 5 is based on the model comparison criteria which are computed from the confusion 
matrices from Table 3 and are displayed in Figure 1. Under each model comparison criterion in Table 5, the model with the 
lowest rank is the best performer. That is, the models are ranked from good (1) to worse (4) in terms of their classification 
ability. As such, HLRM is the best algorithm for classifying learners relative to their performance on a numeracy test based 
on the predictor variables that were considered in the current study. The second-best algorithm is SLRM, followed by CART 
and NB is the least performing algorithm in terms of classification of these learners. The parameter estimates for the chosen 
model (HLRM) are discussed next. 

 
Table 6: Parameter estimates for the random effect. 

Random Effect Covariance Estimate Std. Error Z p-value 
95% Confidence Interval 

Lower Upper 

Var(Intercept) .896 .224 3.997 .000 .548 1.462 
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Covariance Structure: Variance components 
Subject Specification: homelanguage * province 

 
Only the interaction between home language and province had a significant random effect with a p-value of 0.000 as shown 
in Table 6. This implies that the relationship between level 1 variables (predictor variables) and the learner’s performance on 
a numeracy test varies randomly across the interaction effect between home language and province. As such, the regression 
model to determine impact of predictor variables on the variability in the learner’s performance on a numeracy test was then 
determined while taking the variability associated with the interaction effect between language and province into account and 
the parameter estimates for this model are presented in Table 7. 
 

Table 7: Parameter estimates for the fixed effects. 

Model Term �̀� Std. Error t p-value Exp(�̀�) 

Intercept -1.397 .1678 -8.325 .000 .247 

gender=Male .048 .0489 .990 .322 1.050 

actual age=1 -.366 .0737 -4.962 .000 .694 

stay with mother=1 .202 .0709 2.847 .004 1.224 

stay with father=1 -.262 .0550 -4.771 .000 .769 

stay with grandmother=1 -.097 .0577 -1.685 .092 .907 

stay with grandfather=1 -.232 .0664 -3.488 .000 .793 

stay with aunt=1 -.143 .0614 -2.332 .020 .867 

stay with uncle=1 -.006 .0657 -.097 .922 .994 

other children=1 -.158 .0569 -2.777 .005 .854 

adult reads stories at home=1 -.216 .0605 -3.565 .000 .806 

how often adult read tochild=1 -.048 .0644 -.741 .459 .953 

how often read alone=1 .257 .0544 4.731 .000 1.294 

how often do child do homework=1 .271 .0568 4.778 .000 1.312 

does adult help with homework=1 .158 .0800 1.979 .048 1.171 

mother help=1 -.098 .0557 -1.753 .080 .907 

fatherhelp=1 .036 .0698 .512 .609 1.036 

sister help=1 -.142 .0546 -2.608 .009 .867 

brother help=1 .038 .0663 .579 .562 1.039 

electricity=1 -.021 .0647 -.323 .747 .979 

tap water=1 .048 .0651 .741 .459 1.049 

toilet in house=1 .070 .0652 1.067 .286 1.072 
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car=1 .238 .0544 4.377 .000 1.269 

computer=1 .197 .0682 2.894 .004 1.218 

newspaper everyday=1 .004 .0546 .071 .943 1.004 

fridge=1 .311 .0638 4.870 .000 1.364 

washing machine=1 .278 .0704 3.944 .000 1.320 

 
From the results shown in Table 7, only the effect of variables with significant p-values of less than 0.05 are interpreted and 
insignificant predictor variables are not considered in this section. Exp (𝛽1) are the odds ratios and they explain the effect of 
a significant predictor on the odds or chance of a learner passing the numeracy test.  

From Table 7, it can be noticed that gender and actual age were the only demographic variables which were included as 
predictors in the model since they did not have a significant cluster effect on the variation of pass rate unlike home language 
and province which are not included in this table. However, only actual age has a significant effect on the pass rate (p-value 
=0.000) whereby the odds of passing a numeracy test for learners in category 1 of the age group (11 to <13 years) are 0.357 
(1-0.643) times less than that of learners in the younger age group (8- 10 years).  

From the family structure variables in Table 7, the odds of passing the numeracy test for learners who stay with their 
mothers are 0.224 (1.224-1) higher than those who do not stay with their mothers. However, having a learner staying with 
fathers, with their grandfathers, with their aunts or with other children in their households decreases the odds of passing the 
numeracy test by 0.231(1-0.769), 0.207(1-0.793), 0.133 (1-0.867) and 0.146 (1-0.854) respectively. 

For the at home learning activities and family support in Table 7, the odds of passing a numeracy test by learners who 
often read alone more than two times a week are 0.294 (1.294-1) times more than for those who never read alone at home. 
Also, the odds of passing the numeracy test by learners who do more homework more than two times a week are 0.312 
(1.312-1) times more than for those who never do homework, and the odds for learners who get help with homework from 
an adult more than 2 times a week are 0.171 (1.171-1) times more than for those who never gets help. On the other hand, 
getting help from a sister while doing school related activities at home decreases the odds of passing a numeracy test by 0.133 
(1-0.867) compared to those who never get help from their sisters. 

From basic household infrastructure and resource in Table 7, the odds of passing the numeracy test by learners who have 
a car, computer, fridge or a washing machine are 0.269 (1.269-0.269), 0.218 (1.218-1), 0.364 (1.364-1) and 0.320 (1.320-1) 
times more than for learners who do not have these resources at home. All other potential predictor variables of the learner’s 
performance were found to be insignificant in the HLRM.2 

 

6 Contribution to practice 

We have made the HLRM scoring algorithm generated from SPSS available as a supplementary material. This algorithm can 
be used to classify a set of new learners to either the pass or fail group. The algorithm only works with data that contains the 
variables names (measured on a binary scale) that were used in our study. When making recommendations using the predicted 
classifications from the algorithm, users should exercise caution and pay attention to the limitations of this model as noted in 
this paper. Users can follow these simple steps to use this algorithm: Open the dataset in SPSS, choose the UTILITIES tab, 
then choose the SCORING WIZARD, Import the HLRM scoring algorithm, click next twice, then set the value of the 
Probability of Selected Category to one (i.e. pass) and then click on FINISH. The predicted category from the new dataset 
will be saved as a variable in that dataset. 

 
7 Conclusions 

Previous studies reviewed in this study were focused on the application of some classification algorithms in the prediction of 
the learner’s performance in early childhood numeracy development without justification of the choice of the model or 
algorithm used in such studies. However, each classification algorithm has its own advantages and disadvantages, and the 
classification ability of these may vary from one area of application to the other so this study sought to determine the best 
classification algorithm for the data under study. Based on the results of the study, the four algorithms either give a good 
classification of learners who passed the test while severely misclassifying the ones who failed the test (CART and Naive 
Bayes) or the algorithms give a good classification of learners who failed the test while severely misclassifying the ones who 
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passed the test (HLRM and SLRM). However, after a further comparison of the algorithms in terms of classification accuracy, 
classification error, specificity, sensitivity, precision and AUROC revealed that the HLRM was found to be generally the best 
model for classifying the learners according to their performance in a numeracy test followed by SLRM, CART and Naïve 
Bayes respectively.  

Since the HRLM was found to be the best performing classification algorithm from the current study, the results support 
its implementation in many previous studies on early childhood numeracy developments such as the ones conducted by [3], 
[5] and . In addition, the SLRM which has also been used by some previous studies such as the one conducted by [3, 5, 8] 
and is also useful in classifying learners according to their performance in a numeracy test since it was ranked second after 
the HLRM. The SLRM also has an advantage over HLRM which is that it does not use all predictor variables since it selects 
some variables step wisely, but it still has a classification ability which is closer to that of the HLRM. As such, the SLRM 
may be the algorithm of choice if the researcher’s objective is to achieve parsimony.  
The HLRM results showed that the relationship between the predictor variables and the learner’s performance on a numeracy 
test is clustered within the interaction between the learner’s home language and province. Furthermore, some demographic 
variables (gender), the family structure variables (staying with father, with grandfather, aunts or with other children) and at 
home learning activities and family support (getting help from sister) were found to be decreasing the odds of a learner 
passing the numeracy test. It is worth noting that these variables were examined individually, and it was possible that a learner 
might have been possessing more than one or all of these attributes at a time and the effect of a combination of these attributes 
on the learner’s numeracy test results was not tested in the current study.  

The results of the current study also showed that some family structure variables (staying with mother), home learning 
activities and family support variables (reading alone more than two times in a week, doing homework more than two times 
in a week, and getting help with homework more than two times in a week) and basic household infrastructure and resources 
(having a car, computer, fridge or a washing machine in the household) increase the odds of a learner to pass the numeracy 
test. However, it should be noted that several other potential predictor variables that were tested in this study were not 
significant in the HLRM, therefore; they were deemed as not having any significant effect on the learner’s performance on a 
numeracy test.  

Based on the results of the current study, it is recommended that future studies should consider adding more classification 
algorithms to the ones compared in this study, especially the algorithms that have been found to be good classifiers from 
newly conducted studies but have not been test in a numeracy competence study. In the current study, prior to partitioning 
the data into training and validation datasets, 71.9% of the whole dataset comprised learners who had failed the test whereas 
28.1% were those who passed the test. As such, the difference between the numbers of observations in the event group 
(passed) and the non-event group (failed) was 43.8%. This is a relatively big difference between the groups of the dependent 
variable. As such, it is recommended that further research be conducted by varying the ratio of the number of observations 
in the event and non-event groups of the dependent variable and then comparing the performance of HLRM, SLRM, CART 
and NB. This will assist future research to determine whether the difference in the number of observations per group of a 
binary dependent variable has any impact on the performance of these classification algorithms. Another contribution could 
be to compare the models using imbalanced and balanced datasets (data augmentation methods may come in handy here).  

It is also worth noting that the NB have different variants for instance the Tree-augmented NB and the Parent-child 
Bayesian network [18] whereas only the NB classifier was used in the current study. Also, CART have different ways of 
being grown such as using the chi-square, CHAID or GINI whereas in the study only Entropy was used [26]. CART also 
have different ways of being pruned such as the cost complexity [26], but in the current study only the reduce error pruning 
approach was used. Some other alternatives that were not covered in the current study are the use of backward and forward 
selection approaches in SLRM as opposed to using the bi-directional selection approach as in the current study. Due the 
availability of these alternative methods, it is recommending that further studies may be conducted on the classification 
algorithms that were compared in the current study while taking these alternatives into consideration.  

Since the HLRM has been identified as the best algorithm for classifying learners according to their performance on a 
numeracy test, the HLRM algorithm can be stored may be used to develop a machine that can be used to automatically predict 
the chances of a child making it in a numeracy test. Knowing the likelihood of the child passing the test given some measured 
variables can assist the educators and planning personnel to identify at risk learners earlier in the course. These results may 
be used to inform planning and intervention. When the interventions are administered at an early stage of the leaner’s 
numeracy skills lessons, they may assist the learners who need help to pass the numeracy test.  

Based on the significant predictors of the learner’s performance in a numeracy test as identified in the current study, it is 
recommended that where possible the mothers of the learner should stay in the same household as the leaner, the learner 
should be encouraged to reading alone more than two times in a week and to do homework more than two times in a week, 
but we recommend the importance of ensuring that the learner gets help with homework more than two times in a week. It is 
also worth noting that as literature has shown, it is important to have a learner living in a household that have enough resources 
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such as the ones identified in this study which are a car, computer, fridge or a washing machine. All these variables were 
found to have a positive impact on the learner’s chances of passing a numeracy test which is a common measure of childhood 
numeracy development. 
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