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Abstract

Predicting student performance has attracted significant research interest in re-
cent years, owing primarily to its potential benefits to both students, in terms of
improving outcomes and post-graduation prospects, and educational institutions,
in terms of addressing issues such as differential attainment and targeted proac-
tive support of students at risk of lower performance. Substantial research effort
has been devoted to exploring data analysis and machine learning techniques in
this context. One of the main challenges is the availability of large and high-quality
datasets and associated issues such as data imbalance and limited scope of data anal-
ysis. Additionally, most researchers focus on predicting performance in the form of
a single predicted score, as opposed to a range of potential outcomes.

In this thesis, the aforementioned research gaps are addressed through a compu-
tational framework to predict student performance ranges using data analysis and
machine learning. The framework contains a unique combination of layers rang-
ing from data pre-processing to statistical analysis and learning prediction models,
with each layer carefully positioned to avoid any biased outcomes. This increases
confidence in the produced outcomes.

The proposed framework is validated using a rich, anonymised dataset provided
by the University of Huddersfield that contains significantly more samples and rele-
vant variables than what is commonly observed in the literature. Experiments focus
on predicting the performance of students based on data available at the point of
enrolment. This includes students that are completing their pre-qualifications for
entrance (e.g. A Levels) and allows exploring the widest possible group of stu-
dents available in the dataset. The predictions produced from the conducted ex-
periments represent a range of overall grade achievement (boundaries) at the end of
their course.

Results show an accuracy of 84%/86% (worst/common case scenario). Baseline
comparison shows an improvement of 3%/5% (worst/common case scenario) com-
pared to existing literature. In most cases, improvement is seen in both the best and
the worst performing models. This robustness of the framework can be partly at-
tributed to including means of tackling data imbalance, as well as exploring a wide
range of data analysis and machine learning models.

The main contributions of this thesis and the included framework involve: pre-
dicting students’ performance in the form of a range; integrating approaches to
tackle imbalanced data; performing in-depth data analysis using a range of statis-
tical methods; and considering both supervised and unsupervised learning algo-
rithms. It is envisioned that the framework can be integrated into existing student
performance dashboard systems, allowing academics and administrators to harness
its predictive capabilities and drive decision-making to improve outcomes across the
student body or targeted efforts, such as reducing differential attainment.
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Chapter 1

Introduction

1.1 Background

The focus of this thesis is on predicting student performances through the use of
data analytics and Machine Learning algorithms. This is an active interdisciplinary
research field in AI & Education. The major challenge in terms of predicting per-
formance is producing outcomes with the best accuracy. High prediction accuracy
results in precise early warning signs for those who are on the verge of performing
poorly in their academic studies. The typical input data in this prediction process
includes student records collected by educational institutions (or equivalent). The
output is an evaluation of a student’s academic capabilities, often looking at partic-
ular year groups or levels of study (e.g. undergraduates).

The purpose of this research is primarily to support institutions in identifying the
best & poor performing students. In the latter case, follow-up actions involve eval-
uating solutions to tackle concerns and avoid students at risk of poor performance
(in terms of their grades). Tackling at-risk students benefit both institutions and the
students themselves. The institution’s reputation increases and students have wider
opportunities after graduation.

Research in the use of AI in student performance prediction has been active since
the early 1990s. An early example is using classification analysis to predict retention
using doctoral and master’s students (Pyke and Sheridan [68]). Since then a wider
range of algorithms has been embedded in this topic. After the first phase, addi-
tional types of Machine Learning models from the Supervised Learning family have
been applied (Adekitan and Noma-Osaghae [2], Li, Lynch, and Barnes [55]) such as
Random Forest, Support Vector Machines, & Naive Bayes. In this second phase, the
models delivered many positive outcomes compared to the first phase. Such models
continue to be explored in the context of student performance prediction in more
recently published research (Mengash [60], Francis and Babu [31]). It is also worth
noting that Classification (especially Multi-Classification) is more common than Re-
gression with regard to predicting student performance.

Feed Forward Neural Networks have also attracted considerable interest, es-
pecially in recent years, in relation to predicting student performance, achieving
improved prediction accuracy compared to other Supervised Learning approaches
(Waheed et al. [80], Francis and Babu [31]). The benefits of using Feed Forward
Neural Networks are primarily due to their ability to detect complex nonlinear re-
lationships. The common approach by researchers seems to involve applying one
Feed Forward Neural Network with 2 or fewer hidden layers. In rare cases, more
than 2 hidden layers are included (Waheed et al. [80]). The answer to the question of
whether more hidden layers improve prediction accuracy is still unclear.

Other Supervised Learning techniques such as Gradient Boosting have also been
explored, but less commonly. A systematic literature review led to only a few papers
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using these recent algorithms (Alwarthan, Aslam, and Khan [8]). These papers are
focused on detecting student dropouts (Niyogisubizo et al. [62], Kiss et al. [50], Ad-
nan et al. [3]). This can be related to predicting student performance by associating
dropout incidence with poor student performance.

Researchers have also comparatively explored different supervised learning al-
gorithms in their experiments (Bujang, Selamat, and Krejcar [20], Masangu, Jadhav,
and Ajoodha [59]). In cases where a mixture of Supervised Learning algorithms are
applied, established ones are more likely to be included than relatively more recent
ones (Rodríguez-Hernández et al. [69]). Moreover, the common Supervised Learn-
ing model amount is 3 − 4 in one experiment setting. Finally, it should be noted that
Unsupervised Learning is very uncommon in the context of student performance
prediction, with only one recent study identified in a recent systematic literature
review (Alwarthan, Aslam, and Khan [8]).

Commonly used datasets in the existing literature involve student records that
contain qualitative and quantitative variables such as date of birth, ethnicity, gender,
& grades. Time series of academic cycles such as semesters are also used (Zhang and
Rangwala [88]). The experiment process involves collecting educational data, ap-
plying pre-processing and feeding them into a selection of decision-making models,
and returning and evaluating prediction results. In some cases, there are additional
steps applied. These include feature selection, which chooses the best combination
of variables (Greatorex-Voith and Anand [34], Xu, Moon, and Schaar [85]) and cross-
validation (Helal et al. [39], Yang et al. [86]).

1.2 Research Gaps

In one literature review, 357 papers on predicting student performance from 2010 −
2018 are evaluated (Hellas et al. [40]). The common decision-making model con-
tributes 18% (Linear Modeling) to the total number of papers collected. The common
features to derive student performance include course / pre-course performance
(e.g. quizzes) contributing to 13%. Even though the rise of (Feed Forward) Neural
Networks is occurring more recently, Machine Learning is popular in all years (even
in the latest year).

The same applies to another literature review, 44 papers since 2022 are evalu-
ated (Alwarthan, Aslam, and Khan [8]) and analysis shows that the best predic-
tors are ensemble learning models like Random Forest. The popular Supervised
Learning models applied are those used back in the 1990s (e.g. Logistic Regression).
And the common variables include course / pre-course performance contributing
to 72%. Again, Feed Forward Neural Networks have been shown to be applied but
not so much compared to other Supervised Learning methods. The common sample
amount of a dataset ranges from 30 − 300.

In addition, other literature reviews (Chaudhry and Kazim [24], Dignum [26])
show more current research challenges in AI for education. Many scopes of areas
were explored but one interesting challenge is the ethical side of using such data.
This is due to the enormous amount of personal data. Ethical issues also relate to
many legal barriers in studied countries. They also relate to collecting a suitable
dataset that contains sufficient samples & variables. This is the other challenge with
predicting student performance accurately as a rich high-quality dataset is required
to become reliable. Other forms of challenges (unrelated to this thesis) are interac-
tions with robotic teachers & online studying (e.g. mental health).
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Even though there has been extensive relevant research, some important issues
that deserve further exploration have been identified.

First, imbalanced data exist in many datasets in this field. The effect of explor-
ing potential methods is lacking. Since the issue cannot be fully enclosed, one can
introduce methods to reduce the chances. Second, student performance evaluation
has always been with performance values but tends to ignore outcomes with bound-
ary limits (maximum/minimum performance ranges). In real life, this can be better
suited as students’ academic performance fluctuates.

A third common issue is the lack of in-depth data analysis. The analysis explored
is insufficient and does not fully explore the strengths and weaknesses of approaches
from a statistical perspective. A fourth and final research gap involves the usage of
less explored approaches in the area, such as integrating Unsupervised Learning and
applying several Feed Forward Neural Network architectures with different hidden
layers at once. Since Unsupervised Learning is not designed for predictions, a model
pipeline process needs to be developed. This means it is one of the pre-processing
steps within it. Due to its clustering nature, a suggested duty can be grouping similar
student data before producing predictions.

The aforementioned gaps are interrelated, and this thesis aims to address all of
them to an extent in the next section.

1.3 Aim & Objectives

The main aim of this thesis is to design, develop and validate a computational frame-
work for predicting student performance in higher education that focuses on maxi-
mum/minimum performance ranges and is capable of achieving good results while
working with different Machine Learning approaches and imbalanced datasets.

To achieve this aim, the following objectives need to be met:

• To predict a performance range for students that describes the boundaries of
academic ability. The current trend is predicting a performance value. This is
to address the fact that a performance value ignores many circumstances that
are likely to occur in their studies, such as finance, personal family, mental,
health, etc.

• To develop an algorithm to reduce the probability of imbalanced data, overfit-
ting, and underfitting. This involves exploring for which variables this is pos-
sible and for which it may not be (such as ethnicity), as well as investigating
different machine learning models to achieve this, including both supervised
and unsupervised approaches.

• To validate the developed computational framework through in-depth data
analysis with a given dataset, alongside determining optimal configuration
and outcomes in each layer of the framework.

1.4 Contributions

This thesis makes contributions to research at the confluence of AI and Data Analyt-
ics and Education. It delivers novel methods for evaluating student performances
that can be better suited commercially, and practically. The results can be directly
useful either to Education researchers that are exploring the use of AI and Data An-
alytics or to AI and Data Analytics researchers that are either looking to explore
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Education as a domain or are exploring domains with similar characteristics to Ed-
ucation.

With respect to the stated aim & objectives, the contributions of this thesis are:

• Performance Range: The concept of expressing student performances with a
range output is unexplored. The contribution here is the output format, which
provides an insight into their minimum/maximum academic capabilities. A
performance range can be useful to identify hidden patterns such as grouping
student ranges and mapping them with the necessary resources.

• Imbalanced Data: There has been limited focus on addressing imbalanced data
in this application area. The contribution here is the algorithm process that
takes into account imbalanced data, which can be a potential solution for re-
solving the imbalanced data problem. Reducing the probability can deliver
preciseness & reliability to the prediction results (from the decision-making
models). The algorithm is designed to balance the ratio of data as much as
possible.

• In-Depth Data Analysis: Basic data analysis is applied in existing research
which includes data specification and generic statistics (e.g. correlation). Other
useful analyses that this thesis contributes to include dimensional reduction,
hypothesis tests, quantile, skew, and so on. This is important because one can
evaluate how the data should be applied to an experiment that returns the
most reliable evaluations.

• Different Feed Forward Neural Networks Architectures: Even though (Feed
Forward) Neural Networks have been applied previously, architectures com-
monly consist of a single network with 1 − 2 hidden layers. The contribution
here is introducing several architectures with different hidden layers in one
setting. It is an opportunity to determine if hidden layers provide improve-
ment to prediction accuracy.

• Unsupervised Learning Integration: Unsupervised Learning in this research
niche has been limited due to its clustering nature (not compatible with stu-
dent performance predictions). This thesis contributes to existing research by
introducing a model pipeline process that includes Unsupervised Learning as
one of the pre-processing steps. Its purpose involves grouping similar student
data before producing predictions.

1.5 Thesis Layout

The remainder of this document is organised as follows:

• Chapter 2 - Literature Review: This chapter explores past relevant works and
identifies missing gaps existing in the literature, as well as challenges, trends,
& motivations. This includes showcasing the broadness of the field.

• Chapter 3 - Computational Framework: This chapter explains in-depth each
layer of the proposed computational framework providing the reader with an
understanding of its purpose. It also provides a specification of the input and
output requirements of each layer, such as data cleaning requirements and the
model process to return predictions.
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• Chapter 4 - Experiment: In this chapter, the validation of the computational
framework presented in Chapter 3 is provided using a dataset explained at the
beginning of the chapter. It provides the configurations, comparison with past
works, and results.

• Chapter 5 - Experiment Evaluation: An explanation of the results produced in
Chapter 4 (Section 4.7) is provided here in full detail. This includes baseline
comparison with similar past works (application and benchmarks results), de-
termining the best and worst outcomes, and so on. The chapter also evaluates
whether the aim and objectives have been met and what learning has been
achieved.

• Chapter 6 - Conclusion: The chapter summarises the work in this thesis and
identifies opportunities for further research.
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Chapter 2

Literature Review

2.1 Introduction

This chapter expands on the literature overview in Chapter 1 by presenting the de-
tails of the systematic literature review conducted. In this introductory section, the
setup of the systematic literature review is provided. The papers summarised in
this chapter relate to AI and Education with the main focus being on predicting stu-
dent performance using decision-making algorithms (e.g. Supervised Learning). For
readers unfamiliar with machine learning and data analysis, Appendix A provides
the necessary background knowledge.

2.1.1 Research Questions

Before exploring past works, it is important to set the main questions that are to be
addressed by the systematic literature review. Having a set of questions delivers the
expectation of what information is worth exploring and not, it is also time efficient
and helps exclude irrelevant content. The main questions are the following:

• What are the challenges, state-of-the-art research, and trends in predicting stu-
dent performance?

• What are the most common and least common AI and data analytics tech-
niques employed for predicting student performance?

The main questions contribute to the core of the thesis & this chapter provides
the answers. There is a chance that this chapter provides answers to additional ques-
tions, even though this may be the case, they are not a compulsory requirement. It
provides answers to the latest missing gaps that can deliver usefulness to the re-
search community. It is important to avoid duplicate work as it doesn’t contribute
new knowledge to the research field. So, reading papers published in recent years
should be considered.

2.1.2 Search Strategy

The literature review relies on several search techniques. This includes using key-
words, reading the abstract, and/or filtering based on the published year. Collect-
ing recent papers provide an understanding of the current trend, challenges, and
state-of-the-art research. The referencing style first cites the author(s) alongside the
reference number that is listed in the bibliography (an example: Helal et al. [39]).

To find papers, a search strategy is required. An automated keyword search is
used, with two levels of keywords, conjunctively combined with AND. The first
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level includes the term predict student performance. The second level includes a dis-
junction of different terms related to the topic: Supervised Learning, Neural Networks,
Regression, Classification, Academic, Education, Grades, Student Data, Dropout. These
search levels help narrow down to specific papers.

Several different platforms were used, primarily Google Scholar, but also IEEE,
ScienceDirect, Arxiv & ResearchGate. Papers mapped with highly reputable plat-
forms are considered as it ensures authenticity, trustworthiness, and usefulness to
the research community. The common filtering options applied here include coun-
tries, keywords, & years.

With regard to year filtering, it is important to know the state-of-the-art research.
As a result, most papers must be from recent years. Although the work can have sim-
ilar methodologies (between older and more recent papers), it may include unique
details that can be expanded to introduce new knowledge to the community. An
example can be a recent decision-making algorithm. Older papers should not be
ignored completely, as those papers are more likely to set trends and be well-cited.

Furthermore, authors and papers should have a track record of citations, espe-
cially in recent years. Not having citations reduces trust in the value of the work.
A good record of citations provides confidence that papers are of high quality and
contain useful research results. All platforms employed provide features related to
discovering citation-related information.

2.1.3 Search Scope

The papers applied for this literature review must follow specific rules. These rules
are applied to deliver high-quality content to the reader. Not having high-quality
criteria can lead to uncertainty about past relevant research.

Firstly, the language must be English. This is because communication must be
there in order to avoid wrong summarising (e.g. wrong aims & findings). One may
make the argument of using translation software, but there can be occasions that the
word may be interpreted in the wrong manner. This can lead to misunderstanding
and can make the outcomes of the literature review unreliable.

Secondly, papers must mention sufficient details for reliability purposes which
are using relevant data, methodologies, and results (with discussion). Exploring &
understanding papers is important to evaluate the similarities and differences in this
research. It provides details of the current work done and which work is yet to be
done. If a paper does not provide sufficient information on its scope then it can lead
to not contributing new knowledge to the field.

Thirdly, papers must relate to AI & Education. They should provide benefits to-
ward predicting student performances with AI technologies. This means the scope,
data, and methods should contribute to this thesis in some way. Examples include
data analysis, pre-processing, and machine learning algorithm application.

In addition, it is important to state exclusion criteria. This systematic literature
review excludes aspects of AI & Education that go beyond predicting student per-
formance such as robotic teachers, & tools for online course platforms. Also, papers
with no citations have been excluded to ensure that included content has been con-
sidered worth referring to at least once.

2.1.4 Related Surveys

There are four literature review papers that investigate many past papers on the
same topic. Table 2.1 provides details for these surveys. The Time Period Explored
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defines the year range of papers covered within a case study, Reviewed Studies defines
the number of papers covered within a case study, and Focus mentions the topics
each case study covers. These literature review papers are analysed in more detail
in Section 2.3.4.

TABLE 2.1: Related surveys on AI & Education (predicting student
performances).

Paper Time Period Explored Reviewed Studies Focus
Alwarthan, Aslam, and Khan [8] 2010 − 2022 44 Challenges, state-of-the-art research, trends.
Hellas et al. [40] 2010 − 2018 357 Challenges, state-of-the-art research, trends.
Chaudhry and Kazim [24] 2011 − 2021 85 Challenges, state-of-the-art research, trends.
Dignum [26] 2000 − 2020 35 Challenges.

2.2 Classification Of Reviewed Studies

2.2.1 Year And Country Of Publication

This research field has been quite prolific in terms of publishing work in relation
to predicting student performance with AI techniques. Since the early 1990s, work
in this area has been continuously published by the research community. Although
many researchers may use the broad term AI, this does not necessarily mean all
forms of AI are applied. In most cases, the papers generally refer to a specific family
of approaches such as Supervised Learning. This is because AI is a very broad field
and using a broad title in papers can be confusing to readers. Also, different AI
techniques have different requirements which may not be compatible with the given
problem.

Despite the extensive publication record, methodologies employed tend to be
similar with minor differences. Furthermore, the statistics from the collected past
papers should be discussed. Figures 2.1 and 2.2 provide line charts of the papers
identified in this literature review based on year and papers filtered by country.
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2.2.2 Citations & Keywords

Occasionally, the common keywords that exist in past papers include Education, Ma-
chine learning, Supervised Learning, & Neural Networks. In terms of titles and abstracts,
the phrase predicting student performance or similar is mentioned. Sometimes, titles
may include the decision-making family (e.g. Supervised Learning). The common
details that are not mentioned in abstracts include the data specification (e.g. sam-
ples, variables), & further work. Table 2.2 provides the number of occasions a paper
includes the aforementioned terms.

TABLE 2.2: Occurrence of common terms associated with papers.

Keyword Amount %
Supervised Learning 42 86%
Neural Networks 12 24%
Education 49 100%
Random Forest 26 53%
Regression 36 73%
Predicting Student Performance 42 86%
Data 49 100%
Machine Learning 42 86%

In terms of paper citations, the highest citation found in a paper is above 70. It
does depend on the time of publication as older papers are more likely to be refer-
enced. Most papers (reviewed in this thesis) are from recent years, so a substantial
citation amount is less likely. Also, the research field is another factor, a small re-
search niche is likely to have a lower number of citations than a more commonly
researched area.

2.2.3 Authors & Institutions

As shown in Figure 2.2, authors are from many countries, and most of them (as ex-
pected) are from English-speaking (in terms of first language) countries such as the
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USA, & UK. Generally speaking, most papers include several authors. The range of
authors in a paper is from 1 − 10. The most common case is 2 − 4 authors. Authors
are commonly from the same institution and/or country, but this is not the case
across all reviewed studies. It is more likely that papers originate from the same
country than institutions due to the wider amount of authors. There are 14 papers
originating from the same country with one or several authors. A potential reason
for several authors in one paper could be to show authenticity among the commu-
nities and readers. The citation amount from authors generally does deliver authen-
ticity and sometimes (from the papers in this chapter), some authors have over 200
citations on a yearly basis. Figures 2.3 and 2.4 provide the number of authors and
institutions associated with a paper.
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2.3 Analysis Of Reviewed Studies

2.3.1 Chapter Layout

The remainder of the chapter summarises past studies based on the most to least
relevant works (to this thesis). The judgment on which research papers are relevant
is investigating the similarities against this thesis. This includes exploring the aim
of the research (predicting dropouts/grades), data (e.g. owner, variables, target au-
dience, category), predictive methods (e.g. Supervised Learning), and metrics (e.g.
AUC, & PRAUC).

Papers are subdivided into the following groups:

• Single Supervised Learning Models

• Multiple Supervised Learning Models

• Insights from Existing Surveys

• Other Related Literature

In each group (section), the papers are sorted based on most to least relevancy.
The analysis first showcases papers directly related to the scope of this thesis and
then provides other papers that still have similarities (e.g. using student data). The
groups are a mixture of machine learning algorithms and educational research goals.
Each section includes an introduction, papers, and then a conclusion. Afterward, a
summary of the past works alongside the missing gaps is discussed.

2.3.2 Single Supervised Learning Models

This section provides papers that apply Supervised Learning. The papers are in
relation to AI & Education (specifically student performance predictions). The re-
search is subdivided into three categories: Linear/Logistic Regression, Feed Forward
Neural Networks, and Others. The Others category includes SVM, Naive Bayes, and
K-Nearest Neighbours (KNN).

Linear/Logistic Regression

Utzman, Riddle, and Jewell [78] predict student performance for entry using specif-
ically enrollment data. The aim is to evaluate if admissions data can be used to
predict the risk of poor performance from a therapy exam (also known as the Na-
tional Physical Therapy Examination or NPTE). According to the paper, the possi-
ble grade outcome is between 1 − 4, where grade 1 is the only pass. The data in
the study contributes to 3365 students given by twenty physical therapist education
programs. 2941 of students passed the first attempt with a minor number of stu-
dents never passing (46). The grades observed are uGPA, vGRE, qGRE. The study
included exploring the relationship between student admission data using a Logistic
Regression. The details of the data are not fully enclosed but it does mention some
variables such as age and ethnicity. The coefficient scores & odds ratio (95%) be-
tween admission data, year cycle, and past grades (e.g. uGPA) are explored against
NPTE (as target). It also demonstrated the relations using the AUC/ROC metric.
They found that students with high-level qualifications (e.g. PhD), race, ethnicity,
and previous grades (undergraduate GPA or uGPA, verbal GRE or vGRE, quanti-
tative GRE or qGRE) can be useful for evaluating a student’s chances of failing the
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NPTE test. But there are variations with no evidence of a direct relationship. Fur-
thermore, It delivered motivation for future NPTEs exams to record race & ethnicity
as it isn’t common practice used in previous years.

Yang et al. [86] compare multiple Linear Regression with and without Princi-
pal Component Analysis (PCA) to evaluate the academic performance of students
at an early stage. The PCA is used to improve the prediction accuracy. The data
is a blended Calculus course from Open edX & Maple T.A. Open edX is the video
viewing data and Maple T.A. are exercises (home completions, and quiz grades).
The data contains 58 (33 males & 25 females) freshman students from Northern Tai-
wan, between 2015 − 2016. The data is first pre-processed (e.g. imputing missing
data), and PCA is applied to reduce the number of independent variables and extra
the new (condensed) variables which are then trained with the multiple Linear Re-
gression. This builds the student academic performance prediction by factor scores
extracted by PCA. The benchmarks first apply cross-validation (10 folds) and then
the result is returned. The findings show using the PCA alongside multiple Linear
Regression significantly improved by almost 50% than not using PCA (according to
pMSE). When the data is reduced to 6 components (using PCA), the first variable
contributes 81%, showing intense accuracy in lower dimensions.

Pereira [64] applies 2 Linear Regression models to predict student grade scores
based on FAMD outcomes. The paper contains much more analysis compared to the
majority of papers such as hypothesis tests, FAMD, histograms, and several statistics
(e.g. median & mean). The data contains 1044 students and 334 variables (e.g. age,
study time, paid extra classes) from a school in Portugal. Two groups are explored:
1) the features that impact the final score; 2) exploring family-related variables to
student performance (e.g. parent careers).

The FAMD is used to select the best-suited variables to predict their grades (be-
tween these groups). Their variance of best accuracy is 4 dimensions (55% accuracy)
for the first group and 7 dimensions (64% accuracy) for the second group. The first
group shows 6 variables (e.g. age & health) contributing to the first dimension. The
second group shows 8 variables (e.g. absences & guardian) contributing to the first
dimension. The results of linear regression show that the accuracy is 78% (for the
first group, RMSE: 2.38) and 76.28% (for the second group, RMSE: 2.61). The paper
demonstrates that variables from different groups (e.g. family, school) impact their
performance (not just one). A suggestion for future work in this paper is to perform
more tests with more dimensions.

Pyke and Sheridan [68] used a Classification analysis to predict the retention of
477 master candidates and 177 doctoral candidates. They conducted the outcomes
using a list of characteristics such as gender, age, degree completion, funding type,
etc. The analysis included exploring the coefficient scores between the student’s data
using a Logistics Regression. They also explored patterns between characteristics
(e.g. gender) and student performance. The findings show that high-performing
master’s students have a better source of funding, support, and course duration
type (full-time or part-time). Doctoral students on the other hand show funding and
support associated with their success. The judgment is based on Odds-Ratio and
prediction accuracy benchmark which is 81% − 88% for doctoral and 77% − 81% for
master students. They also included an analysis of characteristics of the percentage
of graduated and withdrawn (e.g. gender).

Jiang et al. [49] uses MOOC (Massive Open Online Courses) data to evaluate stu-
dent behaviour in their first week. The data is derived from a Biology course offered
by the University of California, Irvine on the Coursera platform. The course is four
weeks with three units. Each unit contains assessments, quizzes & videos. The data
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is collected from different sources including Coursera and the university’s registry.
A total of 232 from the University of California (Irvine) and 172 from Coursera. Four
types of predictors are used: average first-week quiz score, number of peer assess-
ments in week one, social network engagement, and confirmation if the student is
from the university or the online course. The evaluation is judged with two Logistic
Regression models and observation is based on the Odds Ratio and metrics such as
Accuracy. The first model applies to the certificate the learner gets (Distinction or
Normal certificate). The second model applies whether students get the Normal cer-
tificate or not. The authors found that the number of peer assessments is the biggest
factor in achieving a Distinction certificate. Each peer assessment completed makes
it seven times more likely to obtain a Distinction certificate than a Normal certificate.
In the second model, the major factor is the quiz scores. It shows that students from
the university registry are more likely to perform better than distant learners. The
evaluation shows that the first model is more able to predict (93%) than the second
model (80%). The results show that assessment performance and being social are
important factors to judge student behaviour in week one.

Jaber et al. [47] explores the correlation between the National Board of Medical
Examiners Surgery Shelf Exam (NBME/SSE) and weekly quizzes. They applied a
dataset of 156 third-year students that completed their studies in 2015 − 2017. Sev-
eral kinds of correlation, Linear, and Logistic Regression are analysed to produce a
conclusion. Two quizzes occur on a weekly basis (for 12 weeks) and the grading is
between 0 − 5 for each quiz (0 is the worst). Students are given quizzes to test their
medical knowledge.

Three models are used in each analysis. One analysis of models explores the
independent associations between each weekly quiz and NBME scores using Beta
coefficients. The other analysis of models explores the independent associations be-
tween the weekly quizzes and the probability of achieving below 70 points on the
NMBE exam. Each analysis contains both Linear Regression and Logistic Regres-
sion.

The first analysis applies two Linear Regression models and one Logistic Regres-
sion model. Model 1 reports the univariate analysis with Linear Regression. Model
2 reports the coefficient Beta scores using several Linear Regressions that tweak the
variables in Model 2. Model 3 uses the same variables as Model 2 but it contains
further tweaking on the academic block and year variables. These models are tested
with three topics (Trauma/Burns, Esophagus/Anorectal, Wound/ICU).

The second analysis applies one Linear Regression model and two Logistic Re-
gression models. Model 1 reports the univariate analysis with Linear Regression.
Model 2 explores the Odds-Ratio (95% CI) using several Logistic Regression models
to tweak the variables in Model 2. Model 3 uses the same variables as Model 2 but it
contains further tweaking on the academic block and year variables. These models
are tested with two topics (Cardiac/Vascular, Wound/ICU).

The findings discovered from the first analysis show an increase in the NBME
shelf surgical exam performance from all three topics. The second analysis shows
positive predictive outcomes for students who achieve less than 70 points on the
SSE. It also shows later weeks of the course deliver higher performance for both
weekly quizzes and the SSE. The outcome is similar to the correlation analysis such
as Kruskal Wallis.
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Feed Forward Neural Networks

Bilal et al. [18] predicted student performances in Croatia using enrollment data.
The enrollment data includes gender, the parent’s education, and monthly income.
The total number of samples is 76 students and 17 variables of characteristics. The
grading variable is an ordinal data type that consists of 5 outcomes (1 is the lowest
and 5 is the best). The model applied is a Neural Network of one hidden layer.
The input neurons are the total number of inputs, the only hidden layers contain
28 neurons and an output layer of one neuron. The evaluation shows an accuracy
of over 90%. The findings show that admission data can be used to predict student
performance before enrollment.

Rodríguez-Hernández et al. [69] published a paper that applies procedures to a
Systematic Neural Network to predict academic performance in higher education.
Also, compare the performance with several well-known predictors such as Logis-
tic Regression and Random Forest. The dataset applied consists of 162030 students
and 4 variables (e.g. socioeconomic) from an institution in Columbia. The Systematic
Neural Network involves tuning the momentum & learning rate hyperparameters
until it reaches a condition. The finding shows the iterative tuning in the hyperpa-
rameters managed to improve accuracy, ranging from 71% − 82%. The Neural Net-
work outperformed the other models in the evaluations (e.g. F1 scores & PRAUC).

Zacharis [87] uses an Artificial Neural Network (ANN) to predict academic per-
formance in blended learning. The data applied originated from a Moodle server
(LMS) and is used to predict a student’s success in a course. The data contains 265
students with 6 variables (e.g. grades & quiz efforts). Correlation (Pearson) and
statistics (e.g. median and standard deviation) are explored to evaluate relation-
ships (many of them have strong relationships to grades). 4 variables (messages,
content contribution, file viewed, and quiz effects) are used with the ANN and the
data is randomly assigned to training (60%), testing (20%), and holdout (20%) sub-
sets. The ANN contains 4 input nodes, 1 hidden layer (4 nodes) & 2 output nodes.
The finding shows their ANN to produce accuracy scores of 95% − 100%.

Lau, Sun, and Yang [53] applies a Neural Network that consists of 11 input vari-
ables, 2 hidden layers (30 neurons), and 1 output layer (applies the backpropagation
training rule). The model is used to predict academic performance (known as CGPA)
for students in a university. A conventional statistical analysis (Pearson, single t-test
ANOVA) is applied first to identify factors that have positive relationships to stu-
dent performance. Afterward, the Neural Network is then applied. The data con-
tains about 1000 undergraduate students (275 females, 801 males), from 2011 − 2013
and contains variables of their socio-economic background (e.g. gender, location).
The findings show (using AUC), the accuracy of the Neural Network returned 84%.
The analysis explores the error loss with PCA (5 components)/ histogram (per itera-
tion) and a graph of the ROC curve. The paper visualises future the use of statistical
analysis and then applying (selected) variables to a Neural Network.

Waheed et al. [80] explored a Deep Learning model with Virtual Learning En-
vironments (VLE) big data to predict student academic performance. The study
showcases the dropouts with unique handcrafted features (interaction behaviour
like clicks, and access to previous lectures). The dataset contains around 32000 stu-
dents of 9 months from 2014 − 2015. The number of outcomes is destination, pass,
and fail. The Deep Learning model contains 3 hidden layers (20− 30 neurons/nodes)
and a batch size of 32 − 64 depending on the combination of outcomes (e.g. distinc-
tion & fail, pass & fail). The findings discover the Neural Network performed the
best accuracy at around 84% compared to 2 other Supervised Learning models (SVM
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& Logistic Regression) using cross-validation. Students accessing previous lectures
tend to perform better than those who do not. Then they repeat the experiment on a
quarterly basis (e.g. Q1) with just the Deep Learning model and show the prediction
accuracy remained relatively similar.

Ding et al. [27] explore a feature learning method using the Unsupervised Learn-
ing approach to help improve the predictor performance in Massive Open Online
Courses (MOOC). Unsupervised Learning supports the decision for selecting vari-
ables from a dataset. The feature selection approach learns the compact represen-
tation of each variable with a high level of redundancy. The learning patterns are
derived from a modified auto-encoder (AE) and merged with the long short-term
memory (LSTM) network to evaluate the feature list. They call it an LSTM-AE.

The data is collected from an online course of twelve chapters called Introduction
to Computing with Java, which lead by the Hong Kong University of Science and
Technology, from June 2014 to September 2014. The data contains 4991 students that
completed the course ( 1

9 of the total number enrolled). 20 variables are used for the
experiment and each student is given a label per chapter.

They first compared their novel auto-encoder against several models such as Lo-
gistic Regression and a Neural Network. The Mean Squared Error scores are lower
with the novel encoder in all chapters. Two further auto-encoders are created called
Symmetric VAE and Asymmetric VAE for comparison.

The PCA and t-SNE analysis show relation to chapters 3, 7, and 11 chapters as
k. The analysis shows as k is increased, the grades are closely together compared to
low chapters.

They then compared the LSTM-AE against a Neural Network and models using
Symmetric VAE, and Asymmetric VAE as auto-encoders. The findings show in all
tests (Cross-Validation and Mean Squared Errors) the LSTM-AE performs up to 17%
better compared to the supervised Neural Network models. The LSTM-AE outper-
forms its competitors in all chapters.

Others

Helal et al. [39] explores Classification Supervised Learning models to predict the
academic performance of their first-year domestic undergraduate students, from an
Australian university. The data is from a learning management system (LMS) and
enrollment data. In total, there are over 25 variables and around 2600 (7000 LMS in
total and 2600 in enrollment data in total) students (that exist in both datasets). En-
rollment data includes age, gender & parental education. LMS data includes forum
posts, viewing lesson activities, and visiting the course home page. The experiment
involves using the data combined, separately, cross-validation with the enrollment
dataset, and cross-validation with activity data (from LMS). Results show that the
accuracy performance (and other benchmarks) showed a range of 78% − 86%. Also,
the results don’t show a huge difference between the data filtering (but the data
combined performed the best), the best predictor is the Naive Bayes.

Xu, Moon, and Schaar [85] predicts student performances (college students in
the USA) that tackle 3 new challenges: 1) student differs in terms of background; 2)
courses are not equally informative for accurate predictions; 3) student progression
should be incorporated into the prediction. It presents a novel machine-learning
method for predicting student performances. The method contains 2 unique fea-
tures: 1) a bi-layered structure that contains multiple base predictors; 2) using latent
factor models and matrix factorization to discover course relevance. The uniqueness
is tied to how weights are updated each quarterly, where the weights are comprised
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of an ensemble progressive predictor. The data is from UCLA and it contains 1169
enrolled undergraduates from the Aerospace & Mechanical Engineering niche. The
paper explores correlation statistics between high-school GPA & final GPA (shown
positive relationships). The findings show error loss (using Mean Squared Error) to
be lower per quarterly compared to other Supervised Learning models (e.g. Logistic
Regression & KNN).

Hussain and Khan [46] applies Cross-Validation (10 folds) methods alongside
data mining to predict student academic performance. It applies Supervised Learn-
ing models to derive their outcomes. The data originally comes from an academic
management system. That data consists of intermediate and secondary students,
between 9 − 12 classes. The data contains many variables including demographic
data (e.g. religion), and 90000 students. It first applies a Genetic Algorithm (GA)
feature selection optimisation algorithm (a unique method). Decision Tree & KNN
(Regression & Classification versions) are applied with 2 different variables as tar-
gets (quantitative marks and qualitative grade). For both models, an experiment
with and without the feature selection is applied. For the Classification, the find-
ings show the accuracy to be 94%/96% for Decision Tree, & 86%/90% for KNN
(with/without feature selection). For Regression, the findings show the Root MSE
to be 5.34/8.23 for Decision Tree, & 24.31/27.66 for KNN (with/without feature se-
lection). Applying the feature selection helped improve the benchmark performance
in all cases. Decision Tree performs better than KNN in all cases. The future work
from here is to apply the data with Deep Learning methods and aims to produce a
framework that returns the highest accuracy percentage possible.

Badr et al. [10] involves the development of a Classification Based on Association
(CBA) model to help predict the possibility of a student dropping out of a program-
ming course using rule-based metrics. The data is originally from the Mathematics
Department in the College of Sciences, from 2008–2014. The original data needed
to be translated and it ended with 203 rows and 57 variables. They explore feature
selection to choose the best variables using a coefficient correlation. In total, 4 vari-
ables are chosen that are related to English and Mathematics. The model is called
CARM which is computer software. Two experiments are conducted based on sub-
jects (1: English & Mathematics; 2: English). Once the data is inputted, the software
evaluates the benchmark based on Classification Based on Association (CBA) rules.
The output returns the prediction of a student. 17 students are applied to the results
and the finding showed a prediction accuracy of around 52% in both experiments.

Xenos [84] applies a Bayesian network to determine student behaviour in dis-
tance education using computers (logs). The aim of the study is to develop a method
of modelling the educational experience of its designer using past data. The data is
given by the Informatics course of the School of Sciences and Technology of the
Hellenic Open University (HOU). With a first-year student record of 800 and their
computer behaviour is observed with the Bayesian networks. The findings show
that modelling with Bayesian Network delivers the direction of decision-making
(e.g. what factors to consider). It shows many positive and negative relationships
between their behaviour. The advantage of using the Bayesian networks is the mod-
ularity which motivates readers to use this model.

In summary, the first discussed decision-making model shows positive uses with
student performance predictions, which may be due to its straightforward specifi-
cation. There is a balanced ratio here but this is not the case when the restriction is
lifted (more heavily toward Classification problems). As expected, Regression mod-
els can be used for statistical analysis (correlation).



18 Chapter 2. Literature Review

Applying only Feed Forward Neural Networks is popular but less so compared
to statistical model families. The common architecture includes applying 1 − 2 hid-
den layers with an input & output layer, the number of neurons/nodes varies. The
datasets are mainly student records from institutions or an educational platform (e.g.
Moodle). The methodologies tend to be very similar and the Accuracy benchmark
metric is used the most to define the best & worst predictors. The papers are heavily
lean toward Classification problems.

Even though Regression models (Linear/Logistic) are used, there is a wide range
of alternative options available such as Random Forest, Naive Bayes & SVM. Of
course, the model choices are dependent on the circumstance(s) and/or problem(s).
This includes the data specification (e.g. data type, variables), and benchmark met-
ric.

2.3.3 Multiple Supervised Learning Models

This section provides papers that contain several Supervised Learning models in one
experiment setting for the purpose of predicting student performance. Whenever
Neural Network is mentioned, it is referring to Feed Forward Neural Networks.

Adekitan and Noma-Osaghae [2] used admission data to predict students in the
first year. The data contains many factors that are academic and non-academic of
1445 students and 5 variables from a university in Nigeria. Numerous statistical
analyses are conducted including quantitative analyses (e.g. mean, max, skew),
commutative probability, density function & box-plot representation of test scores.
Multiple forms of test scores are explored with the same analysis. A number of Clas-
sification Supervised Learning models are considered (e.g. Random Forest, Logistics
Regression) to evaluate their performance. The data split is 70% for the training set
and 30% for the testing set. Results show that Logistic Regression performs the best
accuracy of 50%. It also expresses in their findings that cognitive entry requirements
are not adequate for first-year students.

Mengash [60] applied admission data to predict student performance of first-
year students from a dataset given by a female-only university in Saudi Arabia. The
dataset contains 2039 of enrolled students in a Computer Science and Information
College from 2016 − 2019. 1569 students are from 2016 − 2017 and 902 students are
from 2017 − 2018. There are three types of grades HSGA, SAAT, and GAT which
must be passed in order enter to university. The analysis conducted included show-
ing the average performance between the grades given by previous schools with a
range of 70% − 95%. The analysis also shows a strong correlation between SAAT to
other admission data. The models applied are Artificial Neural Network and Classi-
fication models (Decision Trees, SVM, Naive Bayes) with an accuracy, PRAUC & F1
score of 80%. The best performer is the Decision Tree, while the worst is the Naive
Bayes. They found that prediction for first-year students is possible. The weights
of models are compared before and after enrollment with a significant difference
between them (around 20%).

Zhao et al. [89] applied prediction methods to students in the Master of Data Sci-
ence course from Fordham University. The dataset applied is admission data that
consist of 17 variables and 826 students. However, the paper does mention that 826
students applied but only 132 enrolled Around 60% got accepted on the course but
around 70% did not enrol. The paper experiments only apply 132 students in con-
clusion. The dataset mainly contains demographic data (e.g. age, marital status,
gender) but contains several types of grades such as writing, quantitative, school
GPA, etc. The goal of their research is to detect any poor performance occurrence
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from the students using analysis and Supervised Learning (Classification) & a Neu-
ral Network, as well as evaluate which measures the university should focus on. The
analysis includes exploring the variation of each attribute with the categorical vari-
ables. This is represented as pie charts. Also, they discovered many findings from
their data. For example, students are mainly males, most students are foreign nation-
als and they are from older generations. In addition, other forms of analysis include
exploring the average grades between top 20%, mediocre 60%, and bottom 20% per-
formers. The difference in grades shows a slight increase between the groups. The
method of conducting experiments with the decision-making models includes split-
ting the data into 10 folds (Cross Validation) and exploring the predictions between
the two groups. One is the bottom 20% against the rest and the top 20% against the
rest. The Random Forest is the best performer (in general). The range of accuracy is
between 60% − 100%. The results also present the best predictors (attributes & vari-
ables) from Classification models. The findings of the research helped the institution
to focus on rubric measures and financial aid.

Masangu, Jadhav, and Ajoodha [59] applies Classification Supervised Learning
models (Decision Tree and Perceptron Classification and SVM, Logistic Regression
and Random Forest) to predict student (grade) performance and evaluate the bench-
mark accuracy. The data is from KAGGLE which consists of demographic data
(e.g. gender, nationality), it contains 480 students (e.g. 305 males and 175 females),
from two academic semesters (semester 1: 245, semester 2: 235), and 16 variables
(e.g. gender, nationality). The work contains prediction with several classes (2 − 4).
The grade is label-encoded which is the target. The findings show that SVM pro-
duced the best prediction accuracy of 70.8%, and the range of accuracy is 47%− 71%
(rounded to the whole number). When repeating the same experiment with just
class variables, the absences have a strong relationship to class variables. The paper
discusses that future work involves collecting more samples & variables to predict
more student grades.

Bujang, Selamat, and Krejcar [20] provides a predictive method for final-year stu-
dents using Supervised Learning models. The data contains 12 qualitative variables,
489 students, between 2016 − 2019 academic cycle, and originates from a Computer
System Architecture course in an institution. The pre-processing phase involves col-
lecting a set of variables and applying a feature selection technique built-in WEKA
(Best-First search method) to collect the feature combination. It became 5 variables
in total for the experiment after pre-processing. The Supervised Learning models are
J48, Random Forest, SVM, & Linear Regression. The findings show with Root MSE
converted to prediction accuracy is around 85.9% − 99.8%. The J48 performed the
best and the SVM performed the worst. They provide several predictive analytics
of the benchmarks which are represented in bar charts and histograms. The future
of this research shows collecting more data and producing predictions to improve
student performance.

Mueen, Zafar, and Manzoor [61] applies data mining techniques to predict stu-
dent performance from two undergraduate courses. The authors do not mention
the number of samples and variables but it does mention the students are from
2014 − 2015, the variables are limited and they use WEKA for data mining. The
chosen decision-making models include Naive Bayes, Neural Network, and Deci-
sion Tree. The results show a performance of 86% (maximum) accuracy with a range
of 80%− 86%. They perform 2 tests with different combinations of variables: 1) with
all variables; 2) best-suited variables. The future work they hope to accomplish is to
explore larger datasets. They also recommend instructors interact with students via
forums.
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Aggarwal, Mittal, and Bali [5] uses non-academic parameters for predicting stu-
dent performances. The paper compares the performance between two model groups
that use academic data (e.g. program, age, entrance year test) and all data (e.g.
gender, household income, year of birth). The dataset contains 6807 students with
20 variables. Each model group applies 8 classification models (e.g. Logistic Re-
gression, Bagging, AdaBoost, Neural Network). The findings show around 78% F1
Score with just academic data and around 92% with all data. The outcome shows
the motivation for using student data, not just academic data (to evaluate student
performance).

Li, Lynch, and Barnes [55] perform feature selection & Regression decision-making
models (e.g. SVM, Decision Trees) to evaluate student’s final performance using log
data in 2013 (e.g. test scores, response) from the first 6 weeks. It’s worth noting that
Cross-Validation Leave-One-Out is applied. The feature selection used is the Fea-
ture Variance which is specifically designed for numerical variables. The data con-
sisted of 249 students from the Department of Computer Science at North Carolina
State University. The students are allocated to one module: Discrete Mathematics for
Computer Scientists. There are analyses done against the grade showing not an even
distribution (imbalanced data). The findings show the best accuracy is 51% (SVM)
and the worst is 24% (Naive Bayes). The paper also compared the benchmark with
and without normalised inputs (Z-Score) which showed relatively similar results.

Francis and Babu [31] explores the potential of predicting academic performance
for students using hybrid data mining approaches. It exposes a new framework that
uses both classification & clustering techniques. The data originates from an institu-
tion that is not named for reasons of confidentiality. The process includes data pre-
processing, collecting features, training the data with classification models (SVM,
Naive Bayes, Decision Tree, and Neural Network classifiers) to collect the features
that returned the best prediction accuracy, and then training those variables with a
clustering technique (K-Means) and collects the common grade (from the clustered
group), this is the academic prediction. The results show the framework produced
an accuracy of 40% − 75%. It also explores the benchmarks between many combi-
nations of features and shows the data with academic, behaviour & parental details
produced the best accuracy (around 75%). The paper claims it can be expanded in
the future using a larger quantity of features.

Hussain et al. [45] apply data mining techniques to identify academic perfor-
mance using the WEKA machine learning software. The data contains 300 students
with 24 variables (e.g. family size, gender, study hours) from 3 institutions. Feature
Selection is first applied to collect good combinations of features using correlation-
based and rank-based methods (built-in WEKA). Using Classification models (Deci-
sion Tree, BayesNet, Random Forest, PART), the findings show the accuracy range is
65% − 99%, where the Random Forest performed the best (99%). The paper claims
the outcome may find the kind of courses adapted to every cluster that holds simi-
lar student characteristics. It can also deliver multiple summary reports & teaching
routes.

Dronyuk, Verhun, and Benova [28] explores non-academic factors to evaluate a
student’s academic potential of being qualified to conduct a software engineering
test. The data is a total of 101 from past student CVs with 5 variables. A total of 3
Classification Supervised Learning models are explored (Logistic Regression, Naive
Bayes & Random Forest). Using cross-validation of 10 folds, the accuracy shows
around 76%. Their finding discovered that past student CVs can be used to deter-
mine whether a student is qualified for the software engineering test.
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Zhang and Rangwala [88] aim is to use a time-series approach to detect early
signs of dropouts using an Iterative Logistic Regression and other Classification
models in future semesters. It is reported that low retention rates and a high num-
ber of dropouts. With 41% of dropouts occurring in the United States. The dataset is
given by George Mason University from Fall 2009 to Spring 2016 focussing on first-
time entry students. The data contains 13643 of students and 11 variables such as
cohort, age, high school GPA, etc. The experiment includes using a set of Classifi-
cation models (e.g. Naive Bayes, KNN), and one additional model called Iterative
Logistic Regression. The key difference between the Iterative Logistic Regression to
a standard Logistics Regression is as semesters are being processed, all the previous
semester’s dropout predictions are appended as a new feature for the next semester.
The time series is known as Anchored Walk Forward. The analysis applied includes
comparing the dropout rates from Fall 2009 − 2013 and benchmark scores. Evalu-
ation using metrics such as Accuracy and PRAUC show using an Iterative Logistic
Regression improved as semesters processed (most cases). The benchmark scores
have shown a range of 52% − 98%. The Iterative Logistic Regression showed higher
rates of True Positives. It provides an indication of previous dropouts do influence
dropouts in the following semester.

He et al. [36] explores predictive models to identify at-risk students of not com-
plete their online course (MOOC) on weekly basis. 6 Classification models are ap-
plied (regularised Logistic Regression, SVM (LibSVM), Random Forest, Decision
Tree (J48), Naive Bayes, and BayesNet). In addition, two novel variants of Logis-
tic Regression are used: 1) Sequentially Smoothed LR (LR-SEQ) that minimises the
regularisation; 2) Simultaneously Smoothed LR (LR-SIM) that correlates prediction
(early and later weeks) that influences each other.

The dataset contains 1117 students that completed the course. It includes 778
completed assignments, over 100000 students enrolled, 110 recorded videos for a
period of 9 months, and 7 variables that exist (e.g. week, percentage of lectures
viewed) in the dataset. The findings show the LR-SIM Logistic Regression managed
to produce the best performance using AUC of around 80% in the first week. The
ranges of values are 78% − 80%. In other weeks (2 − 9) the ranges are 86% − 99.5%.
The novel algorithm is the best performer and the additional clause correlates all
weeks making it perform better than its competitors. The paper expresses future
work including course instructors (MOOC) applying the novel model.

Trakunphutthirak, Cheung, and Lee [76] predict at-risk of failing (below 60%
GPA) in their studies with log data (web-browsing & internet access activity). The
log files contain 294 students (live-off campus). The data contains 24 categories of
web browsing (e.g. games and streaming) and 147 internet access activities (e.g.
Google-base). The benchmark performance between these datasets is compared and
it collects the top 24 high correlated attributes from both datasets. The benchmark
weight ratio (e.g. 10 : 90%, 40% : 60%) is compared between both datasets to evalu-
ate which type is more predictable.

The experiment includes initialising 4 Supervised Learning models (Logistic Re-
gression, Naive Bayes, Neural Network, and Random Forest) and producing bench-
marks with the F1-Score & PRAUC. The data is explored with many combinations of
weights to evaluate the best correlation (using Pearson). Afterward, the best bench-
mark from the models is used to compare the 9 different weights ratio. The findings
discovered the Random Forest performed the best (77%). The ranges of prediction
accuracy are 40% − 78%. Also, data from internet access manages to detect at-risk
students better than web browsing. The future work here is to repeat the same ex-
periment with richer log data over a longer time period.
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Greatorex-Voith and Anand [34] uses a Data-Driven Framework to detect the risk
of students not completing on time. Their framework is a portable solution that is
applicable to institutions. This means other methods are on an institutional basis
which can provide the same or different results. The aim is to detect high school
dropouts and promises flexible pipelines that do not influence biased outcomes on
an institutional basis (each institution). The framework includes a feature grouping
method, where they group features together that have good relations to each other
using Factor Analysis which is then applied to decision-making models. The data
applied originated from many schools across the USA. The data contains many vari-
ables of each student such as enrollment, grades, and absences. The models are four
Classification models: Logistic Regression, Naive Bayes, Random Forest, and Sup-
port Vector Machines (SVM) as their specifications are suited to the problem. Only
students from the top 10% of the dataset are separated by each grade. The Precision
score shown as grades increased (6 − 11), the score became better. The comparison
is evaluated with a baseline, a rate computed for not-on-time graduation per grade.
Their findings evaluated a portable framework with a range benchmark score of
55% − 80%.

Aguiar et al. [6] is a large study of identifying patterns between students that
dropped out and not in high school. The data is given by an institution of 11000
students that are expected to graduate in 2013. The students are from 6th to 12th

grade. The data contains 15 variables with a mixture of demographic and grades
including D.O.B and gender. Most variables are quantitative (numerical) data types
with minor variables as qualitative (categorical). The study is categorised into three
sections: who, when, and why. In each section, numerous decision-making models
and evaluated with metrics.

In the who section, they explored the type of demographic likely to drop out. The
Logistic Regression, Random Forest, and unique model called Partner’s model are
used with a Cross-Validation of 10 folds. As more data is fed in, the benchmarks
improved for each grade year except for the Partner’s model. With accuracy ranges
of 40%− 80%. Also, the research explores the relationship between student mobility
vs high-risk rates, and student GPAs (binned) vs high-risk rates. The analysis shows
that students with mobility and/or low GPA grades are more likely to drop out.

In the when section, they explored the time occurrence of dropping out. The in-
vestigation included exploring a variable known as time to off-track which determines
if the student retained a dropout. Using several models such as Cox Regression &
Logistic Regression, they explored the Pearson correlation relationship between time
to off-track vs risk scores and academic performance with time to off-track (as tar-
get). The correlation shows not a high correlation between time to off-track and
risk scores from grade 6 to grade 10. Repeating the experiment to grade 11 shows a
higher correlation with the risk scores. The outcomes show that the method is not
fully reliable. The benchmarks from the models do show that grades 10th and above
are more accurate than lower grade years. The Ordinal Regression Tree is the best
predictor for each grade year, ranging from 35% − 80% accuracy.

In the why section, they explored the possible reasons why one drops out. It is
shown in the other sections that several variables contribute to dropouts and hard to
find one precise answer. As a result, they created a dashboard to report student
risk scores such as absences and past grades. The dashboard (web-based) uses these
details to help learn the risk of dropping on future occasions. This provides them
with more understanding of the topic.

Ahadi et al. [7] explores Machine Learning methods to identify which students
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need assistance automatically. This is done by detecting occasions of high and low-
performing students. The data is from two semesters of an introductory program-
ming course at the University of Helsinki. Support is available in the computer
labs and 20-30 hours from the instructor and teaching assistants. The type of stu-
dents is from low and high educators and finance. The assignment performance
is recorded in software called Test My Score where all behaviour is recorded when
accessing the work on the computer. Examples include the pressed buttons and du-
ration of completion. A total of 296 students are conducted in this experiment. The
exploration includes comparing two questions.

The first question is using a method proposed by Jadud [48]. Jadud quantify a
student’s tendency to make errors, also known as error quotient. The error quotient
correlation and average score from programming assignments are low. But the cor-
relation between error quotient & grade is high. Also another correlation Watson,
Li, and Godwin [82] is used and compared with Jadud. Watson, Li, and Godwin is
similar to Jadud but they proposed an error quotient improvement that deliver better
correlation. The improvement is considering the amount of time taking to complete
a task. The evaluation of the question showed the outcome to be complicated as the
factors are different. For example, the data in this study are shorter periods and the
assignment tasks in this study are more compared to Watson, Li, and Godwin and
Jadud.

The second question is about Machine Learning. The variables are first extracted
from student records such as age and gender and many source code snapshot at-
tributes which results in 52 variables. Feature selection (using Information Gain)
is applied to reduce the number of samples and improve performance. The re-
duced version contains 13 variables. The models applied are Classifications such
as Bayesian Classifier & Random Forest. The data applies Cross-Validation of 10
folds with 66% as the training set and 33% as the testing set. The accuracy bench-
mark shows the Random Forest as the best predictor, ranging from 86% − 90%. The
average accuracy is around 80% from all models.

In summary, the normality of applying several models for predicting student
performance in one experiment setting is common. The purpose is to identify the
best and worst benchmark performance. Generally, collecting a chuck of papers
provides an idea of which model is best suited to the problem. The common Super-
vised Learning is Random Forest and the common Feed Forward Neural Network
architecture is 1 hidden layer (node amount is random). It also shows that only one
(Feed Forward) Neural Network is applied to each experiment.

2.3.4 Insights from Existing Surveys

In addition to the investigation of relevant AI technologies to predict student perfor-
mance, it is always important to examine literature review papers. Doing so results
in more exploration of papers to determine the challenges, trends, and state-of-the-
art research. These collect sufficient papers related to AI & Education in a timespan
(e.g. 10 years) and then explore those commenced work. These papers can provide
guidance on which search strategies are worthwhile. Whenever Neural Network is
mentioned, it is referring to Feed Forward Neural Networks.

Alwarthan, Aslam, and Khan [8] focuses on exploring the recently published
studies (occurred in 2022) for predicting student academic performance and dropouts
in a systematic review manner. The total number of papers explored is 44. The explo-
ration involves discovering the latest work of Machine Learning algorithms and/or
popular/unpopular variables.
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The paper aims to provide the following answers: 1) The most common tech-
niques to predict student performance; 2) The most common group of features (vari-
ables); 3) The most common subject in datasets.

In relation to the first aim, the findings show the following: recent (and lat-
est) machine learning models include Gradient Boost & Neural Networks; ensemble
learning models are the best predictors (e.g. Random Forest); most popular Super-
vised Learning models include Logistic Regression and Naive Bayes; clustering tech-
niques (K-Means) are used to group high/low performing students (but not very
popular research in general); most Classification outcomes are binary, and most re-
search applies Classification models (clustering models are the least common).

In relation to the second aim, the findings show the following: past researchers
show no concrete evidence that admission characteristics have a strong relationship
to academic performance (more research is required according to the paper); the
common total sample of datasets is between 30 − 300 (18/44 papers); the common
variables (72%) in datasets are university details (e.g. course, attendance); the least
common variables (12%) in datasets are social and economic; the overall number of
features in datasets are around 25 variables; the data type of academic performance
are qualitative (e.g. degree classifications, pass/fail).

Finally, for the third aim, the findings show that most data are not from arts and
humanities subjects (5%) and most data are from STEM courses (41%).

Hellas et al. [40] is a literature review study that explores the current work for
predicting academic performance. It explores the type of research done in the past
and verifies if the research is increasing. There are two main focuses: 1) the current
state-of-art in predicting student performances; 2) the quality of work used to evalu-
ate prediction performance. The first question is divided into the following parts: a)
determine relatable variables to student performance; b) the method of performance;
c) how performance is classed; d) the type of variables and method combinations
used to predict academic performance. The number of papers reviewed is 357, from
2010 − 2018 (the majority are from 2017), and the collection occurred in 2018.

To answer question 1a, the most popular variables for student performance is
course grade value (e.g. GPA) or grades that are retrieved from a list of grades (e.g.
A-F). Some papers (around 12%) they reviewed are unable to identify the precise
student performance outcome. To answer question 1b, the common factors include
course performance and pre-course performance (contributes to 25%) such as GPA
or high school grade. To answer question 1c, the common method of identifying
performance is using Machine Learning, specifically Linear Modelling (Statistical),
Probabilistic Graphical Model (Classification), and Decision Trees (Classification).
These 3 models contribute to 40% usage in the collected research papers. To an-
swer question 1d, the common combination of features and performance are course
performance / pre-course performance as features, and course grade/score as the
target, which contributes to 21%. Followed by course performance / pre-course per-
formance as features, and dropout as the target, which contributes to 17%.

To answer question 2, the current research requires improvements. The major
issue is the outcome, it is not expressed clearly. It also expresses the little reuse of the
same data on methods. It is generally related to the ethical side. The paper expresses
the ethical concerns (e.g. lack of consent, lack of inclusion) that leads to unethical
practices. The answers to the main questions are the findings of this research.

Chaudhry and Kazim [24] published a literature review on AI & Education in the
past decades. The paper provides a high-level industrial and academic overview
of the topic. The paper mainly talks about the usefulness of AI to assist teachers
(reducing workloads), ethical issues, and the impact of COVID-19 in the future. It
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is reported the common 4 main subdomains include reducing teacher workloads,
contextualised learning for students, changing assessment methods (producing &
marking), & intelligent tutoring systems (ITS) to assist students.

Reducing teacher workload has been a massive problem and effective measures
need to be applied. AI can be a solution. The pandemic (COVID-19) has shown
its uses with online teaching and demanded more useful features. But changing
teacher’s habit from traditional habits to newer habits is a challenge. New skills
need to be taught to use AI. Online teaching has provided some motivation for its
benefits.

Contextualised learning for students is mainly down to the learning methods.
Different students generally learn in different ways (e.g. audio & practically). Teach-
ers do struggle to teach specific students due to their learning practices. AI on the
other hand can be used to adapt the learning methods and then teach them knowl-
edge. AI can help find the learning gaps and discover solutions to overcome teach-
ing barriers. Open Learner Models [21] have been a useful AI tool to facilitate learn-
ers, teachers, and parents to enhance learning.

Changing assessment methods is a must to teach children the latest knowledge.
Normally, a lot of work uses very traditional materials to assess their intelligence.
More modern assessments are required to evaluate each student’s capability. They
should consider all aspects to judge one’s ability. AIAssess is an AI example devel-
oped by UCL [58] to assess maths and science using a knowledge model, analytics
model, and student model. The knowledge model stores knowledge of the topic,
the analytics model learns student interactions, and the student model tracks stu-
dent progression.

An intelligent tutoring system mimics teachers to provide personalised learning
to students (e.g. teacher’s voice). Unfortunately, the niche has been struggling to
tackle many issues in the past decades. The recent discovery has shown a strong
correlation between emotions and learning [11], currently, this has been the focus.
Although there are existing services like ASSISTments [38] that show potential, it’s
not innovative compared to other subdomains.

In addition, there has been an increase in technology businesses that embraces AI
in education. Examples of companies include EDUCATE by UCL Institute of Educa-
tion and European Regional Development Fund, Google & Pearson. In fact, during
the pandemic, the CEO of Google delivered motivation to re-image education and
released 50 tools to facilitate remote learning.

The ethical is mainly on the trust of AI technologies and showing the drawbacks
and legal barriers it can introduce. There should be measurements to support AI be-
ing embedded in institutions such as collecting data, its usage with Machine Learn-
ing, and outcomes. From an engineering perspective, it can be performance and
robustness, bias and discrimination, interpretability and explainability [9, 63], and
algorithmic privacy. Abusing this type of power can lead to many legal issues. The
situation can be worse when there is a lack of awareness. So, humans would need to
monitor the behaviour of these AI systems to avoid wrong outcomes.

It is worth noting that AI outcomes can be wrong, the paper expresses the conse-
quences of wrong outcomes such as directing students to the wrong pathways (e.g.
wrong grades). Also, it can deliver a huge psychological impact on learners (e.g.
being lonely), discrimination against certain groups (e.g. skin colour), and teaching
the wrong syllabus to students (e.g. knowledge level).

The paper justifies the motivation for research on AI in education due to the
popularity of online platforms. The pandemic (COVID-19) shows the practice on a
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large scale (due to lockdowns). However, there are still ethical barriers for members
of education to adopt AI technologies.

Dignum [26] explores the challenges of AI in education on an ethical and legal
basis. A well-detailed introduction is given to express AI and its capabilities. The
paper expresses AI as autonomy (a system accomplishing its objectives without hu-
mans), adaptability (understanding the environment and learning behaviour), and
interactivity (behaving as an individual with its own choices). The ART (account-
ability, responsibility, transparency) principle is used to describe how responsible
and trustworthy AI is.

The major concerns are in relation to the privacy and security of personal data.
It provides many barriers against the laws of the country. The papers express con-
cerns about students not being self-dependent on technologies and lacking social
skills which can result in mental health issues. Self-dependence is associated with
students being unlikely to process work individually. The lack of social skills is
associated with students communicating with robotic teachers rather than human
teachers. The paper then expresses the issue of student data analysis and Machine
Learning purposes (conclusions between student groups like ethnicity, and house-
hold income). The issue is increasingly getting worse as educational technologies
advance.

Finally, the paper provides regulatory framework suggestions for AI and its chal-
lenges. The government (or equivalent) must be part of the evolution of AI. They
should provide trust and reduction in incidents with many safety layers. More-
over, the human responsibility for incidents with AI should be negotiated to avoid
injustice practices. A quote from Organisation for Economic Co-operation and De-
velopment OECD [29] Governments should take steps, including through social dialogue,
to ensure a fair transition for workers as AI is deployed, such as through training programs
along the working life, support for those affected by displacement, and access to new oppor-
tunities in the labour market.

The challenges on the other hand are primarily focused on changing people’s
mindsets and society. Currently, people either adapt or reject AI, and the public
should move to the forefront of innovation (depending on the type). Also, technol-
ogists need to support the people in the public and the government (or equivalent)
to understand the potential. The digital age is currently growing, it is a perfect time
for reinvention and creativity.

In summary, literature review papers show a tremendous amount of analysis
done with past papers in relation to predicting student performances. This includes
exploring ethical and legal issues, data characteristics (e.g. sample, variables, com-
mon/uncommon variables), methodologies, scope, machine learning algorithms (e.g.
Supervised Learning), and more. There are unrelated topics (e.g. robotic teachers)
mentioned but these fall outside the scope of this thesis. These surveys provide ad-
ditional confirmation on challenges, trends, and state-of-the-art research. Which is
great as it increases the chances of contributing to new knowledge.

2.3.5 Other Related Literature

This section provides additional supporting research that is related to AI & Educa-
tion and, to an extent, student performance. The research is subdivided into three
categories: Recommender System & NLP and Variables For Academic Predictions. As
such, this group of papers may not be directly related to the methodologies used in
this thesis.
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The discussion around important variables for academic performance is strongly
relevant, as it may inform processes that are used in this thesis, such as feature selec-
tion. The discussion around other AI technologies (e.g. NLP) showcases additional
research papers related to AI & Education and, to an extent, student performance.

Recommender System & NLP

Thai-Nghe et al. [74] proposes a novel approach using a recommender system to
predict student performance. The recommender system is generally applied to do-
mains such as books and movies. They validate their novel approach by comparing
the approach with Regression models. The dataset is collected by Knowledge Dis-
covery and Data Mining (KDD). Two mathematical topics (Algebra 2008-2009 and
Bridge to Algebra 2008-2009) are retrieved from KDD. In total, they have up to 23
attributes with millions of instances. The size of data is over 8 Gigabytes. The data
is log files of student interactions with computer-aided tutoring systems. The log
records their activities, task success, and progress indicators.

The recommender system’s user is the student. The recommender system’s item
is a combination of many factors: problem hierarchy, problem name, step name, problem
view, and knowledge components. the paper claims all options have drawbacks such
as imbalanced data. As a result, many combinations are explored to provide an
unbiased overview.

The decision-making models are four Logistic Regression models. The pre-processing
phase includes deriving the average (set of logged transactions per student) on the
target variables. Again, many models with different factors are used: A as (Student-
Average, Step-Average), B as (Student-PV-Average, Step-PV-Average), and C as (PG-
Average, PN-Average, Student-PG-PV-Average).

The conclusion of performance is decided using a Root Mean Squared Error
(RMSE). The findings show the novel recommender systems approach can be use-
ful to predict student performances. The average score is 0.3 for the recommended
system and 0.31 for the Logistic Regression.

Lee, Kuo, and Lin [54] applies Collaborative Filtering (CF) to provide course rec-
ommendations for students. The aim is to build a CF-model system that overcomes
the issues of past CF models. For example, the imbalance distribution of course reg-
istration. The data are student records from the National Taiwan University (NTU),
from 2008 − 2013. It contains only students that have 4 years of registration records.
There are 13977 students and over 800000 registration records.

Their CF model includes two stages: training and course dependency regulari-
sation. The first is the Bayesian Personal Ranking Matrix Factorization (BPR-MF).
The BPR-MF is used to find the two matrices P (feature matrix of students) & Q
(feature matrix for courses). Then determine the multiplication that can best recover
the matrix R (minimise the error using the AUC). The outcome returns the pairs for
students and courses. BPR-MF is chosen as it is suitable for One Class Collaborative
Filtering (OCCF).

Afterward, the distribution imbalance issue is next solved. By dividing the data
records into Graduates Students and Current Students (horizontally, separated by
undergraduate and postgraduates) and Fundamental Courses & Advance Courses
(vertically, separated by good/poor performing students). Finally, regularisation is
applied to help strengthen the node connections between dependent courses. This
helps the recommendation return accurate outcomes.

The experiment involves comparing and executing several types of CF models
using the AUC. The finding shows their CF model version tends to be more accurate
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compared to past CF models. The score shows a 93% without regularisation and
94% with regularisation.

Petersen and Ostendorf [65] applies n-gram language models, parses, and tradi-
tional reading levels with SVM to produce a better method of assessing reading level
(Natural Language Processing) for students. The data is a mixture of n-gram LMs,
an automatic parser, and traditional methods of readability assessment. It presents
the outcome when a teacher or student is searching on the website (or equivalent)
for articles at a particular grade level. This is a binary-based problem, so Classifica-
tion SVM is used. The experiment is conducted on many students from grades 2− 5
(USA). An additional experiment is to handle the problem of negative training data
from classes that are not seen in training data. The findings have shown an accuracy
of 38% − 87%, unfortunately, the output is mainly showing low accuracy.

Other findings include only a small effect on the overall performance of the de-
tectors, SVM performs better than humans when tested with the Weekly Test plan
(with and without the plus), and both Classification and Regression compare fa-
vorably to other existing methods. It shows substantial variability in the human
annotation of reading levels. Improvements can include more feature extraction &
model exploration and using different sizes of out-of-vocabulary (not just 6 as used
in this paper).

Variables For Academic Predictions

Kotter et al. [51] applies a Linear Regression model to determine the relationship
between the academic performance (from exam called M1) of medical students with
their background (age and gender) and pre-test scores. The dataset contains 456
students in freshman year. The experiment is conducted at the start & end of sopho-
more year. The exploration includes the coefficient correlation between PMSS (T1
& T2) scores to M1 grades, PMSS T1 scores (without age and gender) & PMSS T2
scores (with age and gender). The findings show that 2 and 14 months before M1
provide a positive relationship to M1 grades. Also, age & gender are useful vari-
ables to predict grades. Females that are older with stress are more likely to achieve
poor academic performance. Future work is claimed to focus more on qualitative
approaches to explore the influence of potential confounders.

Thiele et al. [75] perform a study to predict academic performance by examining
a student’s school and socio-demographic details. The data originates from an in-
stitution in the UK (University of Liverpool) and contains many characteristics (e.g.
socio-economic, & deprivation). The data contains 5369 students which are derived
from UCAS. Students on 4/5 year programs are ignored to avoid biased outcomes.
The study applies a Logistic Regression to determine the relationship between their
variables and academic performance. The results in general claims no evidence of
a direct association between their background factors and academic performance.
However, they managed to discover other factors. They discovered students who
are Whites are more likely to achieve higher grades than other ethnicities (e.g. Asian,
Black). Students who come from an academic background (A Levels), and live in the
least deprived areas are more likely to achieve higher grades. The paper claims the
data is mainly students who are Whites and below the age of 21. This does mean
there is imbalanced data which may alter the outcomes. Further research is required
to verify the institution’s policies with firm evidence to avoid any discrimination.

Kweon et al. [52] explores the relationship between school environments and
student performance. Specifically comparing students that attend campuses with
high/low numbers of trees and how they affect student academic performance.
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The data contains 219 public schools that contain environment measures (e.g. tree
amount), demographic (e.g. ethnicity, number of students, student-teacher ratio),
and performance data (e.g. maths grades). The students are grades 2 − 10 (USA).
The evaluation is based on correlations and regression models. Two aims are ex-
plored: 1) academic performance to amount of trees; 2) the relationship between
ethnicity/race to trees amount. The findings show there is a relationship between
the number of trees and the level of success academically (in schools with more
trees). But this is not all the case, in large land, it can provide a negative impact on
a student’s academics. Students who are Whites generally have strong ties to cam-
puses with higher amounts of trees. The paper expresses it can provide guidance to
future projects.

Schwanz et al. [70] explored the relationship between parent relations to college
student grades (GPA). The dataset is from two southeastern liberal arts universities
that consist of 466 students in total. The dataset contains 281 females and 185 males
with an age range of 18− 29 (average age is 20). The data is collected in two batches,
each one from a university (313 and 153). There are different variations in the de-
mographics of both universities. The judgment of outcomes is based on the T-score
correlation. In their findings, both universities showed a positive correction between
parental relations and a student’s GPA (grade). They also discovered a negative cor-
relation between parental relations and dropouts.

Pollio, Humphreys, and Eison [67] developed a questionnaire and collected re-
sponses of 6000 individuals in Milton, Pollio, and Eison. The individuals are from
23 different institutions in the USA. 4365 are students, 854 are faculty and 584 are
parents. The remaining 362 is for business officials. The question included their re-
action to high and low grades. It is discovered that parents have strong reactions to
both high and low grades. With low grades, parents demanded an explanation, and
with high grades, they are proud of the achievement.

Housing [41] is a report conducted in 2019 by the United Kingdom government
that showcases the relationship between IMD ranks and several niches including
education. According to the reports, education relates 13.5% to the overall IMD
rank judgment. In the reports, they discovered individuals from highly deprived
areas are less likely to have higher education (undergraduate level) compared to
individuals from low-deprived areas. This is because of the lack of support from the
community. Unfortunately, the data specification is not mentioned.

Strøm, Falch, and Lujala [72] conducted a large case study on the question of the
travel distance relationship between each student’s home location and the school
location. The research occurred in Norway and is used to evaluate if distance af-
fects graduation propensity. The data is given by National Educational Database in
Statistics Norway in the spring of 2002. The data contains their location when they
enrolled and matched their details using parental details. It contains over 35 vari-
ables of their demographic, distance, and performance. The commuting depends on
the student’s home. Students living close either walk or cycle to school. Students
living far travel by car or public transport (e.g. bus). Variables include travel time,
parent marital statuses, GPA, parental highest education, and gender. The analy-
sis included comparing the T-score of distance variables with student performance
(grades). It shows distance is a strong relationship between the student’s home to
the school of registration. Therefore, students living close by are more advantaged
to graduating on time with better grades.

Hayward and Hoelscher [35] performed a study on whether entry qualifications
have any influence on the success of degree completion (not dropping out). The
comparison is between students from an academic background to students from a
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vocational background. The data is a combination of third parties such as HESA and
UCAS. The UCAS data contains full-time undergraduate students, from 1995− 2004
with many enrollment characteristics such as socioeconomic, entry qualifications,
age, gender, etc. The HESA data contains enrolled students showing the rates of
completion/non-completion alongside socioeconomics and demographic data. The
HESA can also be linked with UCAS using the UCAS identity code. The study
showed an increase in vocational courses from 1995− 2004 but the general academic
remains relatively similar. The evaluation is conducted using (mainly) three Logistic
Regression models, where the difference is the number of variables used for model
training. The exploration is based on the intercept scores showing mainly no direct
relationship between entry qualification and dropouts. The findings show that vo-
cational courses have a higher risk of dropouts. But it also shows students from a
vocational background risk level is based on the institution. Students that have high
UCAS tariff scores are the least likely to drop out.

In summary, the papers related to variables demonstrate several relevant factors
to student performance. The most popular variables include age, entry qualification,
gender, and parental influence. The least popular variables include school, socioe-
conomics, travel distance, IMD, and POLAR 3/4. Some variables are difficult to
collect. It could be restricted to a demographic (e.g. country) or they simply do not
store it. For example, IMD, and POLAR 3/4 are variables recognizable in the UK (to
the author’s knowledge).

Even though several variables are explored in past research, there are additional
(or new) variables that can deliver equivalent purposes. Typical examples include
health data (e.g. disability) and (more) parental data (e.g. household income). These
factors also can affect a student’s academic performance. These data can be prob-
lematic to collect due to the ethics and law barriers within a country. Having said
that, the observation from past papers shows motivation for repeat variable usage
in future student performance predictions.

Furthermore, the papers related to other AI technologies show that AI & Edu-
cation research on academic performance does not exclusively focus on prediction.
Despite its importance in the real world, this is not the only important problem. The
scope may differ but there are some similarities such as using student data to eval-
uate their outcomes and applying some of the AI technologies that are commonly
used for academic predictions.

2.4 Summary & Comparison

Applying decision-making models to predict student performance has been occur-
ring in the past decades. Since the 1990s, a wide range of AI-related approaches
has gradually revolutionised the research field (Masangu, Jadhav, and Ajoodha [59],
Aggarwal, Mittal, and Bali [5]). These algorithms apply processes differently to
evaluate predictions. The earliest algorithms applied included Classification & Re-
gression models that apply the Sigmoid or line-of-best-fit functions. Examples of
more algorithms include AdaBoost, Random Forest, & KNN. In addition, (Feed For-
ward) Neural Networks also delivered usefulness in the research field. Of course,
each model’s suitability depends on the given problem. Nowadays, state-of-the-art
research generally involves applying Supervised Learning models, including Feed
Forward Neural Networks (Zhao et al. [89], Trakunphutthirak, Cheung, and Lee
[76]).
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In no particular order, the popular decision-making algorithms (models) include
Random Forest, Logistic/Linear Regression, Naive Bayes, KNN, Decision Tree, SVM,
& Feed Forward Neural Networks. Many papers produce evaluations that compare
several of these models. Feed Forward Neural Network architecture applications, in
particular, have shown capability in accurate predictions and/or execution speed.
There are some cases where a mixture of recent & old Supervised Learning models
is applied in one experiment but it tends to be heavily biased to one side. Nor-
mally, it is heavily biased toward older models than recent ones (e.g. Extra Trees)
(Rodríguez-Hernández et al. [69]).

The datasets used are in the form of student records and contain mainly aca-
demic & demographic data (Mengash [60], Hayward and Hoelscher [35]). Typical
examples include attendance, D.O.B, ethnicity, gender, and grades. The most impor-
tant factor is academic performance as a student’s career opportunities afterward
are dependent on their studies. Also, most variables are more likely to be related to
qualitative than quantitative data types. Demographic data is likely to be qualita-
tive while academic data can be both qualitative and quantitative. Variables in these
datasets are more likely to contain qualitative variables than quantitative ones. It is
worth noting that student records contain personal data.

The process of predicting student performance includes collecting a dataset with
student details (Greatorex-Voith and Anand [34], Li, Lynch, and Barnes [55]) which
are characteristics and academic performance variables. Data is pre-processed such
as adding/removing variables and label encoding. Pre-processed data is then fed
into decision-making algorithms (models) to predict academic performance.

Sometimes, there are additional steps applied to the process such as feature se-
lection, time series, and/or Cross-Validation. These additional steps could be use-
ful to identify hidden patterns. Motivation for feature selection is due to the find-
ings of variables that have a strong correlation to each other (Greatorex-Voith and
Anand [34], Xu, Moon, and Schaar [85]). With these combinations, it is likely to
improve the prediction accuracy than without (Hussain and Khan [46]). The algo-
rithms used in past works are either applying built-in functions or applying a novel
algorithm/approach (Hussain et al. [45]).

Time series are useful if the problem involves evaluating performance in a time
cycle (e.g. semester, yearly). The common cycle shows to be on a semester basis,
this may be because the full course/module is semester-long. To conduct a time
series, the data must include the correct variable(s). Most data (that mention the
variables) do not provide this type of detail or do not include sufficient samples for
unbiased outcomes. The Supervised Learning models seem to be used with time
series problems (Zhang and Rangwala [88]). Cross-Validation is great to support
unbiased outcomes but it is not common (Zhao et al. [89], Yang et al. [86]).

Furthermore, sometimes predicting student performance involves identifying
the chances of not completing their studies (dropping out) (Aguiar et al. [6], He
et al. [36]). If a student dropped out (for whatever reason) that student is techni-
cally failed (and vice versa). These predictions are binary Classification problems (a
pass/fail) academic outcome.

Classification metrics identify the number of correct/incorrect occasions between
predicted and truth. Regression metrics compare the error losses between predicted
and truth. There are numerous types of metrics one can explore which have their
uniqueness. However, the purpose is the same, they are used to evaluate how well
decision-making algorithms perform. For Classification, these include AUC, Accu-
racy, F1, & PRAUC (Helal et al. [39]). For Regression, these include MAE, & MSE
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(Thai-Nghe et al. [74]). Fortunately, the development of predicting student perfor-
mance and metrics are now simpler thanks to programming languages like Python
(Scikit-Learn [71]).

The Classification problems are more commonly explored compared to Regres-
sion problems. This is because most academic performances are presented as qual-
itative rather than quantitative (Alwarthan, Aslam, and Khan [8], Chaudhry and
Kazim [24]). Theoretically, Classification models definitely perform better predic-
tion due to the number of options available. This results in a lesser chance of over-
fitting/underfitting and better optimisation. Classification problems can be binary-
oriented (e.g. pass/fail) or multi-oriented (e.g. A, B, C). The multi-oriented case
is an instance of a Multi-Classification problem and it is compatible with nearly all
decision-making models (e.g. Logistic Regression). Going even deeper, the analy-
sis shows that Multi-Classification problems are more common (Lau, Sun, and Yang
[53]).

In addition, there are other past works that do not necessarily focus on predicting
student performance. These include exploring the coefficient/correlation relation-
ship between factors and academic performance via machine learning algorithms
(Kotter et al. [51], Thiele et al. [75]), predicting student behaviour on MOOC (Jiang
et al. [49]), and recommending courses with a Recommender system (Lee, Kuo, and
Lin [54]). Although the research scope differs, they do share some similarities such
as the data category (educational data) and target audience (students).

The trend of predicting student performance accurately with Machine Learning
algorithms is rising. This includes exploring the potential of usage & presenting new
methods (if possible) to evolve the research field. Most Machine Learning based re-
search applies the same algorithms such as Random Forest, Naive Bayes, & Logistic
Regression. (Feed Forward) Neural Networks have been applied to the problem in
recent years mainly (Bilal et al. [18], He et al. [36]). Although there are more al-
gorithms proposed recently, they have not gained the same traction. One reason
may be the lack of significant improvement in results compared to established ap-
proaches. Unsupervised Learning has been used for predicting performance in rare
cases. It has also been used as a process step, typically in the pre-processing stages
(Ding et al. [27]).

The most commonly encountered data sample amount is 300 or below with most
variables related to course/pre-course performance variables such as reading score
(Alwarthan, Aslam, and Khan [8]). Data generally originates from educational in-
stitutions (e.g. universities) that focus on providing knowledge to individuals. The
vast majority of variables are more characteristics than anything else.

The challenges are focused on predicting accurately, in order to avoid leading
students in the wrong direction during their education life (e.g. not assigning poor
student performance to a high-achieving student, not using insufficient quality data).
Other challenges include the ethics and law of collecting data as it includes several
personal information. This barrier leads to chances of unreliable outcomes due to the
poor quality of data collected. The data must be of sufficient quality to deliver use-
fulness to institutions and the research field. These challenges have been reported
in several studies that review AI & Education in the past decades (Hellas et al. [40],
Chaudhry and Kazim [24], Dignum [26]).

Table 2.3 shows a comparison of all papers reviewed in this chapter. The Paper
column showcases the papers, AI (NN: Neural Network, SL: Supervised Learning,
RS: Recommender System, NLP: Natural Language Processing) provides the type of
technologies in each paper, Model Amount records the number of models in a paper
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(used in their experiments), Hidden Layers determines the number of hidden lay-
ers, Rich Data Analysis determines whether the data is explored with many forms of
analysis (and not just generic data specification and/or statistics), Performance Value
determines the output format produced in their methodologies, Predict/Explore (P:
Predict, E: Explore) determines whether the paper is focused on predicting student
performance (with AI) or exploring the niche (e.g. analysing case studies), Imbal-
anced Data Effect verifies if a paper introduces a method to reduce the probability of
imbalanced data (which is represented as a novel algorithm). The answers can be Y
(Yes), N (No), or - (not applicable).

TABLE 2.3: Display a comparison using all papers.

Paper AI Model Amount Hidden Layers Rich Data Analysis Performance Value Predict/Explore Imbalanced Data Effect
Utzman, Riddle, and Jewell [78] SL 1 - N Y P N
Yang et al. [86] SL 1 - N Y P N
Pereira [64] SL 1 - N Y P N
Pyke and Sheridan [68] SL 1 - N Y P N
Jiang et al. [49] SL 2 - N Y P N
Jaber et al. [47] SL 2 - N Y P N
Bilal et al. [18] NN 1 1 N Y P N
Rodríguez-Hernández et al. [69] SL; NN 7 1 N Y P N
Zacharis [87] NN 1 1 N Y P N
Lau, Sun, and Yang [53] NN 1 2 N Y P N
Waheed et al. [80] NN 1 3 N Y P N
Ding et al. [27] SL; NN 5 1 N Y P N
Helal et al. [39] SL 4 - N Y P N
Xu, Moon, and Schaar [85] SL 5 - N Y P N
Hussain and Khan [46] SL 2 - N Y P N
Badr et al. [10] SL 1 - N Y P N
Xenos [84] SL 1 - N N P N
Adekitan and Noma-Osaghae [2] SL 6 - N Y P N
Mengash [60] SL; NN 4 1 N Y P N
Zhao et al. [89] SL; NN 8 1 N Y P N
Masangu, Jadhav, and Ajoodha [59] SL 5 - N Y P N
Bujang, Selamat, and Krejcar [20] SL 4 - N Y P N
Mueen, Zafar, and Manzoor [61] SL; NN 3 1 N Y P N
Aggarwal, Mittal, and Bali [5] SL; NN 8 - N Y P N
Li, Lynch, and Barnes [55] SL 7 - N Y P N
Francis and Babu [31] SL; NN 4 1 N Y P N
Hussain et al. [45] SL 4 - N Y P N
Dronyuk, Verhun, and Benova [28] SL 3 - N N E -
Zhang and Rangwala [88] SL 6 - N Y P N
He et al. [36] SL 6 - N Y P N
Trakunphutthirak, Cheung, and Lee [76] SL; NN 4 1 N Y P N
Greatorex-Voith and Anand [34] SL 4 - N Y P N
Aguiar et al. [6] SL 4 - N Y P N
Ahadi et al. [7] SL 9 - N Y P N
Thai-Nghe et al. [74] RS; SL 2 - N Y P N
Lee, Kuo, and Lin [54] RS 1 - Y Y P -
Petersen and Ostendorf [65] SL; NLP 1 - N Y P -
Alwarthan, Aslam, and Khan [8] - - - - N E -
Hellas et al. [40] - - - - N E -
Chaudhry and Kazim [24] - - - - N E -
Dignum [26] - - - - N E -
Kotter et al. [51] SL 1 - N N E -
Thiele et al. [75] SL 1 - N N E -
Kweon et al. [52] SL 1 - N N E -
Schwanz et al. [70] - - - N N E -
Pollio, Humphreys, and Eison [67] - - - N N E -
Housing [41] - - - N N E -
Strøm, Falch, and Lujala [72] - - - N N E -
Hayward and Hoelscher [35] SL 1 - N N E -

The focus of the novel framework for predicting student performance that is the
focus of this thesis is to address the following research gaps that were identified
through the systematic literature review presented in this chapter:

• Performance range: the current work uses a performance value as output to
evaluate student performance. Even though it may resemble the preciseness
to student performance, it does not explore the performance range where there
is a high/low boundary which can be described as a tolerance. With the given
outcome, it can improve the prediction accuracy, it also can be more suitable
to predict performance as it considers the struggles of being a student. In this
thesis, the student performance output is a performance range that provides
their minimum & maximum academic performance.

• Lack of effect on reducing imbalanced data: It is clear from past works, not
much effect is applied to help reduce imbalanced data. As imbalanced data ex-
ist, it can deliver reliability concerns of the outcome. In addition, imbalanced
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data also relates to overfitting/underfitting. This thesis explores a potential
method of reducing imbalanced data which can deliver confidence in the out-
come.

• Limited use of Unsupervised Learning: Unsupervised Learning has rarely
been used due to its incompatibility within this research niche. This thesis in-
troduces a model pipeline process that integrates Unsupervised Learning as a
pre-processing step. Its purpose involves grouping similar student data before
producing predictions.

• Lack of in-depth data analysis: Many papers show a lack of in-depth data anal-
ysis. For instance, few researchers explore dimensionality reduction, hypoth-
esis tests (e.g. distribution tests), additional quantitative analysis (e.g. skew,
kurtosis), and exploring student groups between performance and other fac-
tors. This thesis provides an in-depth analysis of the data and evaluates its
strengths and weaknesses.

• Lack of usage of several Feed Forward Neural Networks at once: Research that
adopts (Feed Forward) Neural Networks commonly applies one model that
generally consists of 1 − 2 hidden layers. This raised the question of whether
there can be an improvement in results with more hidden layers. To conduct a
fair comparison, exploration needs to be done in one setting (experiment with
the same data with the same neurons). This thesis explores the use of more
than 1 Feed Forward Neural Network with different hidden layers to verify
any differences in prediction accuracy (if any).
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Chapter 3

Computational Framework

In this chapter, a novel computational framework for higher education is proposed,
aiming to predict the academic performance of students. The framework design
follows a pipeline process that consists of a unique combination of layers. Each layer
must be processed in chronological order. Each layer is placed in a certain position
to achieve optimal results. The identified research gaps in existing literature (as
discussed in Chapter 2, in Section 2.4) are addressed through these layers. In the
remainder of the thesis, the proposed framework is referred to as the computational
framework or simply framework.

Figure 3.1 illustrates the layered architecture of the framework. The chronologi-
cal steps include:

• Data & Global Pre-Processing

• Data Analysis

• Predict Pre-Processing

• Feature Selection

• Training/Testing Split

• Anchored Training Data

• Model

• Benchmark

As mentioned earlier, the computational framework is designed to address iden-
tified research gaps. In particular, the following list associates particular layers with
research gaps that are addressed:

• Data Analysis - This produces an in-depth analysis of a given dataset.

• Anchored Training Data - This reduces the probability of imbalanced data be-
fore being used with decision-making models.

• Model - This applies a model pipeline process that integrates Unsupervised
Learning to assist student performance predictions (as a pre-processing step
which is grouping relevant student data before producing predictions), pre-
dict student performance with ranges, and uses several Feed Forward Neural
Networks with different hidden layers in one setting (experiment).

• Benchmark - This partially fulfills predicting performance range but in this
case, it validates if the prediction is correct or not.
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FIGURE 3.1: The computational framework in the form of a layered
pipeline. Each block represents a layer that must be executed (top to

bottom).
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3.1 Data & Global Pre-Processing

Data must be collected that represents student performance alongside their details.
In this layer, a generic understanding of the data must be achieved (e.g. attributes,
definition, data type). Global Pre-Processing is the initial stage of data cleaning and
must be done before going to the next layer.

The following list includes a series of actions that are considered for the Global
Pre-Processing (if required):

• Adding Variables (optional): Adding variables refers to producing new vari-
ables using algorithms alongside existing variables in the original dataset. Adding
variables may also be a replacement for variables that do not provide any pur-
pose (e.g. the variable is discontinued).

• Removing Variables (optional): Removing variables are those that do not pro-
vide any purpose to the dataset. For example, an original dataset may repre-
sent a completed module which is not ideal for student analysis. One would
need to group the data by students (ID); doing so may return some variables
not delivering any purpose (because of the change). Therefore, removing them
is a suitable option.

• Group data by students: The data must represent a single student per row; this
is important given that this framework is aiming to evaluate each particular
student’s performance. If a dataset does not fulfill this format then one must
represent each row as each student by grouping the data with their ID num-
ber or equivalent. The quantitative variables are computed by the average.
The qualitative variables are collected from the first row. In most cases, quali-
tative variables refer to characteristics, whereas quantitative variables refers to
performance (e.g. grades). If this is not the case, it is very likely the data does
not deliver any important purpose to a student.

• Remove any rows that contain incomplete data: Oftentimes, data may be un-
available for particular variables and/or students, which doesn’t provide any
use. Adding an estimation can be an option but there is no confidence that this
estimation may be appropriate. To avoid any complications resulting from
incomplete or suboptimal data imputation, rows that contain empty data are
removed. Also, this framework applies decision-making models which only
work if data is not incomplete. It removes rows that contain at least one empty
cell.

After this layer, the Data Analysis layer is executed. From this point, a given
dataset is collected, and the Global Pre-Processing has been completed (if needed).

3.2 Data Analysis

In this layer, an in-depth analysis of all variables is conducted (when necessary).
This layer addresses the research gap in the existing literature that points to-

wards the lack of in-depth data analysis that includes applying several different
analysis methods. This allows identifying particular strengths and weaknesses of
individual methods and can provide a more well-rounded analysis of the dataset in
question.

Numerous statistical analyses and pattern explorations between (student) groups
are conducted to understand the strengths and weaknesses of a given dataset. It is
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more complicated and requires specific qualifications (statistics). Examples indica-
tively include correlation, dimensional reduction, hypothesis tests, and exploring
good/bad performing individuals.

Of course, the dataset must be relevant with sufficient samples and variables.
The degree of sufficience can be subjective and differs depending on circumstances.
The analysis is not somewhat required for predicting student performance but it
does provide insight into which variables to use and/or which student group to
explore.

The following list of tasks is recommended for the layer of in-depth data analy-
sis, provided that the previous step of global pre-processing has been completed as
needed:

• Frequencies: Presents the number of attributes of each qualitative variable and
statistics (e.g. standard deviation, median) of each quantitative variable. For
qualitative variables, the percentage of the popularity of each attribute is also
included.

• Quantitative: Presents the correlation, hypothesis tests, and statistical analysis
(e.g. quantile 25%, skew) when necessary.

• Dimensionality Reduction: Explores the predictive capabilities of the dataset
when reduced in lower dimensions. If performance is not severely affected
then the dataset can be simplified (this depends on the available data).

• Above/Below 60% grade (or other): Explore patterns between student perfor-
mance with several variables (e.g. attendance, travel type).

• Grade Classification (or equivalent): Explore patterns between student perfor-
mance with several variables (e.g. ethnicity, socioeconomic).

• D.O.B: Explore patterns between students with date/time variables (e.g. week-
day, year) and student performance.

While the abovementioned task list is recommended, there is the possibility of
replacing some with equivalent ones, provided that they provide similar function-
ality. The amount and type of analysis is a matter of preference, the only condition
here is the analysis should be sufficient to give one a level of understanding of the
dataset; the more analysis is conducted the better the understanding of the dataset
that is achieved. Also, the results of the data analysis phase are directly dependent
on the quality of the dataset.

After this layer, the Predict Pre-Processing layer is executed. From this point,
a given dataset’s strengths, weaknesses, and hidden patterns are understood using
data analysis.

3.3 Predict Pre-Processing

This layer is the starting point to predict student performance. In addition to the
Global Pre-Processing applied to the data, a second series of Pre-Processing tasks
described in this layer needs to be considered.

The following list describes the measurements for the Predict Pre-Processing (if
required):
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• Collect a student group niche (optional): One may choose a specific
student group depending on the problem. Examples of groups in-
clude first-year students, graduates, or perhaps first-time enrolling.
Occasionally, a particular student group is applied as it may pro-
vide deeper hidden patterns (e.g. one group may be performing
better than another). There are no restrictions on a niche but it
should have sufficient samples for reliable outcomes. If applied,
this must be the first or second step.

• Collect specific variables (optional): This is associated with the stu-
dent niche, some niches may not be eligible for all variables. For
example, current students are not eligible to have a final grade vari-
able. So, it is required to collect the variables that suit the current
circumstance of a student niche (group). If applied, this must be the
first/second step.

• Label encodes any qualitative variables: Data variables that are
nominal or ordinal represent in language format for human com-
munication (e.g. English). However, in decision-making models,
this data type does not provide any use. As a result, the data must
be converted to a numerical format. Label encoding the data con-
vert each unique attribute to a unique identity number. In this way,
the decision-making models can use those factors in their evalua-
tion.

• Scale-down & normalise: To avoid any biased outcomes, the data is
scaled down with qualitative variables and normalised with quan-
titative variables (Z-Score). In decision-making models, applying
these transformations helps improve performance and computa-
tion speed.

After this layer, the Feature Selection layer is executed. From this point, a given
dataset is in the right format for producing outcomes.

3.4 Feature Selection

In normal circumstances, the Feature Selection layer depends on the data type. In
this framework, the selected Feature Selection does not involve any barriers to data
types and therefore does not provide any issues in checking eligibility. Furthermore,
the configuration of each Feature Selection is a matter of preference. There are no
prerequisite settings for hyperparameters.

The following Feature Selections are applied:

• Genetic Algorithm (GA)

• Particle Swarm Optimisation (PSO)

• Recursive Feature Elimination (RFE)

After this layer, the Training/Testing Split layer is executed. From this point,
a particular combination of features from a given dataset has been selected (or the
original feature set is retained if no Feature Selection is applied).
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3.4.1 Genetic Algorithm (GA)

The Genetic Algorithm follows the theory of evolution where the next generation’s
performance is improved by learning from its predecessors. The method is con-
verted to a Feature Selection by mapping a list of features to each individual. The
fitness score is calculated with each individual and the one with the highest fitness
score is selected. The selected individual’s assigned features are chosen. Equation
3.1 is the fitness score for the Genetic Algorithm. Where N is the total population, p
is a specific population, M is the total number of folds, f is a specific fold, and then
average the benchmark scores from each f .

Fitnessga =
1
M

M

∑
f=1

N

∑
p=1

(
TPf ,p + TN f ,p

TPf ,p + TN f ,p + FPf ,p + FN f ,p
) (3.1)

3.4.2 Particle Swarm Optimisation (PSO)

Particle Swarm Optimisation relies on a group of particles assisting each other by
moving toward the solution of a given problem inside a sub-space. The method
is converted to a Feature Selection by assigning a set of features to each particle.
Each particle’s assigned features compute the benchmark performance using a Su-
pervised Learning machine learning algorithm.

The best predictor is positioned in the middle of a given sub-space. The remain-
ing particle collects attributes from the particles in the middle and starts to move
toward them. This means incoming particles can become better predictors than the
original. If so, then it becomes the best predictor. Each particle continues to compete
until the iterations are completed. The best particle and the list of features assigned
to that particle is the final decision.

3.4.3 Recursive Feature Elimination (RFE)

Recursive Feature Elimination requires one decision-making Supervised Learning
model, this chosen model fits the features to itself, ranks the features, and eliminates
the lowest ranking feature. The process repeats until the execution is stopped. The
execution is stopped by notifying the minimum number of features. For example,
if the minimum is 3 features to an RFE, this means it keeps eliminating the worst
features until it reaches 3.

It is crucial the correct model is selected as it can return the wrong list of fea-
tures to a problem. For example, Classification problems should use Classification
Supervised Learning models such as Logistic Regression. It is also worth noting that
not all models can be used with this approach. Only models that compute the co-
efficients or feature importance are compatible as these metrics are used to find the
weakest features.

For the proposed computation framework, the Cross-Validation version (5 folds)
is applied which ranks each variable performance in all folds and removes one fea-
ture per iteration. The variables that are ranked first are the selected features.

3.4.4 Skipping Feature Selection

It is worth noting that there is always the option to skip feature selection in cases
where the feature set is already optimised, or there is a limited number of features
available. Retaining the original set of features may actually result in better perfor-
mance and save computation time, so it may be preferable.
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3.5 Training/Testing Split

This segment splits the data into two subsets. The Dtrain are samples used to train
each model to predict the performance range for each student in Dtest. The Dtrain
collects 67% and the Dtest collects 33% of the original dataset D. The data must be
shuffled before splitting to avoid biased results.

Again, the split is a matter of opinion, the split percentage above is the default.
It is worth mentioning that leaving a larger split for Dtrain can result in a longer
execution time.

After this layer, the Anchored Training Data layer is executed. From this point,
the dataset (D) is divided into training Dtrain & testing Dtest sets with a ratio of 67% :
33% (or other if specified).

3.6 Anchored Training Data

This layer addresses the research gap in the existing literature that refers to reducing
the probability of imbalanced data (including overfitting/underfitting).

The Anchored Training Data is applicable with the Dtrain.
The method evaluates the right number of samples to reduce the overfitting and

underfitting probability. Reducing this probability also reduces the ratio of imbal-
anced data. This is because the best sample amount contains the best quality combi-
nation of samples. Better quality samples result in a more balanced ratio of attributes
in each variable. The ratio is likely to be (more) balanced compared to the original
dataset specification.

The selected technique is to find the best number of samples for each experi-
ment. This purpose is to reduce the overfitting/underfitting issue as it can be a com-
mon problem. The method involves shuffling and splitting the data into segments
s where s = 5. Each segment si contains an even ratio of samples from the original
dataset D. This is processed in a range of iterations i where i = s. In each iteration in,
it collects the current segment si and all previous segments si−1, si−2, ..., si−n (if any).
These segments are merged together to form one (temporary) dataset Ds. The next
step is to split Ds into two (further) sets: training Dtrain (67%) & testing Dtest (33%)
sets. This is followed by inserting the Dtrain & Dtest to a Logistic Regression (Sigmoid
function) and producing the predictions. The benchmark metric is then executed (in
this case, the Accuracy benchmark is used). This same process is repeated for all i.
The sample amount with the best benchmark performance is the selected number of
samples to apply to the experiments.

Figure 3.2 provides a visual representation of the process.
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FIGURE 3.2: The process of how the Anchored Walk Forward process
leads to identifying the best number of samples.

After this layer, the Model layer is executed. From this point, Dtrain is filtered
with the best-suited number of samples. There are no changes with Dtest.

3.7 Model

Integrating Supervised Learning and Unsupervised Learning is applicable to the
model architectures within this layer. The judgment of models is subjective, though
it is important to note that the models should suit the problem. However, it is prefer-
able that several models are included which can be multiple architectures of a given
model and/or unique decision-making algorithms. The Model layer should also
include start-of-the-art methods to maximise potential performance. In general, an
exploration of 5 models in total should generally be sufficient. These may include,
for instance:

• Random Forest

• AdaBoost

• K-Nearest Neighbours

• Gradient Boost

• Extreme Gradient Boost

• Gaussian Process

• Passive Aggressive
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• Extra Trees

• (Feed Forward) Neural Networks

• K-Modes

• K-Prototype

In addition, it depends on the given dataset as some models may not be eligible.
For example, integrating Unsupervised Learning models only accept specific data
type (e.g. K-Modes only accepts qualitative attributes).

This layer addresses several research gaps in the existing literature: (1) conduct-
ing an exploration of Unsupervised Learning in a model pipeline process (as a pre-
processing step to group relevant student data before producing predictions) to as-
sist student performance predictions; (2) applying multiple (Feed Forward) Neural
Network architectures with different hidden layers (in one experiment); (3) predict-
ing student performance ranges which describe the highest & lowest academic abil-
ities.

In this part, the model collects Dtrain version outputted from the Anchored Train-
ing Data. That Dtrain is trained with Machine Learning algorithms to predict the
performance ranges for each student in Dtest. The outcomes are then fed into the
benchmark process.

There are two types of architectures:

• Parallel Architecture - Executed for decision-making models that
require a target vector and a feature matrix/vector (Figure 3.3).

• Popularity Architecture - Executed for decision-making models that
require a feature matrix/vector (Figure 3.4).

The Parallel Architecture integrates Supervised Learning in its pipeline process.
In this architecture, for each student in Dtest, the minimum and maximum academic
performance are predicted, which becomes the performance range. This does mean
that two executions are computed per student. The machine learning algorithms
in the Parallel Architecture are the main step for predictions. These algorithms are
built-in with the feature to predict future events. For this reason, this architecture
includes fewer processes compared to the remaining ones.

The Popularity Architecture integrates Unsupervised Learning in its pipeline
process. Each student’s variables in Dtest are grouped with students in Dtrain. In
other words, similar student data are grouped together (which is the purpose of
Unsupervised Learning). Those grouped samples are collected and the popular-
ity of academic performance is filtered. The popularity judgment is based on the
number of occasions each academic performance occurred above the median. The
minimum and maximum academic performance from the popular set becomes the
performance range (becomes the prediction). Furthermore, before the usage of Un-
supervised Learning, one must determine the right cluster ci. Fortunately, there are
cluster performance methods to determine the outcome. Each cluster’s performance
differs and their specification must be met. The machine learning algorithms in the
Popularity Architecture are a pre-processing step for predictions. The duty is to col-
lect student samples with similar characteristics. These algorithms are not built-in
with the feature to predict future events. This architecture includes more processes
compared to the remaining.
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FIGURE 3.3: Parallel
Architecture integrates
Supervised Learning.

FIGURE 3.4: Popu-
larity Architecture in-
tegrates Unsupervised

Learning.

After this layer, the Benchmark layer is executed. From this point, the models
have predicted the performance range.

3.8 Benchmark

This layer also addresses the aforementioned research gap related to predicting per-
formance ranges. The association is on the basis of evaluating if the prediction is
correct or not.

The traditional benchmarks are implemented to compare outcomes between x &
y vectors Rn that contain only singular values. x is the prediction vector and y is the
true vector. The given framework outputs a range and is therefore not compatible
with the well-known benchmarks.

As a result, the framework includes a compatible benchmark, which this thesis
refers it as the Valid Range. The benchmark compares a range with a singular value
and evaluates predictability if the singular value is within the range. If the singular
value is within the range is correct, otherwise, it is not. The output is binary-based
and executed on each model. This benchmark is not an improvement to the tradi-
tional version, it is not compatible with the output results from this work.

Table 3.1 & Figure 3.5 provides an example. The Min & Max columns are the
performance ranges (prediction output from this framework). The Correct column
is the benchmark output (Rn) from this framework, that verifies whether the True
column (by default its the average performance) is within Min & Max. If so, then the
range is correct, otherwise, the range is not correct. The output is binary-based but
can be converted to percentages, as represented in Equations 3.2 & 3.3.

Correct Ratio (%) =
Number o f Correct Samples
Total Number o f Samples

(3.2)

Incorrect Ratio (%) =
Number o f Incorrect Samples

Total Number o f Samples
(3.3)
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TABLE 3.1: Display an example of the output from this project.

Student Min Max True Correct
ID 1 0.3 0.7 0.5 1
ID 2 0.4 0.8 0.9 0
ID 3 0.4 0.5 0.4 1
... ... ... ... ...

FIGURE 3.5: Example of the benchmark using a scale (for demonstra-
tion purposes).

This is the final layer and completes the proposed computational framework.
The benchmark shows the prediction accuracy of each model. Then one can perform
an evaluation.
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Chapter 4

Experiment

This chapter validates the applicability of the computational framework presented
in Chapter 3 by applying it to a given dataset. Each section represents a layering pro-
cess and shows the configuration, comparison of existing literature, discussion about
choices, and/or results (when necessary) to predict student performance. Again, the
specification of each layer is mentioned in Chapter 3.

Figure 4.1 provides the process executed in this experiment. Two experiments
are applied to the computational framework. Experiment One applies the Parallel
Architecture and Experiment Two applies the Popularity Architecture.

4.1 Data & Global Pre-Processing

In this section, a background understanding of the data is presented. This includes
providing the origin of the data, a description of the data, and the Global Pre-
Processing tasks (Section 3.1).

4.1.1 Data Supplier

The dataset is given by The University of Huddersfield. The University of Hudder-
sfield is an institution based in West Yorkshire, Huddersfield, United Kingdom. The
University features in all Higher Education information and ranking portals, such
as The Complete University Guide [77]. They offer undergraduate, postgraduate, and
doctoral degree courses. In the period of time the dataset was collected there were
231 full-time courses, 168 sandwich/placement courses, and & 8 part-time courses.
The University of Huddersfield prides itself in that 100% of undergraduates under-
take professional work-related experience after their studies [44].

4.1.2 Data Description

The given dataset is in the form of student records that consist of completed mod-
ules between 2014 − 2018. In total, the original dataset contains 200, 000 rows (size
of data) that contribute to over 27, 000 students (when grouped). Out of these, about
14, 000 students are graduates. There are 52 columns but several variables have the
same definition; the difference is that one presents the code, and the other presents
the title (e.g. department code and name). Therefore, 27 variables contain unique
definitions. All students are undergraduates, between years 1 − 3. The variables
contain several demographic data such as ethnicity, gender, and parental educa-
tion. The remaining variables are assessment and course details such as attendance,
grades, and course title.

Table 4.1 presents further details (e.g. data attributes, types) of each variable
within the (original) dataset. There are 15 variables that are nominal, 8 are ordinal,
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FIGURE 4.1: A diagram of the pipeline process applied to this ex-
periment. Both model architectures are applied, and the experiment

follows the specification explained in Chapter 3.
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and 3 are continuous. Most variables are qualitative (24 variables) and the remain-
ing are quantitative (3 variables). Also, the data format is mainly non-numerical (21
variables) rather than numerical (6 variables). Most variables in each row tend to du-
plicate especially demographic data. The non-demographic data deliver the unique-
ness between rows. The common non-demographics include attendance, grades,
and swipe time.

Table 4.2 provides an example of the representation of the dataset (not real data).
Each row represents a completed module. This means one row or more can be asso-
ciated with a student. For example, row 1 can be student A and completed Module A
with 50%. Row 2 can be student A and completed Module B with 79%. Row 3 can be
student B and completed Module B with 62%.

There are several strengths and weaknesses with the given dataset. The strengths
include sufficient sample size, sufficient variables, an adequate ratio of demographic
and course variables, sufficient academic year cycles, sufficient student groups, and
the fact that the dataset contains both current students and graduates. The weak-
nesses include incomplete data (missing or incorrect details such as an address, &
travel type), and imbalanced data (e.g. ethnicity is biased to the White background
only).

Differences from datasets in literature

There are several differences between the dataset used in this research and those in
the existing literature and these are discussed next. The dataset in this experiment,
the sample size, and the variable amount is higher than in past papers, and the range
tends to differ depending on the past paper (e.g. [18], [2], [88], [60]). Normally, it
is around 10000 for samples (or more) and around 9 for variables (or more). For
example, Bilal et al. [18] dataset contains 76 samples and 17 variables, Zhang and
Rangwala [88] dataset contains 13000 samples and 11 variables.

Most variables contain a wide range of attributes and there is no particular pat-
tern among them. The attributes in the Student ID variable should equal the total
number of students within the dataset. But the remaining attributes can correspond
to a collection of students in each variable. This results in several student groups
which can contain high/low amounts of samples and/or variables (depending on
the data filtering).

This dataset contains several variables but also misses other variables compared
to the literature (and vice versa). Examples of missing variables include pre-entry
academic performance such as A Level grades (or equivalent), health status (e.g.
disability, anxiety) & household income. It can provide more insight into identi-
fying patterns between their circumstances and their academic performance. The
variables that are missing in this dataset do exist in past works (Aggarwal, Mittal,
and Bali [5], Xu, Moon, and Schaar [85]). On the other hand, all variables in the given
dataset have existed in some way in other datasets (e.g. age, domicile, & grades) but
the particular combination of variables is unique.

Also, this dataset contains uncommon & useful variables such as IMD, POLAR
3/4, and socioeconomic. These variables are available in UK institutions only (to
the author’s knowledge). In the UK, institution data are collected from UCAS, so
student records from UK universities contain similar variables. Of course, the data
format and structure between UK universities can be different. For example, one
institution may record based on each module but some may not apply that practice
(e.g. stored in a separate database).
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Most existing research that uses datasets from UK institutions does not fully ex-
press the (data) specification. The best case scenario is one paper by Thiele et al.
[75] that mentions collecting data from a UK institution. It does provide sufficient
details that variables IMD, POLAR 3/4, and socioeconomic (or other) are included.
However, the number of samples is below 6000 which is (far) less in comparison to
the data provided in this thesis (which is the difference).

In summary, this dataset contains a unique combination of academic year cycles,
modules, courses, student home/term residency, sample amount (rows), and more.
Which also delivers novelty compared to past dataset usage.

Similarities to datasets in literature

In addition, in the existing literature, the datasets used in past papers and this
dataset share similarities. The datasets in past works are collected from institutions,
and/or third-party organisations (e.g. Coursera). The challenges (ethics and law)
of collecting data are relatable (e.g. data protection) (Chaudhry and Kazim [24],
Dignum [26]). Within those datasets, most variables are qualitative, minor variables
are quantitative. Most variables that are qualitative are demographic data and most
variables that are quantitative are academic/course data. The students are com-
monly undergraduates (or equivalent level). Furthermore, incomplete data and im-
balanced data exist in this dataset and in past papers datasets.

Moreover, the case studies (Alwarthan, Aslam, and Khan [8], Hellas et al. [40])
explore more past research and provide the common and uncommon trends be-
tween this dataset and those datasets. The common patterns include most variables
being course details, the number of variables being around 25, most variables be-
ing qualitative, and the assessment variables being grade values. The uncommon
pattern(s) include the (popular) sample size being between 30 − 300. These trends
show the dataset in this experiment shares more similarities than differences. The
differences are not beneficial to this dataset or the experiment.
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TABLE 4.1: Details of the original dataset such as definitions & at-
tributes. Note there are many variables that have the same defini-
tions but the representation differs, the common one is represented

as name and code.

Column Description Format Attributes Type
Student ID The student identity. String 27,018 Nominal
Academic Year The occurred academic year. String 4 Ordinal
Status The student’s current circumstance. String 15 Nominal
Gender The student’s gender. String 2 Nominal
Department The department the student studied. String 26 Nominal
School The school the student studied. String 7 Nominal
Module The module the student studied. String 1,235 Nominal
Module Grade The student’s % grade achieved from a module. Float 0 ⩽ x ⩽ 100 Continuous
Graduate Grade The student’s final classification grade. String 4 Ordinal
Attendance The student’s attendance per module. Float 0 ⩽ x ⩽ 1 Continuous
Home Postcode The student’s home residence. String 18,006 Nominal
Term Postcode The student’s study term residence. String 12,411 Nominal
Travel Type The student’s method of traveling to the institution. String 3 Nominal
Accommodation The name of the student’s study term residence. String 8 Nominal
Domicile The student’s country of origin. String 113 Nominal
Ethnicity The student’s ethnicity. String 19 Nominal
Entry Qualification The student’s latest & previous qualification. String 48 Ordinal
Parental Education The student’s degree educated or not. String 6 Ordinal
Last School The student’s last institution. String 1,750 Nominal
Route The student’s course choice on their application. String 461 Nominal
Course The student’s current course during studying. String 168 Nominal
IMD The student’s home residence deprived rank. Integer 5 Ordinal
POLAR 3/4 The student’s rank of participation in higher education. Integer 5 Ordinal
Socioeconomic The student’s allocated occupation. String 8 Ordinal
Swipe Time The student’s time attendance on each scheduled lesson. Float −30 ⩽ x ⩽ 377 Continuous
D.O.B The student’s date of birth. String 1,760 Ordinal

TABLE 4.2: Dummy rows that represent the actual original dataset.
Each row corresponds to a completed module.

Column Row 1 Row 2 Row 3
Student ID ID 1 ID 1 ID 2
Academic Year 14/15 14/15 14/15
Status Current Current Current
Gender Female Female Male
Department Computer Science Computer Science Engineering
School Computing and Engineering Computing and Engineering Computing and Engineering
Module Programming Mathematics Electronics
Grade 69.8 56.9 61.9
Graduate Grade Upper Class Division 1 Upper Class Division 1 Upper Class Division 2
Attendance 0.8 0.9 1
Home Postcode JJJ 4DF JJJ 4DF HJJ 888
Term Postcode HD1 HD1 HD1
Travel Type Not-Commuter Not-Commuter Commuter
Accommodation Parents Parents Huddersfield Halls
Domicile England England China
Ethnicity White White Asian
Entry Qualification A Levels A Levels Level 3
Parental Education No No Yes
Last School Huddersfield College Huddersfield College Hong Kong College
Route Computer Science Computer Science Engineering
Course Computer Science Computer Science Engineering
IMD 1 1 Not Classified
POLAR 3 2 2 Not Classified
POLAR 4 4 4 Not Classified
Socioeconomic Higher Managerial Higher Managerial Not Classified
Swipe Time -18.5 1.6 33.5
D.O.B 12/05/1998 12/05/1998 01/02/1997
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4.1.3 Global Pre-Processing

As mentioned in the framework specification, the Global Pre-Processing layer is the
first applied to a given dataset. The dataset is grouped by student ID. The quanti-
tative variables (e.g. module grades) return the average value, and the qualitative
variables return the first attribute (the attributes are duplicates). Variables like Aca-
demic Year and Module are removed as they deliver no purpose after being grouped
by student ID. This dataset contains variables with the same definitions, for this
experiment, only variables with different definitions are collected. Samples are re-
moved that contain any incomplete data, this means each row must not be empty.

Table 4.3 displays additional variables computed using algorithms. The (new)
academic years are calculated by counting the number of students that are allocated
to each academic year cycle. The age is calculated by computing the time year dif-
ference between a student’s date of birth to the time of execution. The age outcomes
depend on the time of execution. The distribution is the important factor and it is
useful to identify patterns. The home and term distance is calculated by convert-
ing the location postcodes to latitude and longitude and then computing their dis-
tance from the university location. This can be implemented through available open-
source APIs, e.g. ones written in Python. The outcomes are in kilometers (KM). The
standard grade compares the average module grade of each student against a 60%
threshold, the outcome is either 1 or 0. The threshold is marked as 60% due to the
popularity of entry qualifications in postgraduate courses and graduate schemes.

The Consistency-Scale is a simplified version of the module grade (in the given
dataset). It converts the module grade variable into a rank scale. The technique
involves rounding the module grades to the nearest 10th and then dividing them by
100. Each student receives a rank score between 0 − 1. 0 is the lowest rank score
and 1 is the highest rank score, each interval is by 0.1. It is possible to divide it
by 10 rather than 100. This results in a range between 0 − 10 (rather than 0 − 1)
which means intervals are by 1. In any case, the definition remains the same. The
Consistency-Scale can also be referred to as a Grade-Scale.

With the given dataset, unique grade outcomes are represented in 10th intervals
(e.g. 50, 60, 70). The remaining values do not provide any unique academic outcome.
So, it is sensible to round the variable to the nearest 10th. Also, narrowing down the
outcomes improves the prediction performance from the decision-making models
(this may not be the case for all). Therefore, the Consistency-Scale variable is pro-
duced to improve the time execution, prediction performance & simplicity (in this
experiment).

For experimentation purposes, the 0 − 1 range is used (to fulfill the specification
of all the decision-making algorithms). Figure 4.2 presents the Consistency-Scale
diagram.

Given these requirements, Table 4.4 provides the finalised dataset version ap-
plied to this experiment.

FIGURE 4.2: Illustration of the Consistency-Scale rank. The worst to
best rank score starts from left to right.
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TABLE 4.3: New variables added to the original dataset such as defi-
nitions & attributes.

Column Description Format Attributes Type
Academic Years The student’s total number of years. String 4 Ordinal
Standard Grade The student’s average module grade is 60% or above. Integer 2 Ordinal
Age The student’s current age Integer 22 ⩽ x ⩽ 85 Discrete
Modules (Amount) The total number of modules. Integer 1 ⩽ x ⩽ 23 Discrete
Term Distance The student’s accommodation KM distance to the university. Float 0 ⩽ x ⩽ 458 Continuous
Home Distance The student’s home KM distance to the university. Float 0 ⩽ x ⩽ 5949 Continuous
Consistency-Scale The student’s performance scale (min, average, & max versions). Float 10 Ordinal

TABLE 4.4: This is the conversion version of the dataset. It is applied
to the computational framework.

Column Description Format Attributes Type
Student ID The student identity. String 27,018 Nominal
Academic Years The student’s total number of years. String 4 Ordinal
Status The student’s current circumstance. String 15 Nominal
Gender The student’s gender. String 2 Nominal
Department The department the student studied. String 26 Nominal
School The school the student studied. String 7 Nominal
Modules (Amount) The student’s total number of modules. Integer 1 ⩽ x ⩽ 23 Discrete
Module Grade The student’s average % grade achieved. Float 0 ⩽ x ⩽ 100 Continuous
Graduate Grade The student’s final classification grade. String 4 Ordinal
Attendance The student’s average attendance. Float 0 ⩽ x ⩽ 1 Continuous
Home Postcode The student’s home residence. String 18,006 Nominal
Term Postcode The student’s study term residence. String 12,411 Nominal
Travel Type The student’s method of traveling to the institution. String 3 Nominal
Accommodation The name of the student’s study term residence. String 8 Nominal
Domicile The student’s country of origin. String 113 Nominal
Ethnicity The student’s ethnicity. String 19 Nominal
Entry Qualification The student’s latest & previous qualification. String 48 Ordinal
Parental Education The student’s degree educated or not. String 6 Ordinal
Last School The student’s last institution. String 1,750 Nominal
Route The student’s course choice on their application. String 461 Nominal
Course The student’s current course during studying. String 168 Nominal
IMD The student’s home residence deprived rank. Integer 5 Ordinal
POLAR 3/4 The student’s rank of participation in higher education. Integer 5 Ordinal
Socioeconomic The student’s allocated occupation. String 8 Ordinal
Swipe Time The student’s average time attendance on each scheduled lesson. Float −29 ⩽ x ⩽ 263 Continuous
D.O.B The student’s date of birth. String 1,760 Ordinal
Standard Grade The student’s average module grade is 60% or above. Integer 2 Ordinal
Consistency-Scale The student’s performance scale (min, average, & max versions). Float 10 Ordinal
Age The student’s current age Integer 22 ⩽ x ⩽ 85 Discrete
Term Distance The student’s accommodation KM distance to the university. Float 0 ⩽ x ⩽ 458 Continuous
Home Distance The student’s home KM distance to the university. Float 0 ⩽ x ⩽ 5949 Continuous

4.2 Data Analysis

In this section, a number of statistical analyses are applied to help understand the
data. Figure 4.3 provides a step-by-step pipeline process of the steps that need to be
carried out.

The data analysis phase aims to explore the data in-depth and discover any hid-
den patterns that can deliver benefits to predicting student performance. The fol-
lowing data analysis is applied to this experiment:

• Frequencies: Attributes of qualitative variables and statistics of quantitative
variables.

• Quantitative: Pearson correlation, distribution hypothesis tests, and many sta-
tistical analyses.

• Dimensionality Reduction: Explore with PCA, MCA & FAMD. To verify if the
data can be shrunken accurately.
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• Above/Below 60% grade: Explore student performance patterns with many
qualitative and quantitative variables (when necessary).

• Grade Classification: Explore student performance patterns with many quali-
tative and quantitative variables (when necessary).

• D.O.B: Explore patterns between date/time and student performance (when
necessary).

FIGURE 4.3: Display the pipeline process of the data analysis and
statistics.

4.2.1 Frequencies

Tables 4.5, 4.6 and 4.7 provide details of each variable. The qualitative variables in-
clude the number of attributes associated with each student. Due to the number of
attributes in some variables, all attributes are not displayed. The quantitative vari-
ables contain statistics as it is more suitable. This includes the minimum, median,
and maximum.
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TABLE 4.5: Display statistics of quantitative data, and attributes of
qualitative data. Note that due to the number of samples, some data
columns are not presented here. Data that contain no details are ig-

nored.

Column Stats / Values Freq (%)

Academic Years

1 Year Cycle: 12846
2 Year Cycles: 8446
3 Year Cycles: 5910
4 Year Cycles: 500

46.37
30.49
21.33
1.8

Status
Current Student: 25580
Debtor Current Student: 495
...

92.34
1.79
...

Gender
Male: 12589
Female: 15112

45.44
54.55

Department

Behavioural and Social Sciences:
1780
Computer Science: 1642
Health Sciences: 2941
...

6.43
5.93
10.6
...

School

Applied Sciences: 2655
Art, Design and Architecture: 3625
Computing and Engineering: 3937
Education and Professional Devel-
opment: 1620
Huddersfield Business School:
6852
Human and Health Sciences: 5804
Music, Humanities and Media:
3209

9.58
13.09
14.21
5.85
24.7
20.95
11.58

Modules (Amount)
Mean (std) : 7.83 (4.15)
Min < Med < Max : 1 < 6 < 23
IQR (CV) : 6 (53.06)

23 distinct values

Module Grades

Mean (std) : 56.03 (17.49)
Min < Med < Max : 0.0 < 59.75 <
95.46
IQR (CV) : 16.5 (31.22)

100 distinct values

Graduate Grade

1st Class: 4240
2:1 Class: 5931
2:2 Class: 3469
3rd Class: 584
Other: 237

29.32
41
23.99
4
1.64

Attendance

Mean (std) : 0.7 (0.19)
Min < Med < Max : 0.0 < 0.72 <
1.0
IQR (CV) : - (27.08)

100 distinct values
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TABLE 4.6: Statistics of quantitative data, and attributes of qualitative
data. Note that due to the number of samples, some data columns are

not presented here. Data that contain no details are ignored.

Column Stats / Values Freq (%)

Ethnicity
Whites: 15550
Asian Pakistani: 3275
...

68.74
14.48
...

Entry Qualification
A/AS level: 7594
Other qualification at level 3: 1293
...

27.5
4.68
...

D.O.B
1999-01-10: 50
1996-08-18: 102
...

0.18
0.37
...

Parental Education

Do not know: 2231
Information refused: 2099
No: 12965
No response given: 5
Yes: 9399

8.4
7.9
48.6
0.019
35.2

Socioeconomic

Higher managerial and profes-
sional occupations: 2381
Intermediate occupation: 2435
Lower managerial and professional
occupations: 4044
Lower supervisory and technical
occupations: 984
Not classified: 5711
Routine occupations: 1782
Semi-routine occupations: 2893
Small employers and own account
workers: 1675

10.87
11.12
18.46
4.5
26.08
8.14
13.21
7.64

IMD

Rank 1: 6972
Rank 2: 4786
Rank 3: 3582
Rank 4: 3917
Rank 5: 3017

31.3
21.49
16.08
17.59
13.54

POLAR 3

Rank 1: 3843
Rank 2: 6414
Rank 3: 5726
Rank 4: 4091
Rank 5: 2456

17.06
28.46
25.42
18.16
10.9

Domicile
England: 22339
China: 2170
...

80.64
7.83
...
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TABLE 4.7: Statistics of quantitative data, and attributes of qualitative
data. Note that due to the number of samples, some data columns are

not presented here. Data that contain no details are ignored.

Column Stats / Values Freq (%)

POLAR 4

Rank 1: 3634
Rank 2: 5713
Rank 3: 6121
Rank 4: 4221
Rank 5: 2841

16.13
25.35
27.17
18.74
12.61

Course

BA (Hons) Business Management
SW/FT: 1049
MPharm: 535
...

3.79
1.93
...

Age
Mean (std) : 28.15 (6.05)
Min < Med < Max : 22 < 27 < 85
IQR (CV) : 4 (21.49)

85 distinct values

Term Distance

Mean (std) : 11.42 (22.85)
Min < Med < Max : 0.0 < 4.91 <
457.92
IQR (CV) : - (200.0)

inf

Home Distance

Mean (std) : 57.88 (271.7)
Min < Med < Max : 0.31 < 23.15 <
5948.53
IQR (CV) : - (469.46)

inf

Travel Type
Commuter: 12094
Not Commuter: 10446

53.66
46.34

Swipe Time

Mean (std) : -0.43 (15.31)
Min < Med < Max : -28.87 < -3.14
< 263.06
IQR (CV) : - (-3521.81)

inf
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FIGURE 4.4: Distribution of all qualitative variables within the
dataset. Variables that are non-numerical (e.g. entry qualification) are
label-encoded first and then the distribution is computed. All other

variables remain unchanged.

Statistical analysis shows several imbalanced data ratios within the dataset such
as ethnicity and schools. The ethnicity shows mainly students of white background
which should be expected given that the majority of the population in the United
Kingdom are people of British white or other white backgrounds. If one explores
each nationality based on different characteristics such as term distances, and home
residence, (in most cases) the outcomes remain the same. Figures 4.5 and 4.6 dis-
play the students based on ethnicity against other relevant variables. In all cases
grouped by ethnicity, Whites dominate on quantity and express the ratio to be bi-
ased. Therefore, it shows the imbalance between white backgrounds against other
backgrounds.
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dominate all conditions.
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FIGURE 4.6: The number of students based on ethnicity against other
variables. The dominance of students from a white background is

evident.

With regard to academic schools in the University, analysis shows more students
in non-science schools. This is again expected given that most courses are non-
science related. Figure 4.7 illustrates the number of courses associated with each
school.
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FIGURE 4.7: The number of courses based on schools.
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Unfortunately, imbalanced data is the norm in this application area. Although
it is possible to reduce it, there are variables (e.g. ethnicity) that are hard to execute
given the current circumstances. The overall goal for both students and the insti-
tution is for students to achieve an Upper-Class Division I (60%) or above. This is
because most postgraduate courses and jobs (graduate schemes or not) require this
as a minimum grade. The statistics show most students graduate with Upper-Class
Division I or above.

4.2.2 Quantitative

Looking further into the quantitative variables, some are understandable, and some
are not. The distance variables show students are nearby for both home (5 KM) and
term (23 KM). One can assume that living close to the university may result in a
better quality of education. According to Figure 4.10, the correlation relationship
between module grades and term distance is weak. But if it is illustrated as Figure
4.8 between distances and grade, it provides a much clearer picture.
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FIGURE 4.8: Module average grade from students based on term dis-
tances rounded to the nearest 10th and 100th. The majority of students
are achieving 60% or above and therefore can prove the relationship

between living close and higher performance.

The home distance is quite close, which shows strong signs of students from the
North West and Yorkshire region. There are reasons why students are from these
residences including household income, traveling, and family circumstances. The
number of commuters and non-commuters is almost 50 : 50. The university is close
to many types of public transport, the most common ones are buses and trains. If the
topic is explored with several other variables as presented in Figure 4.9, the pattern
repeats in most variables except the term distance. But this is expected as students
living closer are more likely to be non-commuters.
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FIGURE 4.9: Ratio of travel types between other relevant variables.
The results show the ratio of 50 : 50 repeats occasionally when
grouped with other variables. There are exceptions such as term dis-
tance with more non-commuters, this is expected as they live nearby.

However, looking into the module grade statistics, the average and medium
show most students do not achieve 60% or above. This may mean those students
may have fewer opportunities after graduation. It seems the non-graduates are the
group that is responsible for this outcome. Avoiding these students returns at least
60%, one sign of this is evaluating the graduate grade classification.
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Attendance data shows mediocre performance that is not bad or good. It can be
assumed that mediocre attendance could be the culprit for the grade outcomes. This
is because attending lectures is a key requirement for all students as the lectures pro-
duce the assessments. The correlation relationship between attendance and grades
presented in Table 4.10 shows to be the strongest compared to the other variables
but it is not above 0.5. Therefore it shows a weak relationship and eliminates the
assumption. If both attendance and grades are grouped (and rounded when neces-
sary), one can see the relationship between good/bad attendance and grades. This
is demonstrated in Figure 4.10.
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FIGURE 4.10: Number of achieved grades based on attendance. At-
tendance is between 0− 1 and rounded by 1 decimal place. The mod-

ule grade is between 0 − 100 and rounded by the whole number.

Swipe time shows students attend lectures before the scheduled time, so the time
of arrival is what an institution expects and does not provide any harm to the per-
formance of the grade. Of course, swipe time also has an influence on grades, as
swiping early means students are aware of all the events that occurred in a lecture.
Also, distance has a relationship with grades but in this case, it is probably not be-
cause most students live nearby. The swipe time correlation in Table 4.10 shows a
weak relationship towards module grades. If it is grouped as presented in Figure
4.11 then one can see the relationship between early/late swipe time and good/bad
grades.
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FIGURE 4.11: Number of achieved grades based on each swipe time.
Attendance is between −20 − inf and rounded by 1 decimal place.
The module grade is between 0 − 100 and rounded by the whole

number.

Table 4.8 show in-depth statistics with all quantitative variables. The top 5 rows
(e.g. maximum) are enough to have a good idea of the variables but further details
(e.g. Skew) can be useful to have a deeper understanding. Figure 4.12 displays the
distributions of all quantitative variables. The distributions can deliver interesting
patterns such as the most/least popular. Some statistics are not presented due to the
imbalance of the distribution.

TABLE 4.8: Statistics for quantitative variables.

Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Modules (Amount) Age
Mean 56.03 -0.43 0.7 11.42 57.88 7.83 28.15
SD 17.49 15.31 0.19 22.85 271.7 4.15 6.05
Max 95.36 263.06 1 457.92 5948.53 23 85
Min 0 -28.87 0 0 0.31 1 22
Median 59.75 -3.14 0.72 4.91 23.15 6 27
Q1 50.5 -5.42 0.58 0.81 11.31 5 25
Q2 59.75 -3.14 0.72 4.91 23.15 6 27
Q3 67 -0.41 0.84 16.15 43.49 11 29
Q4 83.6 69.9 1 95.42 306.36 18 54
Var 306.02 234.28 0.04 522.07 73820.46 17.25 36.59
IQR 16.5 - - - - 6 4
CV 31.22 -3521.81 27.08 200 469.46 53.06 21.49
Skew -1.47 - - - - 0.7 2.81
Kurtosis 2.35 - - - - -0.19 9.75
SEM 0.11 - - - - 0.02 0.04
Moment 0 0 0 0 0 0 0
Mode 60 -4 0.8 0 11 6 26

Quantile analysis shows interesting behaviour between each variable. Q1 is 25%,
Q2 is 50%, Q3 is 75%, Q4 is 99%. For the module grades, most of the distribution
is above 50%, which means most students are on target for Upper-Class Division
II. The Q3 (75%) shows students are above 60% or above. The swipe time shows a
minor difference between each quantile and they are preferred, it shows that most
students attend lectures before it starts. The attendance fluctuates between the quan-
tiles and shows a group of students sensitive to attendance and another group that
is mediocre. The distance variables are similar as expected and most students do not
live far during their studies. Also, the age statistic shows most students commence
their studies during their youth (when applying measurement to the academic year
cycles). This is expected generally continue their studies from college. The modules
definitely fluctuate as the dataset contains students from different academic cycles
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(most students are graduates). The lower number of modules may possibly refer
to students who discontinued their studies at an early stage or started their stud-
ies. The modules with greater value are from graduates or students in their final
academic year.

The variance (Var) and standard deviation (SD) show all variables except atten-
dance fluctuate with no common pattern. The students definitely do have different
behaviour and clarify that students come from different backgrounds and circum-
stances. Attendance is not acting in this manner because students might live nearby.
It is already discovered that students live nearby and access to public transport is
easy. So the pattern is similar because the method of travel is similar. All variables
are not evenly distributed and this is normal. Unfortunately, it is rare to achieve an
even distribution. The best case excluding attendance is modules and ages.

The skew for most variables is unable to produce an outcome due to the imbal-
anced distribution. The module grade is shown to be more on the negative side and
shows more bias distribution on the left side rather than the right side. But the bias
is quite minor and it is more favorable toward lower grades. The skew for modules
and age is reasonable with more biased on the positive side. The mode (popular
value) on the other hand shows that 60% is the most popular module grade among
students. The attendance mode is 80% which is better than the median and it shows
their interest in their studies. The swipe time success is repeated with the mode
which is −4, this means most students arrive before the scheduled lesson. Both
distances show most students are nearby the university. The minor home distance
could be a sign of a large portion of students living with their parents. Please note,
the mode’s computation involves rounding the variables to the whole number ex-
cept for attendance. The attendance is rounded by 1 decimal point.

The given analysis delivers interesting details of the dataset. Despite its richness,
there are some concerns that could affect its performance. One is the imbalances
distribution; unfortunately, this is an issue in general within this application area.
Second is the range, the SD and Var show a large range between the variables. The
third is data errors, there is obvious unusual activity in the dataset. A perfect ex-
ample is the Swipe Time, which shows up to a 263 minutes delay to a scheduled
lesson. Although practically it is possible it does not make sense to store this value,
it could also be a system error. It is evident that the Module Grade is probably the
most important variable for this research and it is better compared to most variables.
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FIGURE 4.12: Quantitative histograms from the dataset (no filters).

Hypothesis

It is interesting to see the normality between quantitative variables. This can be ac-
complished using null-hypothesis tests such as Shapiro-Wilk. These forms of tests
confirm if the assumption of distribution passes a condition. Table 4.9 presents
the null-hypothesis test with quantitative variables. Good distribution is great as
it avoids unfair outcomes from decision-making models. Unfortunately, with the
given variables, most variables reject the null hypothesis tests. This means the distri-
bution does encounter biased behaviour. It is a concern within this area as decision-
making models produce their outcomes based on what is given. When biased be-
haviour occurs, it can affect the decision and direct processes to the wrong routes.
The threshold here is 0.05, and the outcomes below the threshold mean the null
hypothesis is rejected. The quantitative variables are the only suitable tests worth
exploring within this dataset. The remaining form of tests is not useful for this re-
search.
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TABLE 4.9: Quantitative null hypothesis tests to verify the normality
of distribution. Only specific tests are used due to their suitability,

these are mainly one-group tests.

Tests Module Grade Swipe Time Attendance Term Distance Home Distance Modules (Amount) Age
Cramér-von Mises 0.0667 9.454E-08 7.504E-10 7.368E-08 6.140E-08 1.9499E-08 6.956E-08
Jarque–Bera 0 0 0 0 0 0 0
Kolmogorov–Smirnov 0.027 0 3.208E-16 0 0 0 0
Kurtosis 2.797E-10 0 2.888E-09 0 3.112E-235 0 0
Shapiro-Wilk 5.957E-12 0 1.489E-34 0 0 0 0
Skew 6.545E-11 0 6.392E-62 0 0 0.0004 0

Correlation

The module grade (variable) is probably the most important variable within educa-
tion and is widely used in published papers. It is important to verify the relationship
between the grades towards other sensible variables. Therefore, Table 4.10 presents
the correlation matrix relationship between each variable. The most important vari-
able is module grade, as expected, attendance has the strongest correlation relation-
ship with module grades. Home Distance shows a better correlation relationship to-
wards module grade than term distance. The age, swipe time, and module (amount)
variables are shown to have the weakest relationship toward module grade. It also
shows most variables have a positive relationship to module grade, but most of the
variables are not strong either. Most correlations are neither strong nor weak, this is
an indication that most variable combinations might not deliver any good uses for
decision-making models. Some variables make sense to have a negative relationship
such as attendance and home distance.

It is worth noting that good/bad correlation relationship does not necessarily
mean poor outcomes from the decision-making models. Occasionally, the results
can show positive signs but bad performance when applied. It also does not mean
it evaluates the full aspect relationship between variables.

TABLE 4.10: Display the Pearson correlation matrix to verify the cor-
relation relationship between each quantitative variable. The metric
determines any hidden patterns with the variables that can deliver

importance to the research.

Columns Module Grade Modules (Amount) Swipe Time Attendance Age Term Distance Home Distance
Module Grade 1.0 -0.0 0.038 0.388 0.042 -0.007 0.053
Modules (Amount) -0.0 1.0 0.147 -0.055 0.163 0.047 0.043
Swipe Time 0.038 0.147 1.0 -0.053 -0.004 0.02 0.074
Attendance 0.388 -0.055 -0.053 1.0 0.082 -0.023 -0.021
Age 0.042 0.163 -0.004 0.082 1.0 0.116 -0.082
Term Distance -0.007 0.047 0.02 -0.023 0.116 1.0 0.033
Home Distance 0.053 0.043 0.074 -0.021 -0.082 0.033 1.0

There are previous studies done that describe the correlation relationship with
educational datasets [81], [37], [70]. It shows positive relationships between char-
acteristics and performance but it is also worth noting the outcome depends on the
quality of data and resources. The popularity of correlation within this research
domain delivers motivation to explore correlation analysis with the given dataset.
Of course, the correlation outcomes need to make sense otherwise the results are
worthless. In this case, computing correlation with quantitative data types is the ap-
propriate analysis. Although it does not provide the full details between variables,
it does provide enough details for sensible future work.
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4.2.3 Dimensionality Reduction

The study below demonstrates the data preciseness in lower dimensions. The pur-
pose of these results is to evaluate if the data can be represented, if so, then the
decision-making models can perform better. All dimensionality tests involve reduc-
ing to 5 dimensions and depending on the type, it returns the loading factor. It
displays the performance with and without conditions. The analysis can be rep-
resented with all variables or the first 2 dimensions. This is because it is hard to
represent all data professionally. The studies below show that it is not represented
in lower dimensions and therefore the data should not be transformed. It does pro-
vide drawbacks and uncertainty regarding the results.

Principal Component Analysis (PCA)

PCA provides the relationship between each variable and principal components. It
is possible with this test as the number of quantitative variables is minor. The PCA
shows that most data have a weak relationship towards the first 2 dimensions in all
aspects but the grade filtering provides more insight into the difference. Figure 4.14
shows many variables tend to have a stronger relationship towards grade classifica-
tions. For example, First Class shows the distance (above 60%) variables contain the
strongest relationship. But for Third Class, it is modules (above 80%) that contain the
strongest relationship. It is difficult to identify the grade classification relationship
in general as all contain similar patterns (just allocated to different variables). In ad-
dition, Figure 4.15 shows students above 60% have better associations compared to
students below 60%. This means students above 60% are more represented in lower
dimensions. The distance variables show the strongest relationship with students
above 60%.

The following variables are used with PCA:

• Module Grade

• Attendance

• Swipe Time

• Term Distance

• Home Distance

• Age

• Modules (Amount)

TABLE 4.11: Loading factor of each dimension using only quantita-
tive data.

Dimension Cumulative Variance Variance %
1 0.21 0.21
2 0.40 0.19
3 0.56 0.16
4 0.7 0.14
5 0.82 0.12
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FIGURE 4.13: Relationship between each quantitative variable and
principal component (PCn). The PC1, PC2, PCn are the principal com-
ponents. The Column displays which columns from the dataset are

applied.
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FIGURE 4.14: Relationship between each variable and principal com-
ponent (PCn). The PC1, PC2, PCn are the principal components. The
Column displays which columns from the dataset are applied. The
top left is students with First Class, the top right is Upper-Class Di-
vision I, the bottom left is students with Upper-Class Division II and

the bottom right is students with Third Class.
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FIGURE 4.15: Relationship between each column and dimension us-
ing PCA. The PC1, PC2, PCn are the principal components. The
Column displays which columns from the dataset are applied. The
left is students with 60% or above, the right is students with below

60%.

Figure 4.13 presents a correlation relationship between each quantitative variable
against each PC (5 dimensions). The ranges are from −1 − 1, where most scores are
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on the positive side. The swipe time presents the strongest correlation, in all PC,
the variable is on the positive side. The modules present the weakest correlation, in
most PC, the variable is roughly in the middle with a slight bias towards the negative
side. The best score is from the term distance variables in PC3. The worst score is
from the module variable. PC1 followed by PC4 shows the strongest combination of
scores, and PC3 shows the weakest combination of scores. The PC1 and PC2 show
a strong correlation with all variables except the distance variables. Overall, the
relationship is not very strong or weak, with more positive relationships. Therefore,
transformation probably does not provide any greater benefit.

Figure 4.14 displays the relationship scores filtered by grade classification. In
a nutshell, they all contain similar patterns with different ranges of scores. Most
relationships are on the positive side but not so strong. Identifying the best/worst
relationship is difficult as they are very similar with minor differences. The common
unique pattern is the popular highest values in Upper-Class Division II and Third
Class. Having said that, all grade classifications show that transformation delivers
more drawbacks than benefits. The module grades are strongest in the First Class,
which technically makes sense as First Class grades are awarded to high-achieving
students.

Figure 4.15 displays the relationship scores filtered by students above/below
60%. Again, there is not so much unique behaviour between both conditions with
an exception of slightly better performance with students above 60%. But the differ-
ence is hard to identify. Having said that, above/below 60% shows that transforma-
tion delivers more drawbacks than benefits. The module grades are strongest in the
above 60%, which technically makes sense as they are high-achieving students.

In addition, Table 4.11 presents the eigenvalues for the first 5 dimensions. With
only quantitative variables, the data is not very represented in lower dimensions
and suggests that transformation is not a good option for no bias outcomes. But
it is worth claiming that the PCA eigenvalue performance is better than the MCA
and FAMD. It is possibly the number of variables, the relationship between them,
and/or the distributions.

Multiple Correspondence Analysis (MCA)

MCA provides the associations with just the first two dimensions with qualitative
variables only. Figures 4.17 and 4.18 show the relationship between each qualitative
variable’s attribute. It displays just the first 2 dimensions. Each attribute shows no
unique pattern between its counterparts. The ranges are between −0.3 to 0.3, which
means the attributes are neither biased to one side. Unfortunately, the results do not
show interesting aspects between the variables.

The following variables are used with MCA:

• Academic Years

• Gender

• Department

• School

• Graduate Grade

• Travel Type

• Ethnicity
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• Entry Qualification

• Parental Education

• Course

• IMD

• POLAR 3 & 4

• Socioeconomic

TABLE 4.12: Loading factor of each dimension using only qualitative
data.

Dimension Cumulative Variance Variance %
1 0.036 0.036
2 0.068 0.032
3 0.096 0.029
4 0.125 0.029
5 0.153 0.028
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FIGURE 4.16: Relationship of each qualitative variable with MCA. It
only presents the first 2 dimensions. Due to the sample amount, plots

are represented without labels.
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FIGURE 4.17: Relationship of each qualitative variable with MCA be-
tween grade classification. It only presents the first 2 dimensions.

Due to the sample amount, plots are represented without labels.
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FIGURE 4.18: Relationship of each qualitative variable with MCA
above/below 60%. It only presents the first 2 dimensions. Due to

the sample amount, plots are represented without labels.

According to Figure 4.16, the vast majority of variables are close to each other
with minor relationship differences. The variable shows evenly balanced on both
positive and negative sides. What is certain is that all correlations in the first 2 di-
mensions are not very biased to one side. With no biased relationships, it is uncertain
how the variables behave in experiments. It could be a sign of variables not deliver-
ing any value to the work. The pattern is repeated with the grade classification and
above/below 60% conditions. Each filter does not show any unique differences from
its counterparts. These outcomes are presented in Figures 4.17 and 4.18. The rela-
tionship between all variables no matter the conditions returns the same outcome.

Table 4.12 presents the eigenvalues for the first 5 dimensions. The variance shows
it is not accurately represented in lower dimensions. Therefore, transformation is
not a good approach. The high number of variables and the amount of imbalance is
probably why it performed poorly.

Factor Analysis of Mixed Data (FAMD)

FAMD provides the loading factor and the associations with just the first two di-
mensions. Figures 4.20 and 4.21 show the relationship between each qualitative
variable’s values and each quantitative variable. It displays just the first 2 dimen-
sions. There are some attributes/variables that are away from the majority but it is
not enough to show any specific pattern. The ranges are between −0.4 to 0.8, which
means the attributes/variables are quite broad. Unfortunately, the results do not
show interesting aspects between the variables.

The following variables are used with FAMD:

• Academic Years

• Gender

• Department

• School

• Modules (Amount)

• Graduate Grade

• Travel Type

• Ethnicity
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• Entry Qualification

• Parental Education

• Course

• IMD

• POLAR 3 & 4

• Socioeconomic

• Age

• Module Grade

• Attendance

• Swipe Time

• Term Distance

• Home Distance

Dimension Cumulative Variance Variance %
1 0.32 0.32
2 0.39 0.07
3 0.44 0.05
4 0.49 0.04
5 0.53 0.04

TABLE 4.13: Loading factor of each dimension using all data types
(no conditions).
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FIGURE 4.19: Relationship of each qualitative and quantitative vari-
able with FAMD. It only presents the first 2 dimensions. Due to the

sample amount, it is suitable to represent the plots without labels.
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FIGURE 4.20: Relationship of each qualitative and quantitative vari-
able with FAMD between grade classification. It only presents the
first 2 dimensions. Due to the sample amount, plots are represented

without labels.
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FIGURE 4.21: Relationship of each qualitative and quantitative vari-
able with FAMD above/below 60%. It only presents the first 2 di-
mensions. Due to the sample amount, plots are represented without

labels.

Figure 4.19 shows that nearly all variables are close to each other regardless of
their type. The strongest and unique plot is from the ethnicity (Whites) variable.
Unlike MCA, the outcome group is shifted towards the positive side. This represents
an improvement but even then the relationship is not strong nor weak. Table 4.13
displays the eigenvalues in the first 5 dimensions. Unfortunately, the data is not
accurately represented in lower dimensions and suggests a transformation is not
a good option to pursue. It is great to see the first 2 dimensions with the highest
variance but not enough for accurate outcomes.

Figures 4.20 and 4.21 display a correlation relationship based on grade classifi-
cations and above/below 60%. In all cases, the conditions do not provide unique
patterns between the students. In the grade classifications filter, the strongest cor-
relation is associated with First Class students. The relationship is major on the
positive side than the negative side. On both sides, the relationship is spread out
(not clustered together). In the above/below 60% filter, the strongest relationship
is associated with students above 60%. The relationship is more spread out on the
positive side than the negative side. As a result, it demonstrates that even filtering
on performances, transformation is not a useful approach.

Table 4.13 presents the eigenvalues for the first 5 dimensions. The variance shows
it is not accurately represented in lower dimensions and therefore, transformation is
not a good approach. One can see from all PCA, MCA, and FAMD that as more
variables are applied, the preciseness reduces. The number of variables could be the
main culprit of the poor outcomes. Perhaps another reason could be the imbalance
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ratio from the qualitative variables, and/or non-symmetric distributions from the
quantitative variables. A common pattern one can see is the 2 dimensions contain
the most variance with the remaining to be either decreasing or remaining the same.

4.2.4 Above/Below 60%

Achieving 60% or more is the intended target for many students as it opens the
highest number of opportunities for graduates. Almost all postgraduate courses and
careers generally request 60% or above. As a result, performing the in-depth analysis
can show the academic performance of all students within the dataset. Again, this
considers all students whether or not they are graduated. The 60% is based on the
Module Grade variable.
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FIGURE 4.22: Quantitative histograms from the dataset that is
above/below 60%.
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Below 60% Frequencies and Statistics
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FIGURE 4.23: Qualitative analysis when the dataset is filtered by
module grades below 60%.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 55.0 -2.81 0.64 6.49 22.89 28 9
Max 59.94 201.26 1.0 282.88 337.28 71 23
Min 19.1 -23.27 0.03 0.23 0.57 24 1
SD 5.18 21.67 0.17 18.91 60.89 4.67 4.49
Mean 53.75 2.37 0.64 12.4 43.85 28.64 9.26
Q1 51.25 -5.34 0.52 1.32 11.76 26 5
Q2 55.0 -2.81 0.64 6.49 22.89 28 9
Q3 57.67 0.5 0.76 18.63 39.7 29 13
Q4 59.94 201.26 1.0 282.88 337.28 71 23
Var 26.84 469.46 0.03 357.59 3707.14 21.81 20.19

TABLE 4.14: Quantitative analysis when the dataset is filtered by
module grades below 60%.
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Above 60% Frequencies and Statistics
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FIGURE 4.24: Qualitative analysis when the dataset is filtered by
module grades 60% or above.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 67.0 -3.13 0.76 4.93 25.31 28 9
Max 95.25 224.66 1.0 399.59 404.22 65 23
Min 60.0 -19.07 0.1 0.0 0.44 24 1
SD 5.68 22.34 0.15 22.28 64.22 4.94 4.34
Mean 68.03 2.66 0.74 11.69 50.13 28.76 8.94
Q1 63.54 -5.56 0.64 1.09 12.32 26 5
Q2 67.0 -3.13 0.76 4.93 25.31 28 9
Q3 71.4 0.41 0.86 16.68 57.04 29 12
Q4 95.25 224.66 1.0 399.59 404.22 65 23
Var 32.3 499.06 0.02 496.59 4124.74 24.37 18.88

TABLE 4.15: Quantitative analysis when the dataset is filtered by
module grades 60% or above.

Figure 4.22 displays the difference of students above/below 60%. In all cases, the
students with 60% or above have surpassed all quantitative variables. High-performing
students have higher attendance, the common attendance is around 80%. The atten-
dance is lower with the low-performing students, the common attendance is around
50%. The difference shows how attending lectures/tutorial affect their end goal.
The high-performing students are attending on time compared to low-performing
students. Attending the lectures before the scheduled time shows the relationship to
their performance. This is probably because they know all the events that occurred
during that occasion. The distances between both home and term residences show
that students who live nearby to the institution perform better. The reasons can
be several, for example, nearby students have closer contact/support to/from their
family. On the other hand, those nearby students might be living at home during
their studies rather than in accommodation.

More students are achieving below 60%. Most students above 60% are achieving
around the 60% − 69% range. The best-performing students above 60% are achiev-
ing around the 80% − 100% range. This could mean the students find their stud-
ies difficult or they just want the minimum grade possible to pursue their next ca-
reer/course. Most students below 60% are achieving around the 50% − 59% range.
Least students below 60% are achieving around the 10% − 19% range. There are un-
usual patterns occurring near the 0% − 10%. A potential reason can be abandoning
their studies or it could be system/human errors. The reasons could be they find the
course difficult or they lose interest in the course.

Figures 4.23 and 4.24 show the distributions of several variables. If one inves-
tigates the differences, the entry qualification, IMD and ethnicity show the major
differences. Students that are above 60% show more students in fewer deprived ar-
eas (using IMD) compared to those that are below 60%. This means the deprivation
of their home residences shows a lack of support for the individual and results in
a lower outcome. Students who are above 60% show fewer students from all eth-
nicity excluding Whites. The distribution shows people who are identified as White
are more likely to achieve the national grade (or above). One can make an assump-
tion that most students that are achieving good marks are likely to be Whites. The
entry requirement shows most students achieving above 60% are from an A-Level
background compared to students below 60%. That is not to say that another entry
qualification is not useful but due to the preparation for A-Level, it develops a bet-
ter foundation. There is also a slight increase of females achieving above 60% than
below. Tables 4.14 and 4.15 express more statistics to a range of variables. Looking
closer at the statistics, the difference is not huge but it shows better performance
with students above 60%. For example, students above 60% attend lectures early
according to the median but the difference is minor.
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4.2.5 Grade Classification

It is worth noting that 60% in grade classification is Upper-Class Division I. Table
4.16 displays the grade classification equivalent in percentage. Not all students have
a grade classification as they are not completed their registered course.

TABLE 4.16: Percentage equivalent to each grade classification
(rounded by the whole number).

Classification Grade % Other Names
First Class 70% − 100% 1st
Upper Class Division I 60% − 69% 2:1
Upper Class Division II 50% − 59% 2:2
Third Class 40% − 49% 3rd
Fail 0% − 39% -
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FIGURE 4.25: Quantitative histograms from the dataset based on each
grade classification.
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First Class Frequencies and Statistics
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FIGURE 4.26: Qualitative analysis when the dataset is filtered by First
Class.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 70.89 -3.22 0.8 4.94 25.22 28 10
Max 95.25 224.66 1.0 380.39 383.3 62 23
Min 33.5 -16.65 0.1 0.0 0.44 24 1
SD 5.65 21.11 0.14 20.71 64.89 5.11 4.38
Mean 71.4 2.2 0.78 11.3 50.87 29.01 9.18
Q1 67.83 -5.65 0.69 1.08 12.09 26 5
Q2 70.89 -3.22 0.8 4.94 25.22 28 10
Q3 74.67 0.2 0.89 16.3 59.83 29 13
Q4 95.25 224.66 1.0 380.39 383.3 62 23
Var 31.91 445.77 0.02 428.96 4211.36 26.07 19.17

TABLE 4.17: Quantitative analysis when the dataset is filtered by First
Class.
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Upper Class Division I Frequencies and Statistics
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FIGURE 4.27: Qualitative analysis when the dataset is filtered by
Upper-Class Division I Class.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 61.92 -3.05 0.7 4.94 24.95 27 9
Max 77.0 211.36 1.0 399.59 404.22 65 23
Min 24.6 -19.07 0.11 0.1 0.46 24 1
SD 4.55 21.28 0.16 21.59 63.6 4.75 4.37
Mean 61.67 2.09 0.69 11.96 48.43 28.5 9.04
Q1 59.0 -5.46 0.58 1.16 12.34 26 5
Q2 61.92 -3.05 0.7 4.94 24.95 27 9
Q3 64.79 0.17 0.81 17.93 48.27 29 12
Q4 77.0 211.36 1.0 399.59 404.22 65 23
Var 20.66 452.79 0.02 466.17 4045.39 22.59 19.13

TABLE 4.18: Quantitative analysis when the dataset is filtered by
Upper-Class Division I Class.
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Upper Class Division II Frequencies and Statistics
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FIGURE 4.28: Qualitative analysis when the dataset is filtered by
Upper-Class Division II Class.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 53.31 -2.59 0.63 6.95 22.42 28 9
Max 70.0 193.38 1.0 282.88 332.2 71 23
Min 22.4 -23.27 0.03 0.23 0.85 24 1
SD 4.45 25.0 0.17 21.5 58.5 4.43 4.51
Mean 52.95 3.89 0.62 12.94 41.99 28.61 8.89
Q1 50.6 -5.29 0.51 1.31 11.78 26 5
Q2 53.31 -2.59 0.63 6.95 22.42 28 9
Q3 55.8 0.87 0.74 18.68 37.87 29 12
Q4 70.0 193.38 1.0 282.88 332.2 71 23
Var 19.83 624.75 0.03 462.42 3422.35 19.63 20.34

TABLE 4.19: Quantitative analysis when the dataset is filtered by
Upper-Class Division II Class.
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Third Class Frequencies and Statistics
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FIGURE 4.29: Qualitative analysis when the dataset is filtered by
Third Class.
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Statistics Module Grade Swipe Time Attendance Term Distance Home Distance Age Modules (Amount)
Medium 45.8 -1.75 0.58 9.44 22.22 28 8
Max 67.0 176.49 1.0 127.99 305.77 65 22
Min 22.25 -19.61 0.17 0.23 0.72 24 1
SD 4.48 25.48 0.18 15.72 61.34 5.31 4.34
Mean 45.4 5.42 0.59 12.92 43.04 29.15 8.71
Q1 43.08 -4.88 0.45 1.71 10.97 26 5
Q2 45.8 -1.75 0.58 9.44 22.22 28 8
Q3 47.71 3.55 0.72 19.54 39.71 29.5 11
Q4 67.0 176.49 1.0 127.99 305.77 65 22
Var 20.06 649.41 0.03 247.05 3763.18 28.25 18.87

TABLE 4.20: Quantitative analysis when the dataset is filtered by
Third Class.

Figure 4.25 displays the difference between all grade classifications. In all cases, stu-
dents with First Class grade classification have the best outcomes. As the grade clas-
sification increases, attendance increases. Students from a First Class have more stu-
dents with attendance near 100%. More students with low-grade classifications have
low attendance. As the lecturers are the assessment makers and markers, avoiding
lectures deliver more misunderstandings about the subject. This results in falling
behind compared to their peers. The swipe time shows the majority of students
from First Class arrive at lectures before the scheduled time. The Upper-Class Di-
vision I have more students but that may be because of the imbalance among those
students. As the grades decrease, there is a wider range of time delays from the
scheduled time to the student’s arrival. Most students achieving Upper-Class Divi-
sion I or above live nearby. There are more students from lower grade classifications
from far distances. A possible reason can be the effect of traveling. Traveling far
to a destination can affect concentration during studies. Living close is also conve-
nient as a student can have more assistance from staff. The outcome is similar to the
analysis done with just students above/below 60%.

Figures 4.26, 4.27, 4.28 and 4.29 show the distributions of several variables. The
department variable in all grade classifications shows different outcomes, since the
majority of students are from the Business department, it is likely to assume that
most students in all grade classifications are from the Business area. In each depart-
ment, the course difficulty differs and therefore could result in a bias of one subject
area maintaining higher grades. Perhaps most students with an Upper-Class Di-
vision I or above are more likely from a none science background. One can see
this repeat with the school variable, one is more biased compared to the remaining
schools. The entry qualification variable show that most students accomplishing
higher grade classification are from an A-Level background. As the grade classifi-
cation increases, the number of students from other entry qualifications starts to de-
crease. Perhaps the experience of A-Level assessment preparation is best suited to
high-achieving grades. Many variables show that increasing the grade classification
results in one group having more bias than the remaining. Gender is one variable,
as the grade classification increases, one gender (females) is more biased. Starting
from Third Class, there is a more equal proportion between the genders and then
ends up imbalanced to one group. Another variable is ethnicity, starting from Third
Class, there is more fluctuation among all ethnicity, and as the grade increases, it be-
comes biased toward one ethnicity (Whites). Tables 4.17, 4.18, 4.19 and 4.20 express
more statistics to a range of variables. Looking closer at the statistics, the difference
is not huge but it shows better performance with First Class. For example, students
with First Class show more completed modules. This means the students are more
engaged in their studies.
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4.2.6 Date of Birth (D.O.B.)

In this section, an analysis based on D.O.B. is presented. Figure 4.30 presents the
number of students based on different time intervals. The distributions show no
unique patterns in the dataset. There is some imbalance such as the months and
weeks. Exploring D.O.B. may not bring value to the research but it definitely con-
tains a few unique patterns. One pattern is the months, most students are from
January and December which is out of the ordinary. There may be a valid reason or
it could be just a coincidence. Most students are from the 1900s but some students
go back to the 1950s (it could be a system error or not). Theoretically, there should
not be any patterns (from the D.O.B.) & relationship to student performance. Also,
no past studies show any evidence (at this current time).
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FIGURE 4.30: Atudent histograms based on D.O.B.). The graphs are
filtered with different time intervals such as month and year.

4.2.7 Discussion

Data analysis is an important part to understand the condition of a dataset. Past
works have used data analysis to evaluate the condition of their datasets. These are
used to understand the relationship between variables. Typical examples of statistics
explored are correlation and dimensional reduction. The common statistics include
FAMD (Pereira [64]), & Pearson (Zacharis [87]). In rare cases, other forms of data
analysis are applied such as Single T-Test ANOVA (Lau, Sun, and Yang [53]).
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Pearson correlation is used in the vast majority of analyses. Oftentimes, datasets
in this field are mainly qualitative and the main focus on performance is generally
quantitative. There are other forms of correlation like Kendall & Spearman but math-
ematically because the data types are not eligible, it’s not applied. Using dimen-
sional reduction to identify patterns in student performance really depends on the
data type except for FAMD (it’s portable). It can also be used to verify if the dataset
can be accurately represented in lower dimensions. Doing so can help improve the
prediction accuracy of the decision-making models.

Even though there are past works that embrace statistical analysis but the re-
search in relation to predicting student performances doesn’t explore many kinds
of data analysis. The area is quite limited in the exploration of (deep) data anal-
ysis. Normally, the data specification is written such as their samples, attributes,
and variables. If one look at papers such as Aguiar et al. [6], Zhang and Rangwala
[88], Kotter et al. [51], many generic statistical analyses are used. The generic anal-
ysis includes data origin, exploring high/low performing students, correlation, &
a number of attributes/samples/variables with bar charts, heatmaps & histograms.
Other than that, it is rare to find other types.

The best-case scenario with sufficient data analysis is Pereira [64] (to the author’s
knowledge) that applies many forms of analysis such as hypothesis tests, & FAMD.
But still, many missing analyses are not explored such as exploring other types
of dimensional reductions (e.g. PCA & MCA), deeper statistics with quantitative
variables (e.g. quantiles, skew), exploring (hidden) patterns between students (e.g.
grades), and using several hypothesis tests (if compatible).

Unlike statistical analysis in past works, the novelty here is the wide variety of
analyses. The analysis in this research (thesis) includes exploring attributes from
qualitative variables, statistics (e.g. median, skew), correlation with quantitative
variables, distribution hypothesis tests with quantitative variables, exploring pat-
terns between high/low performing students, exploring potential patterns with D.O.B,
and dimensional reduction with several types.

The number of attributes alongside their percentage of popularity is presented to
determine the balance between them. The statistics do not just explore generic ones
(e.g. mean & max) but also quantiles (Q1, Q2, Q3, Q4), kurtosis, mode, variance, and
much more.

Although past work provides analyses between high-performing and low-performing
students, it is expressed briefly. In this thesis, several student groups are explored
in greater detail. The student groups include D.O.B (e.g. weekdays, weeks, months)
and grades (classification grades & module grades). This includes exploring pat-
terns with several variables within these student groups such as their attendance,
time of arrival in scheduled lectures, (home/term) distance to the university, & type
of travel.

The dimensional reduction novelty is exploring several types (PCA, MCA &
FAMD) to evaluate patterns between students with and without certain data types.
Then compare the patterns in all tests (e.g. difference between them, the best and
worst performing attributes/variables, the reliability in lower dimensions, and the
weak and strong data types). Also, verify if the data can be accurately represented in
lower dimensions (individually). If so, then it can be useful when predicting student
performance.

Overall, the analysis expressed in this thesis is in greater detail and contains new
types of analyses that have not been explored in past works.
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4.3 Predict Pre-Processing

In addition to the Global Pre-Processing, here are the student group and variables
used for this experiment:

• Only graduate students: This is done by collecting the rows that
have a degree classification.

• Only enrollment characteristics: The audience is students that as-
sume to be first-time enrolling. This means students that are not
undergraduates such as college students that are finishing off their
A Levels (or equivalent).

This particular student group is chosen due to the large majority of them existing
in the dataset. The same applies to the selection of the variables, most variables
(enrollment characteristics) suit very well with this student group. Again, this is a
preference, not a requirement for the framework.

The prediction produced from this experiment represents their overall grade
achievement (boundaries) at the end of their course (final year).

The total list of features (variables) is presented below:

• Student (ID)

• Socioeconomic

• Entry Qualification

• Gender

• Travel Type

• Last School

• Parental Education

• Term Distance (KM)

• Home Distance (KM)

• Age

• Ethnicity

• IMD

• POLAR 3

• POLAR 4

• Consistency-Scale (Minimum, Average, Maximum)

Once the above conditions are met, then the remaining Predict Pre-Processing
requirements are executed (Section 3.3).
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4.4 Feature Selection

From an educational perspective, the effectiveness of applying feature selection is
dependent on many factors such as data (e.g. samples, variables, size) and method-
ology (pipeline process). In these types of research, the purpose is to help improve
the prediction accuracy of machine learning algorithms. This is done by collecting
a combination of features that have a positive correlation to student (academic) per-
formance. However, feature selection can harm the benchmark performance as it
can return overfitting/underfitting issues (or similar). In this case, not applying fea-
ture selection is a better strategy and can deliver other benefits such as shorter exe-
cution time.

In the existing literature, feature selection algorithms are uncommon. It is con-
sidered an optional layer to their methodologies. Examples include using feature
variance (Li, Lynch, and Barnes [55]) and coefficient correlation (Badr et al. [10],
Hussain et al. [45]). In rare cases, a paper applies a unique algorithm for feature
selection (Hussain and Khan [46]).

Past papers apply one feature selection algorithm to their methodology. The
novelty here is using a combination of feature selection algorithms in one setting.
Doing so enables a deeper analysis of its usefulness. This is important because fea-
ture selection requires more execution time & can affect the prediction performance
(e.g. overfitting/underfitting) from machine learning algorithms. Also, the Particle
Swarm Optimisation for feature selection has not been explored before which also
delivers some novelty.

Note that there is also the option of not performing any feature selection, as dis-
cussed in the previous chapter.

Tables 4.21, 4.22, 4.23 present the configurations for the Feature Selections.

TABLE 4.21: Configuration of the Genetic Algorithm.

Configuration Value
Population 10
Generation 2
Model Logistic Regression

TABLE 4.22: Configuration of the Particle Swarm Optimisation.

Configuration Value
Iterations 10
Particles 50
Model Logistic Regression

TABLE 4.23: Configuration of the Recursive Feature Elimination.

Configuration Value
Model Logistic Regression
Step 1
CV (Folds) 5
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4.4.1 Feature Selection For Parallel Architecture

Decision-making model(s) that involve features and a target apply the same Feature
Selection (due to their specification).

Table 4.24 displays the total number of variables. The experiment excluding the
Feature Selection includes all features available.

TABLE 4.24: The list of features and target. The Consistency-Scale (T)
is the (target) predictor. Each row represents the data of each student.

F1, F2, ..., Fn. I is the index column (student identity).

Columns Row 1 Row 2 Row 3 Row 4
Student (I) ID 1 ID 2 ID 3 ID 4
Socioeconomic (F1) 1 2 2 2
Entry Qualification (F2) 3 3 3 2
Gender (F3) 1 0 1 1
Travel Type (F4) 1 0 1 1
Last School (F5) 1 2 3 4
Parental Education (F6) 1 2 1 1
Term Distance (KM) (F7) 140 78 15 21
Home Distance (KM) (F8) 200 160 190 80
Age (F9) 1 2 1 1
Ethnicity (F10) 1 2 1 1
IMD (F11) 1 2 1 1
POLAR 3 (F12) 1 2 1 3
POLAR 4 (F13) 1 2 1 4
Consistency-Scale (T) 7 5 3 9

The following variables are chosen using the Genetic Algorithm Feature Selec-
tion:

• Term Distance (KM)

• Home Distance (KM)

• Socioeconomic

• Age

• Travel Type

• Last School

• POLAR 3

• POLAR 4

• Ethnicity

• IMD

The following variables are chosen using the Particle Swarm Optimisation Fea-
ture Selection:

• POLAR 3

• POLAR 4
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• Ethnicity

• IMD

• Term Distance (KM)

• Entry Qualification

• Gender

• Travel Type

The following variables are chosen using the Recursive Feature Elimination Fea-
ture Selection:

• Socioeconomic

• Entry Qualification

• Gender

• Travel Type

• Last School

• POLAR 4

• Age

• Ethnicity

• IMD

• Parental Education

TABLE 4.25: The total number of times each feature is selected by the
Feature Selection techniques.

Columns Count
Age 2
Entry Qualification 2
Ethnicity 3
IMD 3
Last School 2
Parental Education 1
POLAR 3 2
POLAR 4 3
Gender 2
Socioeconomic 2
Travel Type 3
Term Distance (KM) 2
Home Distance (KM) 1
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4.4.2 Feature Selection For Popularity Architecture

Decision-making model(s) that involve (only) features apply the same Feature Selec-
tion (due to their specification).

Table 4.26 displays the total number of variables. The experiment excluding the
Feature Selection includes all features available.

TABLE 4.26: The list of features. Each row represents the data of each
student. F1, F2, ..., Fn. I is the index column (student identity).

Columns Row 1 Row 2 Row 3 Row 4
Student (I) ID 1 ID 2 ID 3 ID 4
Socioeconomic (F1) 1 2 2 2
Entry Qualification (F2) 3 3 3 2
Gender (F3) 1 0 1 1
Travel Type (F4) 1 0 1 1
Last School (F5) 1 2 3 4
Parental Education (F6) 1 2 1 1
Term Distance (KM) (F7) 140 78 15 21
Home Distance (KM) (F8) 200 160 190 80
Age (F9) 1 2 1 1
Ethnicity (F10) 1 2 1 1
IMD (F11) 1 2 1 1
POLAR 3 (F12) 1 2 1 3
POLAR 4 (F13) 1 2 1 4

The following variables are chosen using the Genetic Algorithm Feature Selec-
tion:

• POLAR 4

• IMD

• Parental Education

The following variables are chosen using the Particle Swarm Optimisation Fea-
ture Selection:

• Last School

• Term Distance (KM)

• Home Distance (KM)

• Gender

• Travel Type

• POLAR 3

• POLAR 4

• Ethnicity

• IMD

The following variables are chosen using the Recursive Feature Elimination Fea-
ture Selection:
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• Term Distance (KM)

• Home Distance (KM)

• Gender

• Travel Type

• POLAR 3

• POLAR 4

• Age

• Ethnicity

• IMD

• Parental Education

TABLE 4.27: Total number of times each feature is selected by the
Feature Selection techniques.

Columns Count
Age 1
Ethnicity 2
IMD 3
Last School 1
Parental Education 2
POLAR 3 2
POLAR 4 3
Gender 2
Travel Type 2
Term Distance (KM) 2
Home Distance (KM) 2

4.5 Training/Testing Split and Anchored Training Data

In total, the dataset D contains 10785 students for this experiment (after the data-
cleaning steps). The training set Dtrain contains 7225 students and the testing set
Dtest contains 3560 students. The chosen ratio for this experiment is 67% : 33%
(Dtrain : Dtest).

From an educational perspective, the effectiveness of applying methods to re-
duce imbalanced data is dependent on the dataset. The dataset must contain suffi-
cient samples, otherwise, after balancing, the number of samples is not sufficient for
the decision-making algorithms. This can increase the chances of overfitting/underfitting
issues. If this is not the case, then balancing the dataset is beneficial (and successful).
Imbalanced data is a common issue with educational datasets. It is impossible to
fully remove the issue, the best-case scenario is reducing the probability. Doing so
results in a lower chance of overfitting/underfitting issues. Therefore, this increases
the prediction accuracy of decision-making models.

In the existing literature, resolving imbalanced data is lacking despite its popu-
larity. The past papers that attempt to tackle the issue include using dimensional
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reduction (Yang et al. [86], Pereira [64]) or feature selection algorithms (Hussain and
Khan [46], Ding et al., [27], Li, Lynch, and Barnes [55]).

Past papers do not include sufficient solutions for tackling imbalanced data. The
novelty here is to present a unique algorithm that determines the right number of
samples. Collecting the right number of samples decreases the probability of imbal-
anced data, and overfitting/underfitting issues. Therefore, increases the probability
of accurate predictions. Again, reducing the probability by 1% is better than nothing.

Tables 4.28 & 4.29 showcase the number of samples applied to predict student
performance.

4.5.1 Sample Amount For Parallel Architecture

TABLE 4.28: Display the total number of samples used for Parallel
Architecture. The models are trained with Dtrain to predict the per-
formance of each student in Dtest. Also, the operation is executed in

parallel to define the minimum/maximum performance.

Feature Selection Dtrain Dtest Range
Genetic Algorithm 1445 3560 Min
Particle Swarm Optimisation 2890 3560 Min
Recursive Feature Elimination 2890 3560 Min
None 2890 3560 Min
Genetic Algorithm 7225 3560 Max
Particle Swarm Optimisation 4335 3560 Max
Recursive Feature Elimination 7225 3560 Max
None 7225 3560 Max

4.5.2 Sample Amount For Popularity Architecture

TABLE 4.29: Display the total number of samples used for Popular-
ity Architecture. The models are trained with Dtrain to predict the
performance of each student in Dtest. Also, the operation is executed
standalone which outputs both the minimum/maximum using the

same grouping identity.

Feature Selection Dtrain Dtest
Genetic Algorithm 7225 3560
Particle Swarm Optimisation 2890 3560
Recursive Feature Elimination 4335 3560
None 4335 3560

4.6 Model

From an educational perspective, the effectiveness of AI technologies is popular &
successful in past works due to their intelligent algorithms. It can foresee the fu-
ture using current and/or past events better. Compared to other approaches (e.g.
manually produced by humans), they are accurate, efficient, fast, solve more com-
plex problems, are able to explore more hidden patterns, are easily integrable with
databases (time-efficient, more secure), and are less likely to have errors. Therefore,
the results produced from AI techniques are more likely reliable. In addition, it
is more practical and cost-efficient commercially. The benefits of AI in education
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outweigh the losses (e.g. data cleaning, imbalanced data, coding). So far, past works
have shown AI approaches do provide accurate predictions in most cases ([39], [46]).
Since the benchmark performance is more positive (than negative), they are repeat-
edly going to be applied (including this experiment).

The success ratio of AI technologies returning accurate predictions depends on
the data quality (e.g. sample size, variables) applied. That is why data analy-
sis is conducted beforehand (with the given dataset) in this experiment. This al-
lows one to determine the best student group that decreases the chance of overfit-
ting/underfitting. Also, the AI algorithm specification must be compatible with the
data (e.g. type, variables) and problem, otherwise, the outcomes are unreliable.

In the existing literature, AI techniques are mostly used to evaluate student aca-
demic performances in future events ([68], [69]). The vast majority of the time, Su-
pervised Learning models are used ([2], [87]). Other types of AI technologies (e.g.
NLP) are uncommon for student performance predictions due to their incompati-
bility with the problem. But it is used in other problems related to AI in education
([7], [54]). It is uncommon to find past papers that don’t apply AI technologies (for
student performance predictions). These uncommon past papers generally apply
statistics such as correlation for their evaluations ([64], [53]).

For this research, machine learning approaches are used to predict student per-
formance. The motivation is derived from the popularity & successes of its uses
in past works. This identifies high & low performing students in future occasions
(e.g. the next semester). Knowing their performances in advance allows institu-
tions to understand the level of support required to ensure high-grade achievements
from all students. Identifying low-performing students is more important than high-
performing students. This is because it affects both students and institutions in neg-
ative ways. For students, it affects career opportunities after course completion (e.g.
fewer career options). For institutions, it affects their reputation which may result
in future students not enrolling. Although high-performing students may not de-
liver any risks, it does provide insights into which of them do not require additional
support. Therefore, students that are not on track have more assistance & resources
from staff.

Supervised Learning (excluding Feed Forward Neural Networks) is the most
popular family for predicting student performance (Yang et al. [86], Aggarwal, Mit-
tal, and Bali [5], Mueen, Zafar, and Manzoor [61]). The common practice includes
using either old decision-making algorithms or using a mixture of old and recent
ones that are heavily biased toward one side (normally to older models). The nov-
elty here is applying a more balanced ratio of old & recent models in one experi-
ment (setting). Another novelty can be the number of models applied, which is 8.
The maximum amount found in past works is 7 (Rodríguez-Hernández et al. [69]).
This can also be said with the hyperparameters applied to models (e.g. L1/L2 reg-
ularisation, iterations, trees, and neighbours) which contain a unique combination
of configurations. The combination of Supervised Learning algorithms with other
families (e.g. Unsupervised Learning) in one experiment delivers some novelty as
well.

A better-balanced ratio of old & recent models can uncover more hidden pat-
terns. They could perform better than the well-known models. Having more models
tested with the same data and applying the same process deliver fairer observation
when analysing the benchmarks. This is better than comparing the prediction accu-
racy of models from several papers. Examples of popular models include AdaBoost,
& Random Forest, and examples of unpopular models include Gradient Boost &
Extra Trees (Alwarthan, Aslam, and Khan [8]).
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Feed Forward Neural Networks (excluding other Supervised Learning) have
been used to predict student performance (Bilal et al. [18], Mengash [60], Zhao et
al. [89]). The common approach (in past papers) is applying (only) one architecture
that generally consists of an input layer, 1 − 2 hidden layers (neurons/nodes based
on preference), and an output layer (1 node). The concern here is the lack of architec-
tures with different hidden layers in one setting (experiment). The novelty of (Feed
Forward) Neural Networks in this experiment is applying several architectures with
different hidden layers. It verifies if hidden layers provide any benefit to the pre-
diction accuracy. For fairer observation, the models should be similar as possible
(e.g. neurons/nodes). Having more than 1 Feed Forward Neural Network set of the
following requirement with another set of nodes is an added bonus of novelty.

Unsupervised Learning has been used before as a pre-processing step for pre-
dicting performance in rare cases (Alwarthan, Aslam, and Khan [8]). The novelty of
Unsupervised Learning in this experiment is introducing a model pipeline process
to assist student performance predictions. Due to the clustering nature, it is treated
as pre-processing step. The usage is collecting relevant students based on their infor-
mation (before producing predictions). The prediction accuracy of this family may
outperform other families (e.g. Supervised Learning). Also, it should be addressed
that clustering algorithms are dependent on the data types given in a dataset. This
means not all clustering algorithms are going to be eligible. A further novelty is the
selected clustering algorithm(s) in this experiment. For this experiment, the chosen
algorithm(s) is not been applied in past educational papers, not even as a layering
process. Also, the use of applying benchmarks to determine the best cluster group
(in this case Bouldin Davies) is not been used in past research which also delivers
some novelty.

4.6.1 Parallel Architecture

Here are the models used in this model architecture:

• (Feed Forward) Neural Network 1 Hidden Layer & 8 nodes (NN18)

• (Feed Forward) Neural Network 3 Hidden Layers & 8 nodes (NN38)

• (Feed Forward) Neural Network 5 Hidden Layers & 8 nodes (NN58)

• (Feed Forward) Neural Network 10 Hidden Layers & 8 nodes (NN108)

• (Feed Forward) Neural Network 1 Hidden Layer & 4 nodes (NN14)

• (Feed Forward) Neural Network 3 Hidden Layers & 4 nodes (NN34)

• (Feed Forward) Neural Network 5 Hidden Layers & 4 nodes (NN54)

• (Feed Forward) Neural Network 10 Hidden Layers & 4 nodes (NN104)

• Random Forest (RFC)

• AdaBoost (ADAC)

• K-Nearest Neighbours (KNNC)

• Gradient Boost (GBC)

• Extreme Gradient Boost (XGBC)
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• Gaussian Process (GPC)

• Passive Aggressive (PAC)

• Extra Trees (ETC)

In this case, Supervised Learning is integrated into this model architecture (Fig-
ure 3.3).

A selection of Feed Forward Neural Network architectures is applied and justi-
fies if hidden layers have any impact on their prediction performance. What makes
this family unique is the backpropagation applied to reduce error loss which results
in a higher probability of accurate predictions.

Moreover, there are other types of architectures that are not applied to this ex-
periment which are CNN, RNN & LSTM (for good reasoning). In brief, CNN is
designed for image processing that uses components such as pixels, and RGB. It is
used widely in Computer Vision. CNN works well with spatial relationship prob-
lems such as autonomous vehicles & identifying objects in relationship to something
else with images. RNN is designed for speech/text mining processing that uses
components such as sentences and words. It is used widely in Natural Language
Processing (NLP). It is most suited to sequence prediction problems such as generat-
ing handwriting & language translation. An LSTM is part of RNN that requires less
training and has a slightly different architecture. The LSTM is suitable for time-series
problems such as forecasting stock markets.

The main barrier is the specification, they are designed for specific problems
which must be met in order for them to deliver their purpose. Another barrier is
the dataset, it must be compatible (e.g. image data for CNN). The dataset applied
in this experiment is not suitable for these architectures. Even in existing literature,
it’s rarely used for predicting student performances. For example, Ding et al. [27]
applied an LSTM (as a process to predict student performances) & the research is
heavily focused on a time-series problem.

Also, they are designed for very rich datasets, which is difficult in this research
field due to the ethics and legal barriers. In this case, assuming the problem matches
their (architecture) specification, despite the data being sufficient, it may not be rich
enough for these architectures to deliver reliable outcomes. This may result in poor
predictions or some cases no results being produced (because of errors and/or con-
ditions not being met). Which provides more reasoning why these architectures are
ignored.

In terms of other Supervised Learning models (excluding Feed Forward Neural
Networks), the Multi-Classification version of Supervised Learning is chosen and
applies the parallel architecture as described in the framework (Model layer, Figure
3.3).

Not all models are adequate for this experiment. Examples of inadequate models
include Support Vector Machine and Naive Bayes. Support Vector Machine is likely
to run into overfitting/underfitting issues as the data applied is noisy, this results in
poor predictions (hyperplane is not fitted well). Naive Bayes is a probability model,
it does not make sense to compute probability with qualitative variables.

Random Forest is an ensemble algorithm that produces outcomes based on a
selection of t Decision Trees votes. It also avoids overfitting/underfitting issues,
and due to this reason, it is suitable to predict Multi-Classification problems. De-
cision Trees are an important factor. Since Decision Trees are rule-based models,
they can identify patterns between variables and assign them as rules. Extra Trees
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is somewhat similar to Random Forest but instead of computing the locally optimal
feature/split combination, a random value is used instead.

AdaBoost uses the Boosting algorithm, since the method involves improving
weak classifiers by providing more weights in a number of iterations, it can reduce
the overfitting/underfitting problems. Since the dataset contains imbalanced vari-
ables, the Boosting algorithm can help reduce the issue when evaluating overall de-
cisions, thanks to its Decision Stump iterator decider.

K-Nearest Neighbours (KNN) produces the decision based on nearby data points,
these nearby data points are classed as similarities to a specific coordinate location
(in a sub-space). As a result, whenever it produces outcomes, it collects students
that have similarities and collects the mode value from a selection of k nearest neigh-
bours. Nearest data points are more related to the problem than data points that are
far away.

Passive Aggressive is focused on large-scale learning with regularisation to help
improve prediction performance. With this being said it can identify hidden patterns
and use them to its advantage. Also, since it doesn’t change when the prediction is
correct, therefore, it can increase the prediction accuracy.

Gradient Boost relies upon the intuition from the next model that is best, com-
bining it with previous models, which helps reduce the error loss and improve the
prediction accuracy. The Extreme version is different from the generic Gradient
Boost with more regularisation options (L1 & L2). The Gaussian Process is designed
to evaluate reliable estimates of its own uncertainty using probabilistic measures.
Therefore, it can help reduce overfitting/underfitting and return accurate outcomes.

Tables 4.30 & 4.31 displays the configuration applied in this experiment.
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TABLE 4.30: Configuration of each (Feed Forward) Neural Network
(excluding other Supervised Learning) applied to this experiment.

Model Configuration Value Feature Selection
NN18 Hidden Layers 1 All
NN18 Nodes 8 All
NN18 Output 1 All
NN18 Batch Size 1000 All
NN18 Epochs 300 All
NN38 Hidden Layers 3 All
NN38 Nodes 8 All
NN38 Output 1 All
NN38 Batch Size 1000 All
NN38 Epochs 300 All
NN58 Hidden Layers 5 All
NN58 Nodes 8 All
NN58 Output 1 All
NN58 Batch Size 1000 All
NN58 Epochs 300 All
NN108 Hidden Layers 10 All
NN108 Nodes 8 All
NN108 Output 1 All
NN108 Batch Size 1000 All
NN108 Epochs 300 All
NN14 Hidden Layers 1 All
NN14 Nodes 4 All
NN14 Output 1 All
NN14 Batch Size 1000 All
NN14 Epochs 300 All
NN34 Hidden Layers 3 All
NN34 Nodes 4 All
NN34 Output 1 All
NN34 Batch Size 1000 All
NN34 Epochs 300 All
NN54 Hidden Layers 5 All
NN54 Nodes 4 All
NN54 Output 1 All
NN54 Batch Size 1000 All
NN54 Epochs 300 All
NN104 Hidden Layers 10 All
NN104 Nodes 4 All
NN104 Output 1 All
NN104 Batch Size 1000 All
NN104 Epochs 300 All
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TABLE 4.31: Configuration of each Supervised Learning (excluding
Feed Forward Neural Networks) applied to this experiment.

Model Configuration Value Feature Selection
Random Forest Criterion Gini All
Random Forest Trees 30 All
Random Forest Max-depth None All
Random Forest Max Features Auto All
Random Forest Min Samples Leaf 1 All
Random Forest Min Samples Splits 2 All
K-Nearest Neighbours Neighbours 5 All
K-Nearest Neighbours Distance Euclidean All
AdaBoost Iteration 20 All
AdaBoost Learning Rate 1 All
Gradient Boost Learning Rate 0.1 All
Gradient Boost Iteration (Boosting Stages) 100 All
Gradient Boost Min Samples Leaf 1 All
Gradient Boost Min Samples Splits 2 All
Gaussian Process Iteration (Newton) 100 All
Passive Aggressive Regularisation 1 All
Passive Aggressive Iteration (Passes) 1000 All
Extra Trees Trees 10 All
Extra Trees Criterion Gini All
Extra Trees Max-depth None All
Extra Trees Min Samples Leaf 1 All
Extra Trees Min Samples Splits 2 All
Extreme Gradient Boost Learning Rate 1 All
Extreme Gradient Boost Objective Softmax All
Extreme Gradient Boost Iterations 1000 All
Extreme Gradient Boost Max Depth 5 All
Extreme Gradient Boost L1 0.3 All
Extreme Gradient Boost L2 0.5 All

4.6.2 Popularity Architecture

Here are the models used in this model architecture:

• K-Modes/K-Prototype (KMU/KPU)

In this case, Unsupervised Learning is integrated into this model architecture
(Figure 3.4).

In this scenario, one model is used but two possible types can be chosen. The de-
cision is based on the variable data types. The majority of the dataset is qualitative
with a minority of quantitative variables. The K-Modes cluster data with only qual-
itative variables, and the K-Prototype cluster data with a mixture of qualitative and
quantitative variables. The work uses Feature Selection (and not) and may choose a
list of features with both data types or one.

Other models such as K-Means and Hierarchical are not suitable as they gen-
erally perform better with datasets with quantitative variables (the majority). The
K-Means group’s data is based on a mathematical function in each iteration, the
process does not make sense with qualitative variables. Hierarchical can be more
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suited but due to its slow execution time with large samples and usefulness with
quantitative variables, it would not perform well.

There is a chance that the Feature Selection can only choose quantitative variables
but this is extremely rare due to the ratio of qualitative and quantitative variables.

For Unsupervised Learning, it is important to derive the best number of clusters
to increase the chances of a better outcome. Fortunately, there are metrics available
to determine the best cluster. In this work, Davies Bouldin’s clustering performance
is applied. Tables 4.32, 4.33, 4.34 and 4.35 display the score performance of each
cluster.

The Davies Bouldin cluster performance is chosen due to its suitability with qual-
itative variables. The computation involves comparing the distance between clusters
with the quantities of the clusters. Other types (e.g. Calinski and Harabasz & Silhou-
ette Coefficient) normally involve computing the averages and/or variances, which
do not make sense with qualitative variables (as the majority). Even though there
are some quantitative variables, the benefits outweigh the drawbacks.

Table 4.36 displays the configuration applied in this experiment.

TABLE 4.32: The Davies Bouldin scores of each cluster using the Ge-
netic Algorithm chosen features. The lowest score is classed as the

best cluster number.

Cluster Score
5 52.064443
6 47.233691
7 42.540461
8 39.685189
9 34.807184
10 30.789081
11 24.770243

TABLE 4.33: The Davies Bouldin scores of each cluster using the Par-
ticle Swarm Optimisation chosen features. The lowest score is classed

as the best cluster number.

Cluster Score
5 14.266843
6 22.258627
7 28.603664
8 164.136815
9 89.868902
10 45.931413
11 51.889532
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TABLE 4.34: The Davies Bouldin scores of each cluster using the Re-
cursive Feature Elimination. The lowest score is classed as the best

cluster number.

Cluster Score
5 14.941357
6 20.603112
7 17.587010
8 19.013560
9 28.770707
10 32.305778
11 26.799300

TABLE 4.35: The Davies Bouldin scores of each cluster using no Fea-
ture Selection. The lowest score is classed as the best cluster number.

Cluster Score
5 12.481492
6 18.481842
7 12.834236
8 19.962476
9 17.084352
10 35.522522
11 27.694579

TABLE 4.36: Configuration of each Unsupervised Learning model ap-
plied to this experiment.

Model Configuration Value Feature Selection
K-Modes/K-Prototype Clusters 5/11/5/5 PSO/GA/RFE/None
K-Modes/K-Prototype Init Cao All
K-Modes/K-Prototype Iterations 100 All

4.7 Benchmark

The results (benchmark scores) from this experiment are presented in this section.
Tables 4.37, 4.39, and 4.38 displays the benchmark scores. The Min & Max is the
minimum and maximum Consistency-Scale (Cmin, Cmax), the True is the average
Consistency-Scale (Cavg).

In the existing literature, several performance metrics have been used in relation
to Classification or Regression problems ([36], [76], [74], [64]). Classification metrics
compare actual and predicted outcomes and determine whether it is identical or not.
The judgment is normally based on 1 or more of the following: Accuracy, AUC, F1
Score, & PRAUC. Regression metrics compute actual and predicted outcomes and
determine the error loss by calculating the differences. The judgment is normally
based on 1 or more of the following: MAE, & MSE. In this experiment, as explained
in Chapter 3 a compatible benchmark known as Valid Range is applied. Traditional
metrics in the existing literature are not compatible.

The benchmarks in the existing literature are appropriate if the outcome values
are singular. These metrics are not appropriate for this framework due to different
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formats. In this case, the outcome is a range that consists of boundary limits (mini-
mum & maximum).

The Valid Range compares a range with a singular value. A correct outcome is
when the singular value is within the range. Otherwise, it is incorrect. It is suit-
able for (Multi) Classification problems. The benefit of this approach (for predicting
student performance) is that one can justify if the range is overlapping their normal
performance. If it does not overlap with their normal performance then the outcome
is more likely to be incorrect. Note that a range vs range (true vs predicted) approach
would not be beneficial to the intended outcome.

A range outcome for student performance can be another solution as it considers
the fluctuation due to struggles of student life (e.g. assessment, finance, & time
management).

Please note about Tables 4.37, 4.39, and 4.38. For easier clarification, the number
of correct is converted into percentages (represented in the Accuracy column). The
percentages are the benchmark scores and represent the number of correct occasions
(Equation 3.2).



4.7. Benchmark 107

TABLE 4.37: Display the Parallel Architecture benchmark scores (in-
tegrated with Supervised Learning). The results are subdivided into
Feature Selection. The score highlighted in bold represents the best

score.

Model Feature Selection Accuracy
KNNC GA 85.31
ADAC GA 77.53
RFC GA 93.01
GBC GA 88.68
GPC GA 88.17
PAC GA 81.74
ETC GA 91.52
XGBC GA 46.46
KNNC PSO 84.55
ADAC PSO 61.40
RFC PSO 89.02
GBC PSO 88.74
GPC PSO 89.5
PAC PSO 72.75
ETC PSO 87.80
XGBC PSO 30.84
KNNC RFE 85.76
ADAC RFE 74.61
RFC RFE 93.06
GBC RFE 87.84
GPC RFE 89.5
PAC RFE 79.78
ETC RFE 92.75
XGBC RFE 46.66
KNNC None 85.8
ADAC None 80.7
RFC None 93.51
GBC None 89.29
GPC None 90.31
PAC None 81.74
ETC None 91.52
XGBC None 45.22



108 Chapter 4. Experiment

TABLE 4.38: Display the Parallel Architecture benchmark scores (in-
tegrated with Feed Forward Neural Networks). The results are subdi-
vided into Feature Selection. The score highlighted in bold represents

the best score.

Model Feature Selection Accuracy
NN18 GA 86.63
NN38 GA 86.32
NN58 GA 84.3
NN108 GA 86.94
NN14 GA 87.22
NN34 GA 83.37
NN54 GA 84.94
NN104 GA 86.35
NN18 PSO 93.68
NN38 PSO 88.65
NN58 PSO 88.23
NN108 PSO 89.38
NN14 PSO 92.61
NN34 PSO 88.26
NN54 PSO 86.97
NN104 PSO 88.46
NN18 RFE 86.83
NN38 RFE 87.67
NN58 RFE 89.83
NN108 RFE 88.85
NN14 RFE 82.16
NN34 RFE 84.57
NN54 RFE 87.02
NN104 RFE 86.83
NN18 None 88.34
NN38 None 87.78
NN58 None 89.13
NN108 None 87.02
NN14 None 72.08
NN34 None 87.78
NN54 None 87.61
NN104 None 81.21

TABLE 4.39: Display the Popularity Architecture benchmark scores
(integrated with Unsupervised Learning). The results are subdivided
into Feature Selection. The score highlighted in bold represents the

best score.

Model Feature Selection Accuracy
KMU/KPU GA 95.87
KMU/KPU PSO 94.10
KMU/KPU RFE 92.64
KMU/KPU None 96.91
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Chapter 5

Results and Discussion

5.1 Introduction

This chapter provides a detailed evaluation of the experiment results produced in
Section 4.7, discussing these results in detail. A baseline comparison is also pro-
vided, between this research and related work. Tables 4.37, 4.38, and 4.39 display
the benchmarks for all models using the computational framework. Further discus-
sion in this chapter relates to key points drawn from the research, feature selection,
and potential explanations for particular results.

It is important to note that one cannot perform a direct baseline comparison as
the outcome of the proposed computational framework is a performance range (not
a performance value), and the dataset used in the experiment in the previous chapter
is unique to this thesis and has not been used previously. This precludes direct criti-
cal comparison as commonly performed in literature [17] Hence, the comparison fo-
cuses on metric values to understand relative performance. Research in this area has
commonly used metrics such as Accuracy, F1 Score, Precision-Recall curves, Root
Mean Square Error & Mean Square Error ([60], [2], [74], [86]). Due to compatibility
reasons, existing benchmark metrics are not applied. The framework explained in
this thesis introduces a compatible metric.

Two types of baseline comparison can be considered in this context: 1) com-
parison to the average prediction accuracy of the most relevant research works; 2)
comparison to the average prediction accuracy of any research that involves predict-
ing student performance. Choosing the latter can be more problematic as it may not
involve similar applications (e.g. data specification, machine learning algorithms).
In this evaluation, the former is followed, with the baseline comparison focusing
on the average performance of the 11 most relevant past papers identified in Chap-
ter 2 ([18], [78], [60], [39], [2], [89], [87], [34], [55], [69], [31]). A paper is considered
relevant if it contains similar input data specifications & methodologies (similar pro-
cesses to produce predictions). This includes comparing the data variables, the data
types, the student group niche applied, the type of decision-making models, and
pre-processing (e.g. label encoding). It should be expected that the experiments
contained in these papers are not fully identical to the ones conducted in this thesis,
but these papers represent the most similar ones in the literature.

The paper amount is a good ratio of relevancy and several decision-making tech-
niques. Based on the identified papers, the baseline target of prediction accuracy is
81%. While the full prediction accuracy range is 40% − 100%, most commonly pre-
diction accuracy values fall within the 70% − 90% range, which is the one used for
boundary comparisons. In other words, papers that have a conclusion of benchmark
performance or papers that show the vast majority of benchmark performances are
considered in this range decision. The exceptional low and high scores occurred in
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a few papers ([78], [31]). The baseline comparison can be done based on each family
of approaches as well as across all.

The main purpose of the comparative analysis that follows is to evaluate the
extent to which the proposed computational framework delivers equivalent or better
prediction accuracy to related research.

5.2 Comparative Analysis

In this section, a benchmark comparison analysis between this experiment and the
baseline is explored. Tables 5.1, 5.2 & 5.3 provides a summary between them. The
Baseline Accuracy & Baseline Min/Max Accuracy are the baseline benchmark scores.
The Accuracy is the experiment benchmark score for each integrated machine learn-
ing algorithm within each model architecture. The Accuracy Difference & Min/Max
Accuracy Difference is the difference between the baseline benchmark scores and the
experiment benchmark scores (in percentage). The difference can be positive or neg-
ative.

TABLE 5.1: Display the benchmark comparison analysis between the
baseline and experiment average scores. The numerical units are per-

centages. This is part 1 of the scores.

Baseline Accuracy Accuracy Accuracy Difference Integration Feature Selection Architecture
81 85.31 4.31 KNNC GA Parallel
81 77.53 -3.47 ADAC GA Parallel
81 93.01 12.01 RFC GA Parallel
81 88.68 7.68 GBC GA Parallel
81 88.17 7.17 GPC GA Parallel
81 81.74 0.74 PAC GA Parallel
81 91.52 10.52 ETC GA Parallel
81 46.46 -34.54 XGBC GA Parallel
81 84.55 3.55 KNNC PSO Parallel
81 61.4 -19.6 ADAC PSO Parallel
81 89.02 8.02 RFC PSO Parallel
81 88.74 7.74 GBC PSO Parallel
81 89.5 8.5 GPC PSO Parallel
81 72.75 -8.25 PAC PSO Parallel
81 87.8 6.8 ETC PSO Parallel
81 30.84 -50.16 XGBC PSO Parallel
81 85.76 4.76 KNNC RFE Parallel
81 74.61 -6.39 ADAC RFE Parallel
81 93.06 12.06 RFC RFE Parallel
81 87.84 6.84 GBC RFE Parallel
81 89.5 8.5 GPC RFE Parallel
81 79.78 -1.22 PAC RFE Parallel
81 92.75 11.75 ETC RFE Parallel
81 46.66 -34.34 XGBC RFE Parallel
81 85.8 4.8 KNNC None Parallel
81 80.7 -0.3 ADAC None Parallel
81 93.51 12.51 RFC None Parallel
81 89.29 8.29 GBC None Parallel
81 90.31 9.31 GPC None Parallel
81 81.74 0.74 PAC None Parallel
81 91.52 10.52 ETC None Parallel
81 45.22 -35.78 XGBC None Parallel



5.2. Comparative Analysis 111

TABLE 5.2: Display the benchmark comparison analysis between the
baseline and experiment average scores. The numerical units are per-

centages. This is part 2 of the scores.

Baseline Accuracy Accuracy Accuracy Difference Integration Feature Selection Architecture
81 86.63 5.63 NN18 GA Parallel
81 86.32 5.32 NN38 GA Parallel
81 84.3 3.3 NN58 GA Parallel
81 86.94 5.94 NN108 GA Parallel
81 87.22 6.22 NN14 GA Parallel
81 83.37 2.37 NN34 GA Parallel
81 84.94 3.94 NN54 GA Parallel
81 86.35 5.35 NN104 GA Parallel
81 93.68 12.68 NN18 PSO Parallel
81 88.65 7.65 NN38 PSO Parallel
81 88.23 7.23 NN58 PSO Parallel
81 89.38 8.38 NN108 PSO Parallel
81 92.61 11.61 NN14 PSO Parallel
81 88.26 7.26 NN34 PSO Parallel
81 86.97 5.97 NN54 PSO Parallel
81 88.46 7.46 NN104 PSO Parallel
81 86.83 5.83 NN18 RFE Parallel
81 87.67 6.67 NN38 RFE Parallel
81 89.83 8.83 NN58 RFE Parallel
81 88.85 7.85 NN108 RFE Parallel
81 82.16 1.16 NN14 RFE Parallel
81 84.57 3.57 NN34 RFE Parallel
81 87.02 6.02 NN54 RFE Parallel
81 86.83 5.83 NN104 RFE Parallel
81 88.34 7.34 NN18 None Parallel
81 87.78 6.78 NN38 None Parallel
81 89.13 8.13 NN58 None Parallel
81 87.02 6.02 NN108 None Parallel
81 72.08 -8.92 NN14 None Parallel
81 87.78 6.78 NN34 None Parallel
81 87.61 6.61 NN54 None Parallel
81 81.21 0.21 NN104 None Parallel
81 95.87 14.87 KMU/KPU GA Popularity
81 94.1 13.1 KMU/KPU PSO Popularity
81 92.64 11.64 KMU/KPU RFE Popularity
81 96.91 15.91 KMU/KPU None Popularity
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TABLE 5.3: Display the benchmark comparison analysis between the
baseline and experiment range scores. The numerical units are per-

centages.

Baseline Min/Max Accuracy Accuracy Min Accuracy Difference Max Accuracy Difference Integration Feature Selection Architecture
70 - 90 85.31 15.31 -4.69 KNNC GA Parallel
70 - 90 77.53 7.53 -12.47 ADAC GA Parallel
70 - 90 93.01 23.01 3.01 RFC GA Parallel
70 - 90 88.68 18.68 -1.32 GBC GA Parallel
70 - 90 88.17 18.17 -1.83 GPC GA Parallel
70 - 90 81.74 11.74 -8.26 PAC GA Parallel
70 - 90 91.52 21.52 1.52 ETC GA Parallel
70 - 90 46.46 -23.54 -43.54 XGBC GA Parallel
70 - 90 84.55 14.55 -5.45 KNNC PSO Parallel
70 - 90 61.4 -8.6 -28.6 ADAC PSO Parallel
70 - 90 89.02 19.02 -0.98 RFC PSO Parallel
70 - 90 88.74 18.74 -1.26 GBC PSO Parallel
70 - 90 89.5 19.5 -0.5 GPC PSO Parallel
70 - 90 72.75 2.75 -17.25 PAC PSO Parallel
70 - 90 87.8 17.8 -2.2 ETC PSO Parallel
70 - 90 30.84 -39.16 -59.16 XGBC PSO Parallel
70 - 90 85.76 15.76 -4.24 KNNC RFE Parallel
70 - 90 74.61 4.61 -15.39 ADAC RFE Parallel
70 - 90 93.06 23.06 3.06 RFC RFE Parallel
70 - 90 87.84 17.84 -2.16 GBC RFE Parallel
70 - 90 89.5 19.5 -0.5 GPC RFE Parallel
70 - 90 79.78 9.78 -10.22 PAC RFE Parallel
70 - 90 92.75 22.75 2.75 ETC RFE Parallel
70 - 90 46.66 -23.34 -43.34 XGBC RFE Parallel
70 - 90 85.8 15.8 -4.2 KNNC None Parallel
70 - 90 80.7 10.7 -9.3 ADAC None Parallel
70 - 90 93.51 23.51 3.51 RFC None Parallel
70 - 90 89.29 19.29 -0.71 GBC None Parallel
70 - 90 90.31 20.31 0.31 GPC None Parallel
70 - 90 81.74 11.74 -8.26 PAC None Parallel
70 - 90 91.52 21.52 1.52 ETC None Parallel
70 - 90 45.22 -24.78 -44.78 XGBC None Parallel
70 - 90 86.63 16.63 -3.37 NN18 GA Parallel
70 - 90 86.32 16.32 -3.68 NN38 GA Parallel
70 - 90 84.3 14.3 -5.7 NN58 GA Parallel
70 - 90 86.94 16.94 -3.06 NN108 GA Parallel
70 - 90 87.22 17.22 -2.78 NN14 GA Parallel
70 - 90 83.37 13.37 -6.63 NN34 GA Parallel
70 - 90 84.94 14.94 -5.06 NN54 GA Parallel
70 - 90 86.35 16.35 -3.65 NN104 GA Parallel
70 - 90 93.68 23.68 3.68 NN18 PSO Parallel
70 - 90 88.65 18.65 -1.35 NN38 PSO Parallel
70 - 90 88.23 18.23 -1.77 NN58 PSO Parallel
70 - 90 89.38 19.38 -0.62 NN108 PSO Parallel
70 - 90 92.61 22.61 2.61 NN14 PSO Parallel
70 - 90 88.26 18.26 -1.74 NN34 PSO Parallel
70 - 90 86.97 16.97 -3.03 NN54 PSO Parallel
70 - 90 88.46 18.46 -1.54 NN104 PSO Parallel
70 - 90 86.83 16.83 -3.17 NN18 RFE Parallel
70 - 90 87.67 17.67 -2.33 NN38 RFE Parallel
70 - 90 89.83 19.83 -0.17 NN58 RFE Parallel
70 - 90 88.85 18.85 -1.15 NN108 RFE Parallel
70 - 90 82.16 12.16 -7.84 NN14 RFE Parallel
70 - 90 84.57 14.57 -5.43 NN34 RFE Parallel
70 - 90 87.02 17.02 -2.98 NN54 RFE Parallel
70 - 90 86.83 16.83 -3.17 NN104 RFE Parallel
70 - 90 88.34 18.34 -1.66 NN18 None Parallel
70 - 90 87.78 17.78 -2.22 NN38 None Parallel
70 - 90 89.13 19.13 -0.87 NN58 None Parallel
70 - 90 87.02 17.02 -2.98 NN108 None Parallel
70 - 90 72.08 2.08 -17.92 NN14 None Parallel
70 - 90 87.78 17.78 -2.22 NN34 None Parallel
70 - 90 87.61 17.61 -2.39 NN54 None Parallel
70 - 90 81.21 11.21 -8.79 NN104 None Parallel
70 - 90 95.87 25.87 5.87 KMU/KPU GA Popularity
70 - 90 94.1 24.1 4.1 KMU/KPU PSO Popularity
70 - 90 92.64 22.64 2.64 KMU/KPU RFE Popularity
70 - 90 96.91 26.91 6.91 KMU/KPU None Popularity

5.2.1 Parallel Architecture

Supervised Learning algorithms are integrated into the Parallel Architecture (Figure
3.3).

For (Feed Forward) Neural Networks (integration) excluding other Supervised
Learning models, the model with 1 hidden layer (and 8 nodes) is the best predictor
and the worst is the model with 1 hidden layer (and 4 nodes). The difference (all
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models) in accuracy is around 22% (all models). The feature selection using Particle
Swarm Optimisation produces the best benchmark score.

The fluctuation is quite high, if the worst benchmark score is removed as an out-
lier then the difference in accuracy is around 12%. Including & excluding the worst
benchmark score returns no (direct hidden) patterns despite the number of hidden
layers in the architectures. The case remains the same regardless of the number of
nodes. Having different nodes does not provide any difference in accuracy perfor-
mance. There is a good ratio of models and the accuracy performance is somewhat
similar.

The accuracy is 87% on average (72% − 94%), which means a 6% increase com-
pared to past works (baseline comparison). The difference shows an increase in both
the upper and lower limits: lower: 2%; upper: 4%. In past works that apply Feed
Forward Neural Networks, the popular amount of the hidden layer is 2 or below
([18], [87]). The hidden layer amount is motivated in this work due to the promising
outcomes in past works. In rare cases, a higher number of hidden layers are used
([80]). The number of nodes applied in past works tends to be random.

However, it is important to explore several (Feed Forward) Neural Networks
with different hidden layers to evaluate if they improve accuracy. The work here
shows it does not provide any difference (in accuracy). This could be a reason why
(Feed Forward) Neural Networks with several hidden layers are not frequently used
in this context. One other possible reason is the execution time. Hidden layers are
sensitive when predicting outcomes (like this) and the data fed into them is impor-
tant. The level of noise within a dataset can also affect the outcome. As it stands,
choosing a precise number of hidden layers and/or nodes is not required.

Past papers have shown 1 Feed Forward Neural Network being used in experi-
ments. Applying more than 1 model with different architectures (hidden layers) in
one setting (experiment) is not explored. Normally, it is applied by itself or com-
bined with several Supervised Learning models (Mengash [60]). This experiment
explores models with several hidden layers (and nodes) on one occasion to detect
any unique behaviour.

For other Supervised Learning (integration) excluding (Feed Forward) Neural
Networks, the best predictor is the Random Forest and the worst is Extreme Gra-
dient Boost followed by AdaBoost. The difference in accuracy is around 33% (all
models) excluding the worst model. With that exclusion, it is significantly higher.
It should be noted that performing no feature selection produces the best bench-
mark score. This may be due to the better quality of the dataset, as feature selection
usually leads to better performance when a dataset includes more features with less
predictive capability [1]. It tends to be more fluctuated compared to other decision-
making families. The reason can be the number of models, as this category contains
the highest number of models in one experiment which increases the probability of
a fluctuation of benchmark scores. Most models generally perform the same which
reduces the accuracy difference significantly.

The accuracy, excluding the Extreme Gradient Boost model, is 85% on average
(61% − 94%), which means a 4% increase compared to past works (baseline com-
parison). The difference shows an increase in the upper limit and a decrease in the
lower limit: lower: 9%; upper: 4%. In past works that explore Supervised Learning,
the most commonly explored models include Random Forest, Logistic Regression,
SVM, Naive Bayes, etc (Adekitan and Noma-Osaghae [2], Francis and Babu [31]).
They do provide promising benchmark scores but most past works do not consider
more recent models such as Gradient Boost, & Extra Trees.
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If the Extreme Gradient Boost model is included in the benchmark performance
then the overall accuracy is 80% on average (31% − 94%). This shows a 1% decrease
compared to past works (baseline comparison). The difference shows an increase in
the upper limit and a decrease in the lower limit: lower: 39%; upper: 4%. There is
no effect on the upper limit which is far more important. But it is worth noting this
the Extreme Gradient Boost model is uncommon in past works, only a few occasions
are identified (Niyogisubizo et al. [62], Kiss et al. [50]).

Including & excluding the Extreme Gradient Boost is due to the out-of-the-ordinary
benchmark performance. So, the separation is there to showcase the potential of the
framework in a general case scenario. Furthermore, the possible reason for Extreme
Gradient Boost’s poor performance can be the suitability of data types applied to the
model. Recall that the data applied to this research is largely biased with qualitative
variables. Operating with qualitative variables is not always suitable across all al-
gorithms [16]. Extreme Gradient Boost may be more appropriate for datasets with
primarily quantitative variables due to the regularisation options it offers. Another
possible reason is noisy data which is likely to lead to overfitting issues. These con-
cerns may be the reason why the uses of Extreme Gradient Boost in past works are
not popular.

If the AdaBoost lowest performance (61%) is ignored from the benchmark scores
then the lower limit range in this work becomes greater than past works by 2% (the
new lower limit becomes 72%). Both AdaBoost & Extreme Gradient Boost apply the
Boosting algorithm. The benchmark shows that algorithms applying the Boosting
algorithm are more likely to deliver worse performance than others.

Looking further, when observing many models in one experiment, the prediction
performance tends to be fairer. Even though the effect of applying a high number
of models is useful (in this experiment), the benchmark performance does not show
much difference between them in most models. But it is fairer & reliable compared
to analysing different models in several papers that use different data and method-
ologies (not all models follow one specification). The maximum number of machine
learning algorithms found in past papers is 7 (Rodríguez-Hernández et al. [69]).

Unlike past papers, this thesis provides a better balance of popular, unpopular,
recent, and more established machine learning algorithms) are applied. The accu-
racy scores might provide some initial thoughts on the reasoning behind why some
models are less popular. Perhaps the enormous amount of work of usage with these
popular models can be the reason why unpopular models are not equivalent in us-
ability. Additionally, the performance and trustworthiness of more established mod-
els can be more attractive to researchers than considering algorithms that have not
been tried and proven across many application areas.

5.2.2 Popularity Architecture

Unsupervised Learning algorithms are integrated into the Popularity Architecture
(Figure 3.4).

For Unsupervised Learning (integration), there is only one model (integrated
into the model architecture), so no model comparison is required. The experiment
with no feature selection produces the best benchmark score. The difference in ac-
curacy is around 2% (all models). Unlike other decision-making families, Feature
Selection plays the least role in the case of unsupervised learning. This can be an
advantage as one layer is removed, therefore execution speed is reduced and its ap-
plication is more practical.
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The accuracy is around 95% (95%− 97%), which means a 14% increase compared
to past works (baseline comparison). The difference shows an increase in both the
upper and lower limits: lower: 25%; upper: 7%. There is not much to say about this
family due to its limited usage in past works. Clustering in theory is to group data
(in this case students), the outcome here shows it can group similar students using
their variables.

Unsupervised Learning performed better than other families. This can be at-
tributed to the process (the Popularity Architecture) used in this (computational)
framework (only applied to this model due to specification). In the context of the
framework, the given dataset, and the performed experiments, the method of clus-
tering data seems to be beneficial for student performance predictions. Improved
results may also be related to the suitability of the data types to the chosen cluster-
ing algorithm(s). It should be noted that only one unsupervised model is applied,
so results cannot be generalised to apply to unsupervised learning algorithms as a
whole.

It is also worth noting that a different combination of features is applied for clus-
tering, which can be another reason behind the difference in performance. Looking
through the benchmark performances and the choices of feature combinations, it
does not show a pattern. There are cases of a lower number of feature combinations
applied and still, the accuracy performance is high (and vice versa).

Performance differences can also be attributed to the variables. The data applied
mainly contain characteristics that may be better with clustering techniques. After
all, past research has used characteristics to predict student performance (Mengash
[60]). On the other hand, a case study (Alwarthan, Aslam, and Khan [8]) explored
the trends of features in similar work and discovered the vast majority of papers
show no direct evidence of a strong relationship between characteristics and student
performance. This may provide a clearer sign that the framework’s process is the
main reason.

Past papers show Unsupervised Learning has rarely been applied due to its clus-
tering nature (not compatible). It’s not a prime predictor algorithm in this thesis, in-
stead, it’s treated as a pre-processing step to assist student performance predictions.
It assists in grouping student data with similarities (before producing predictions).
Despite the complication, the results here show potential. Also, the chosen cluster-
ing algorithms in this experiment is not been applied in this manner. Hopefully, it
can encourage more usage in the future but researchers should be aware that using
this model for predicting student performance is more complex compared to other
algorithms (e.g. Supervised Learning) that require fewer preparation steps. Addi-
tional complexity is due to the number of clustering algorithm options, it is limited
compared to the other decision-making families. It becomes more limited when data
type sensitivity comes into play.

5.2.3 Overall Comparison

In an overall comparison (considering all models except the worst integrated model,
Extreme Gradient Boost), the average accuracy in this thesis is around 86% (61% −
97%), which means a 5% increase compared to past works. The difference shows an
increase in the upper limit and a decrease in the lower limit: lower: 9%; upper: 7%.
In addition, including the worst model benchmark performance (Extreme Gradient
Boost), the lower limit returns a decreased outcome by 39%. But the upper limit
remains the same, the overall accuracy is 84% which is still an increase by 3%.
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5.3 Further Discussion

The benchmark scores show in the vast majority of cases the computational frame-
work outperforms past relevant papers (based on the baseline comparison). This
applies to both the overall (averaged) prediction accuracy and the prediction accu-
racy boundaries (lower & upper accuracy limits).

The increase of the lower limit (on most occasions) is higher than the upper limit.
Even though the importance is more on the upper limit, the framework does show
that even in the worst-case scenarios, it is more likely to be accurate than past rel-
evant works. The upper limit shows an increase in all cases which provides more
confidence for returning accurate academic performance. With promising results
like this, it is more likely usable commercially & practically.

As mentioned before, the Unsupervised Learning integration in the Popularity
Architecture performed the best predictions in all cases. The benchmark perfor-
mance (scores) show that not applying Feature Selection performed the best, with an
exclusion of one. This can be an indication that having more variables is better than
a good combination of features. Occasionally, the Feature Selection algorithms pro-
vide similar behaviour. It requires execution time which may be time-consuming.
This may provide more motivation for avoidance. Note that this performance of
feature selection may be directly related to the particular dataset used.

There are rare cases of out-of-the-ordinary benchmark performance in past works.
One reason could be the data quality that may be biased to one side. For example,
if one collects a dataset with just high-performing students then the outcome is go-
ing to be equivalent. Therefore, the prediction accuracy can be phenomenal but the
data is not to the right standard for fair observation. That is why the popular bench-
mark scores are taken into account only as it delivers more confidence that more
safeguards are applied.

Another reason for the exclusion of outlier performances is concerns about the re-
liability of a particular experiment. A valid question is raised, as to why only a single
study has achieved such performance and not the vast majority (with a significant
amount of data, such as Rodríguez-Hernández et al. [69])? It is also worth noting
that some research related to student performance follows a standard data analy-
sis process (e.g. Zacharis [87], Zhao et al. [89]). In such cases, the appropriateness
of such a generic process is questionable, given that data either contain insufficient
samples/variables or are imbalanced (or both). This also applies to outcomes with
unusually low benchmark scores. The reasoning can be similar.

If one explores the most similar past papers and compares them with this thesis
(Bilal et al. [18], Mengash [60], Helal et al. [39]), several differences can be identified.
The data quality is the obvious one, the number of samples and variables is lower
compared to the data considered in this work. The samples are normally under 4000
(in most cases) and under 20 variables (when specified). The dataset used in this
experiment contains more than 6000 samples (after all pre-processing). The origi-
nal dataset samples are significantly higher and it contains 7 additional variables.
Also, one should dive into the type of variables. Although they do have interesting
factors they do lack some important variables. For example, the distances between
student accommodation to the institution, the deprivation level of their home resi-
dence, and their socioeconomic background. All of these deliver more insight into
their background and show how it influences their academic performance.

Past papers that apply a high volume of data are generally collected through
their (third-party) partners and/or they have sufficient privilege to access a high-
quality dataset (Hussain and Khan [46], Zhang and Rangwala [88]). Otherwise, it is
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difficult collecting a rich dataset due to legal and ethical issues. In this work, over
27000 students are involved but a fraction is applied to the experiment due to the
pre-processing in the computational framework.

As discussed in this chapter, performance is also improved compared to past
work. If one observes the relevant works in the past and the work conducted here,
the computational framework consists of a unique combination of layers. The pipeline
process is designed with many safeguards to avoid unfair advantages and return re-
liable benchmarks.

Improved performance can be attributed to specific characteristics of particular
layers:

• The Data Analysis layer includes applying an in-depth analysis of a given
dataset that showcases its strengths and weaknesses. Past papers have shown
a lack of in-depth analysis and only generic ones are executed such as sam-
ple size, basic statistics (e.g. average), and/or variable data types. But it
misses several other important analyses such as dimensionality reduction (e.g.
FAMD) and other statistics (e.g. skew, quantiles). In this experiment, an exam-
ple of in-depth analysis is given which allows one to understand its strengths
and weaknesses. Doing so allows one to focus more on a student group that
does not lead to an unbiased evaluation. Having sufficient samples, balanced
data (ratio), relatable variables, and more return reliability to the methodology.

• The Feature Selection layer includes portability with data types that can col-
lect features (variables) without restrictions. Past papers have shown Feature
Selection applications to be limited and do not apply several algorithms in
one setting. In this experiment, several portable feature selection algorithms
are integrated. It also considers a none feature selection observation because
sometimes it’s not the case of a good combination of features but it can be the
number of features (or both).

• The Anchored Training Data layer reduces the imbalanced data, which in-
creases the probability of unbiased outcomes. Past papers have shown the lack
of effect applied to resolve the imbalance data problem with educational data.
In this experiment, an algorithm is used to help tackle this problem. Tables
4.28 & 4.29 show occasions where the total number of samples is not the rec-
ommended amount (to train models). This means, with the given dataset (and
pre-processing), the algorithm found a lower sample amount to be better for
predictions. The variation of samples shows evidence that the algorithm pro-
vided support to the experiment. One cannot remove imbalanced data com-
pletely but even reducing the portability by 1% is better than nothing.

• The Model layer applies appropriate Machine Learning algorithms to predict
student performance. The model specification must suit the given problem.
Otherwise, it may not return fruitful outcomes. Past papers have shown that
a performance value is common for predictions. In this experiment, the mod-
els return a performance range prediction to each student which presents the
minimum/maximum academic capabilities. A performance range (tolerance)
considers the circumstances of student life (e.g. finance, health, family). The
outcomes from this experiment deliver motivation for its uses in this research
community. It can be an alternative output option for problems similar to this
thesis.

During this research, several key points have been drawn:
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• The challenges of predicting student performance: While it may seem that ac-
curate results can be easily produced by just inserting data into a model, this
research shows that it requires more in-depth work to evaluate outcomes such
as data analysis & pre-processing. It provides more confidence in the outcome
as any issues have been measured and solved.

• Quality of data and ethical challenges: The ethics and legal side give some
understanding of why occasionally the data quality tends to be lower than
expected. Unless there is the right authorisation (e.g. governing bodies), col-
lecting a rich dataset for research purposes may be quite challenging.

• Room for more variables: The analysis in this thesis and past works (their
unique variables) give the motivation that more variables are beneficial. This
is because more variables result in the discovery of more information for stu-
dents.

Overall, it can be claimed that the computational framework delivers usefulness
for higher education. In most cases, the prediction accuracy outperforms similar past
works. This framework is more likely to produce accurate academic performance, on
average, compared to previous research. By addressing the research gaps identified
at the beginning of the thesis, issues that may affect past research are dealt with.
Moreover, results validate the chosen methods for addressing these research gaps,
in the context of student performance prediction and possibly beyond.
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Chapter 6

Conclusion

6.1 Summary of Contributions

Predicting student performance provides many benefits to institutions but also chal-
lenges in the sense of accurate and reliable predictions. This avoids students from
going in the wrong direction. The use of investing time in this topic results in sup-
port for the institutions and students. It allows institutions to have early warning
of at-risk students and explore potential methods of preventing it. In this topic,
datasets generally contain demographic data (e.g. ethnicity, gender) that are classed
as personal, but they also contain course details (e.g. attendance, grades). The topic
has explored Machine Learning algorithms in effective ways.

The presented work provides a great understanding of the initial aim and ob-
jectives. The aim is to develop and execute a computational framework for higher
education that consists of filling in several missing gaps in the existing literature.
The framework contains a unique combination of layers to predict student perfor-
mance.

The following are this thesis’ identified contributions in relation to Applied Ma-
chine Learning and Data Analytics in the context of Education applications.

• Performance Range: This work predicts student performance with a range
rather than a value. A range can deliver more insight into a student’s capa-
bilities. It is more suitable as it considers the circumstances of student life (e.g.
assessments, finance, family). Students are likely to fluctuate in their studies.

• Imbalanced Data Algorithm: This work applies a unique algorithm that is able
to reduce the probability of imbalanced data much as possible. This is impor-
tant as imbalanced data can result in biased outcomes and may not be reliable.
In addition, there is an insufficient amount of solutions to tackling this prob-
lem.

• Unsupervised Learning Integration: This work applies a model pipeline pro-
cess that includes Unsupervised Learning as one of the pre-processing steps.
Its purpose involves grouping similar student data (before producing predic-
tions). Due to its clustering techniques, Unsupervised Learning has rarely been
used in this research niche. And this work is another occasion of its uses.

• Several Feed Forward Neural Networks Architectures: This work applies sev-
eral (Feed Forward) Neural Network architectures with different hidden lay-
ers in one setting. Normally, one (Feed Forward) Neural Network model is
applied and mostly uses 1 − 2 hidden layers. Having several of them in one
setting provides more details of their behaviour.
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• In-Depth Data Analysis: This work applies in-depth data analysis with suf-
ficient details of a given dataset. This includes exploring the common data
analysis (e.g. correlation) and other useful ones (e.g. dimensional reduction,
hypothesis tests, quantile, and skew). Having deep analyses can expose more
hidden patterns. It provides a greater understanding of the dataset’s strengths
and weaknesses.

As a result, the prediction accuracy is around 84%/86% (worst/common case
scenario) with a 3%/5% (worst/common case scenario) increase compared to past
relevant works. This means most outcomes are able to predict each student’s perfor-
mance correctly. Considering this, the computational framework, through achieving
the state’s aims and objectives, can have a positive impact on student performance
prediction research.

6.2 Future Research

There are several interesting research directions that come out of this thesis.
Firstly, it is important to explore the applicability of the framework further, by

using datasets from several institutions. Having datasets from several institutions
can provide more analysis and confidence in the proposed framework. This in-
cludes understanding whether performance improvement identified in experiments
conducted in this thesis carries over to other datasets. At the moment, the dataset
applied is rich but having more datasets always makes the outcome more reliable.
Having said that, collecting such data is difficult. This is due to ethical and legal is-
sues, including data protection. It requires money and time to collect these datasets.
The situation can be accelerated and likely to be executed if local and government
authorities are involved.

Secondly, it is worth understanding whether datasets that are more feature rich
can result in further improvements. Although the dataset used contains many char-
acteristics of students it of course does not fully cover any available information
for a student. Having more information can showcase more hidden patterns (from
students) and evolve the methodology. Examples include more details about their
parents, current health status, and previous institution. Typical examples of parental
data are household income (e.g. £25,000), civil partnership (e.g. divorced), their ca-
reers (e.g. Electrical Engineer) & types of qualifications (e.g. BEng). Typical exam-
ples of health data are disability (e.g. yes/no), allergic reaction(s) (e.g. flowers) &
sporting activities (e.g. football). Typical examples of details from the previous in-
stitution are attendance, grades (e.g. A, B), reports from past teachers, subject focus
(e.g. Physics, Biology), and hobbies (if any). Collecting these factors can be difficult
but possible. Perhaps surveys can be easier if the data does not exist or it is difficult
to collect.

Further research can be conducted on reducing data imbalance. New variants are
useful in this topic to support future analysis. This research explores one solution
but more is required to provide flexibility in analysis & data mining (or similar). One
focus can be a rule-based architecture [15]. This means an algorithm that collects the
best ratio of each variable that fulfills rules set by an individual.

The specification of Unsupervised Learning provides complexity barriers in this
research niche. This thesis provides motivation for its potential and future usage. So,
an interesting study can be exploring other clustering techniques to assist student
performance predictions (either ranges and/or values) during the pre-processing
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stages. It may provide a new field of research and possibly be used in institu-
tions. The difficulty here is more about finding optimal ways of achieving prediction
through a clustering architecture.

While research in this thesis explored Feature Selection thoroughly, there is room
for further exploration. This is especially true for datasets that only or primarily
include qualitative factors. Therefore, potential research can be investigating useful
Feature Selection approaches in this context, exercising the appropriate caution in
terms of dealing with qualitative vs. quantitative variables.

In terms of delivering impact to academic institutions through this research, the
developed computational framework can be packaged as a service-based applica-
tion [14, 13, 12]. This will allow its integration into existing student performance
dashboard systems, allowing academics and administrators to harness its predic-
tive capabilities and drive decision-making to improve outcomes across the student
body or targeted efforts, such as reducing differential attainment.
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Appendix A

Preliminaries

There is pre-knowledge required to understand the scope of this thesis. Here are the
necessary topics required to understand the scope. This is an addon and only the
important topics are presented.

A.1 Supervised Learning

Supervised Learning [23] focuses on the study of predicting future events using cur-
rent/past events. The details are factors and they should be relevant to the event and
problem. All factors are represented in a dataset D which is labeled. This means the
identity name of each factor is visible and known. It is a requirement for Supervised
Learning models. The outcome of all Supervised Learning models is to produce a
hypothesis function h(x) using current/past information.

D is divided into two sets: training Dtrain and testing Dtest sets. Both Dtrain
and Dtest can be single/multiple dimensional sub-space. The sub-space can be rep-
resented as a matrix/vector Rn×m. One of the requirements is to have features
Rn×m and target Rn. The features are variables (known events) that teach (train)
the model(s) about the problem one wishes to predict. The target is a variable (un-
known event) that notifies the models about the problem one wishes to predict.

Dtrain contains details of past events and should contain the features and target.
There must not be any unknowns in Dtrain. Dtest contains details of current events
that only contain the features but not the target. The target is unknown in Dtest, it
is the duty of the model(s) to predict those unknown (event). Both Dtrain and Dtest
should include the same variables and labels. The label is important as all variables
are inside a sub-space.

The model is trained using Dtrain, each feature (variable) represents a dimension
with a separate sub-space and is positioned on the x-axis. The target is positioned
on the y-axis in each sub-space.

In each sub-space, the model produces a hypothesis function h(x). h(x) is ba-
sically the line of best fit using Dtrain and it is used to predict the unknown target
variable in Dtest using Equation A.1. Where y is the prediction outcome (from the
Dtrain). The h(x) can be in any polynomial degree (e.g. 2, 3). In Supervised Learn-
ing, depending on the problem, one of the following is suitable: Classification or
Regression.

y = f (x) (A.1)

Although Classification & Regression are different types, several decision-making
algorithms exist that apply both concepts. Generally, the difference is the final step.
For Classification, the voting method is applied. For Regression, the average method
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is applied. Examples of algorithms include AdaBoost ([25]), Random Forest ([57],
[56]), & KNN ([73]).

A.1.1 Classification

Classification solves problems that are qualitative (binary/categorical). This means
the target should be a whole number. Normally, it is binary outcomes (e.g. 0/1,
Yes/No) that only contain two outcomes. Sometimes, depending on the problem, it
may contain three or more outcomes (e.g. 0/1/2, Yes/No/Maybe). This is known as
Multi-Class Classification. It is normally suitable for binary-based problems.

The data types for the features in Dtrain and Dtest are irrelevant and they do not
affect predictions (as long they are relevant to the problem). But the target must
be qualitative (binary/categorical). The h(x) can be produced using Equation A.2
which is known as the Sigmoid function and is for binary problems.

y =
1

(1 + e−z)
(A.2)

Metrics are used to count the number of correct and incorrect outcomes between
a prediction vector p and true vector t. A model produces p, and the t is used against
p to evaluate the accuracy in p. The output score is 0 − 1 (worst to best accuracy).
These outcomes are four elements:

• True Positive (TP) - When the actual and expected are correct.

• False Positive (FP) - When the actual and expected are incorrect.

• True Negative (TN) - When the none expected and actual are correct.

• False Negative (FN) - When the actual and none expected are incorrect.

Common metrics include Area Under The Curve (AUC), Accuracy, Precision/Recall,
and F1.

AUC computes the area that is under the so-called ROC (Receiver Operating
Characteristic) curve. The ROC curve plots the True Positive Rate or Recall vs. the
False Positive Rate (Equation A.7) at different classification thresholds. In the two
extreme cases, an AUC equal to 1 denotes a model that is always correct, with AUC
equal to 0 signifying a model that never classifies correctly.

Accuracy is the most common metric due to its communication and simplicity.
The calculation is simple: count the number of correct and incorrect values in p
against t and then compute the percentage. Equation A.6 presents the mathematical
notation. Precision and Recall are similar to the Accuracy metric but they do not
consider the FN and FP quantities, respectively. Equations A.3 and A.4 calculate the
metrics. The F1 score is the average score between Precision (P) and Recall (R). The
formula is presented in Equation A.5.

Precision =
TP

TP + FP
(A.3)

Recall =
TP

TP + FN
(A.4)

F1 = 2 ∗ P ∗ R
P + R

(A.5)
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Accuracy =
TP + TN

TP + TN + FP + FN
(A.6)

FalsePositiveRate =
FP

FP + TN
(A.7)

A.1.2 Regression

Regression solves problems that are quantitative (e.g. continuous). The h(x) can be
formed with any polynomial degree. A linear with the perfect fit h(x) is the best
h(x), which means it can predict accurately. The coefficient scores are generated
when the h(x) is generated.

y = b0 + (b1 ∗ x1) + (b2 ∗ x2) + ... + (bi ∗ xi) + e (A.8)

The data types for the features in the Dtrain and Dtest are irrelevant and they do
not affect predictions. But the target must be quantitative (e.g. continuous). The h(x)
is produced using Equation A.8. Where b0 is the bias, bi is the coefficient score for
each feature xi, i is each row, and e is the random error component. The coefficient
scores are generated when the h(x) is generated.

Metrics compute the error differences between a prediction vector p and true
vector t. A model produces p, and the t is used against p to evaluate the error loss in
p. The output score is not fixed to a range, it starts from 0 (worst to best accuracy).

Common metrics are Mean Absolute Error (MAE) and Mean Squared Error (MSE).
The MAE produces the error that is absolute using Equation A.10. Where N is

the number of data points, yi is each prediction value, yi is each actual value, and
| ∗ | is the absolute value. The MSE produces the error that is not absolute (accept
positive and negative error losses) using Equation A.9. Where N is the number of
data points, yi is each prediction value, and yi is each actual value.

MSE =
1
N

N

∑
i=1

(yi − yi)
2 (A.9)

MAE =
1
N

N

∑
i=1

|yi − yi| (A.10)

A.2 Unsupervised Learning

Unsupervised Learning [19], [32] focuses on clustering (grouping) data that exhibit
similar behaviour. Suppose a dataset D ∈ Rn×m and split into training Dtrain and
testing Dtest sets. It trains the model by clustering (grouping) data in Dtrain with data
points in Dtest.

In these models, a popular hyperparameter is used known as cluster ci. ci is a
whole number (2, 3, ..., n) and it trains a model to cluster the data points in Dtrain to
the number of clusters. The data that is allocated to the same ci means those samples
are similar. The specification of matching data differs in each model.

Unsupervised Learning does not predict upcoming events but recommends data
that are similar. It also does not need a target vector (not predicting an unknown
event), just features.
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The suitable cluster ci enables data to be allocated to the most suitable group.
There are many Cluster Performances that apply unique functions to return metric
scores to find the best ci such as Davies-Bouldin [71].

There are many types of clustering algorithms such as K-Modes ([79], [42], [22]),
K-Prototype ([79], [43]), & K-Means ([4]).

A.3 Heuristic Search

Heuristic Search is a family of mathematical optimisation techniques [30]. In this
family, execution is the unique selling point. Examples of Heuristic Searches include
the Genetic Algorithm & Particle Swarm Optimisation.

A.3.1 Genetic Algorithm

The Genetic Algorithm (GA) is motivated by the theory of natural evolution [83].
The process is to generate a number of individuals, which becomes a population
and is then interpreted as a family tree. The family tree contains root parents which
are normally assigned to the first initialised individuals. Each parent passes down
their characteristic (in Biology, this is genetics) to the next generation. In each gener-
ation, a fitness score is computed, and the complexity of the fitness score is optional.
The fitness score judge which individuals are likely to survive the longest. If an in-
dividual in the new generation contains a higher fitness, it means that the individual
has a lower mortality rate. This is because the individuals in the current generation
have learned to survive from the last generation. The generation update is repeated
in a number of iterations i ∈ i1, i2, ..., in. The generation with the best fitness (fittest)
individuals is returned. Those individuals are the solution to the problem.

There are five steps, and these steps are repeated depending on the number of i:

• Initial Population

• Fitness Function

• Selection

• Crossover

• Mutation

A.3.2 Particle Swarm Optimisation

The Particle Swarm Optimisation (PSO) [66] is inserting a population of particles in
a sub-space. The sub-space should contain a destination location. The destination
is described as the solution to the problem. The particles work together to navigate
themselves toward the destination location. This is done by assisting the nearby
particles. The method can be described as a bunch of birds searching for food in the
sky. The food is stored in a location (destination) and the birds (particles) begin their
search until they detect a sign. When one bird detects the (first) sign, the nearby birds
start to move in that direction. It also navigates the group of birds closer to the food
(destination). This one task is repeated until one bird finds the food (destination).
The repeats in the example are the iterations and the stop when the last iteration is
completed (and the solution is found).
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A.4 Feed Forward Neural Networks

Feed Forward Neural Networks [33] form a simplistic abstraction of the human
brain, consisting of nodes with links to predict outcomes. A (Feed Forward) Neu-
ral Network generally contains several hidden layers (e.g. 2/3). A Deep Learning
model contains more hidden layers (e.g. 10) than a (Feed Forward) Neural Network.
There are architectures that are designed for specific problems such as Convolutional
Neural Networks (CNN) & Recurrent Neural Networks (RNN) with slight differ-
ences. D must contain features and target, Dtrain features & target are known but
Dtest features are only known (the target is unknown). The model is trained with
Dtrain to predict the target (vector) in Dtest using its features.

Each architecture contains an input layer, at least one hidden layer, and an output
layer. Each layer contains nodes & the nodes in one layer are linked to the next layer
(except the output layer). Each link contains random weights w and it computes the
Dot Product. The w are updated in each iteration i. The update is based on the Cost
Function which is used to find the local minima.

The input layer inserts a dataset D and each node represents a vector Rn (1 col-
umn). The hidden layers help increase the accuracy by reducing the error losses
(depending on the circumstances). In each hidden layer, the node computes an Ac-
tivation Function using the previous layer’s node outputs. Examples of Activation
Functions are RELU (Equation A.11, where z is the squared coordinates to com-
pute the intercept function) & Sigmoid (Equation A.2). The output layer returns the
predictions which contain at least one node. Also, each node (in the output layer)
represents an outcome that can be either Classification or Regression.

g(z) = max(0, z) (A.11)

In addition, these models contain Back-Propagation to improve accuracy. After
Feed-Forward (from one layer to the next layer), the Back-Propagation goes in re-
verse to decrease the error losses even further (if possible). Lower error losses mean
better accuracy. Moreover, there are hyperparameters such as batch size (number of
training samples), and epochs (iterations) to help increase accuracy.
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