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Abstract—In this paper, the problem of maximizing the sum of
data rates of all users in an intelligent reflecting surface (IRS)-
assisted millimeter wave multicast multiple-input multiple-output
communication system is studied. In the considered model, one
IRS is deployed to assist the communication from a multi-antenna
base station (BS) to the multi-antenna users that are clustered
into several groups. Our goal is to maximize the sum rate of all
users by jointly optimizing the transmit beamforming matrices
of the BS, the receive beamforming matrices of the users, and the
phase shifts of the IRS. To solve this non-convex problem, we first
use a block diagonalization method to represent the beamforming
matrices of the BS and the users by the phase shifts of the IRS.
Then, substituting the expressions of the beamforming matrices
of the BS and the users, the original sum-rate maximization
problem can be transformed into a problem that only needs to
optimize the phase shifts of the IRS. To solve the transformed
problem, a manifold method is used. Simulation results show that
the proposed scheme can achieve up to 28.6% gain in terms of the
sum rate of all users compared to the algorithm that optimizes
the hybrid beamforming matrices of the BS and the users using
our proposed scheme and randomly determines the phase shifts
of the IRS.

I. INTRODUCTION

M ILLIMETER wave (mmWave) communications, which
utilizes the 30-300 GHz frequency band to achieve

multi-gigabit data rates, is a promising technology for
emerging and envisioned wireless systems [2]–[5]. However,
mmWave suffers from severe path loss and is easily blocked
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by obstacles due to the short wavelengths [6]. To address these
problems, massive multiple-input multiple-output (MIMO)
and intelligent reflecting surfaces (IRSs) have been proposed
[7]–[11]. However, deploying IRSs and massive MIMO in
mmWave communication systems faces several challenges
such as IRS deployment optimization, and joint active and
passive beamforming design.

Recently, a number of works have studied important prob-
lems related to the deployment of IRSs in wireless net-
works. The work in [12] considered the maximization of
the spectral efficiency by separately designing the passive
beamforming matrix and active precoder. The authors in [13]
jointly designed a hybrid precoder at a base station (BS)
and a passive precoder at the IRS to maximize the average
spectral efficiency in an IRS-assisted mmWave MIMO system.
To maximize the end-to-end signal-to-noise ratio (SNR), the
authors in [14] optimized the phase shifts of the IRS. The
work in [15] maximized the received signal power by jointly
optimizing a transmit precoding vector of the BS and the phase
shift coefficients of an IRS. The authors in [16] maximized
the spectral efficiency by jointly optimizing the reflection
coefficients of the IRS, a hybrid precoder at the BS and a
hybrid combiner at the end-user device. The work in [17]
studied hybrid precoding design for an IRS aided multi-user
mmWave communication system. In [18], a geometric mean
decomposition-based beamforming scheme was proposed for
IRS-assisted mmWave hybrid MIMO systems. In [19], the
authors optimized a channel estimator in closed form while
considering the signal reflection matrix of an IRS and an
analog combiner at the receiver. The authors in [20] jointly
optimized the transmit beamforming vectors of multiple BSs
and the reflective beamforming vector of the IRS so as to
maximize the minimum weighted signal-to-interference-plus-
noise ratio (SINR) of users. In [21], the authors studied the
deployment of multiple IRSs to improve the spatial diversity
gain and designed a robust beamforming scheme based on
stochastic optimization methods to minimize the maximum
outage probability among multiple users. The work in [22]
jointly designed a hybrid precoder at the BS and the passive
precoders at the IRSs to maximize the spectral efficiency.
The authors in [23] investigated the use of double IRSs to
improve the spectral efficiency in a multi-user MIMO network
operating in the mmWave band. The work in [24] studied a
double IRS assisted multi-user communication system with a
cooperative passive beamforming design. The work in [25]
introduced the opportunities and key challenges in designing
holographic MIMO surfaces-enabled wireless communication
systems. The authors in [26] developped an IRS assisted uplink
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massive MIMO system, where multiple IRSs are introduced to
improve the uplink transmission rates of all users. The work
in [27] investigated passive beamforming for multi-IRS aided
mmWave multi-user multiple-input single-output systems. The
authors in [28] investigated covert communication in an IRS-
assisted non-orthogonal multiple access (NOMA) system,
where a legitimate transmitter applies NOMA for downlink
and uplink transmissions with a covert user and a public
user aided by an IRS. The authors in [29] investigated the
uplink cascaded channel estimation for IRS-assisted multiuser
multiple-input-single-output systems. However, most of these
existing works [12]–[29] only consider the deployment of
IRSs over unicast communication networks in which each BS
transmits independent data streams to different users.

Compared to unicast which requires the use of NOMA or
rate splitting multiple access (RSMA) to transmit different
content to different users using one radio resource block,
multicast enables the BS to cluster the users into several
groups according to their requested content and transmit it
to the user in a group using one radio resource block, thus
improving the spectral and energy efficiency [30]–[32]. How-
ever, deploying IRSs over multicast communication systems
faces several new challenges. First, users in a group that
have different channel conditions need to be served by a
coordinated beamforming matrix, thus complicating the design
of the beamforming matrix of the transmitter. Moreover, in a
multicast system, the data rate of a group is limited by the user
with the worst channel gain. Therefore, in a multicast system,
one must maximize the data rate of the user with the worst
channel gain in each group.

Several existing studies [33]–[38] have considered the use
of IRSs in multicast communication systems. In particular,
the work in [33] studied a multicast system where a single-
antenna transmitter sends a common message to multiple
single-antenna users via an IRS. In [34], the authors maxi-
mized the sum rate of all multicasting groups by the joint
optimization of the precoding matrix at the base station and
the reflection coefficients at the IRS under both power and
unit-modulus constraints. The authors in [35] considered an
IRS assisted multicast transmission scenario, where a BS with
multiple antennas multicasts a common message to multiple
single-antenna users under the assistance of an IRS. The
work in [36] optimized the energy efficiency of an IRS-
assisted multicast communication network. The work in [37]
improved the robustness of an IRS assisted wireless multi-
group multicast system. The authors in [38] jointly maximized
the transmit beamforming matrix and IRS phase shifts so as
to maximize the sum rate of all users. However, these existing
works [33]–[38] neither considered mmWave nor the use of
hybrid beamforming at the BS and the users. Considering
mmWave and the use of hybrid beamforming at the BS and
the users in an IRS-assisted multicast communication system
faces several challenges such as severe path loss, joint analog
and digital precoder design and optimization for a BS that
uses mmWave and multicast techniques to serve users, and
jointly optimizing the transmit beamforming matrices of the
BS, the receive beamforming matrices of the users, and the
phase shifts of the IRS.

The main contribution of this paper is to develop a novel
IRS assisted multigroup multicast MIMO system. To the best
of our knowledge, this is the first work that studies the joint
use of an IRS, the hybrid beamforming at the BS and the
users, the mmWave band, multicast, and MIMO to service the
users in several groups. The key contributions are summarized
as follows:
• We consider an IRS-assisted mmWave multicast MIMO

communication system. In the considered model, one IRS
is used to assist the communication from a multi-antenna
BS to multi-antenna users that are clustered into several
groups. To maximize the sum rate of all the multicasting
groups, we jointly optimize the transmit beamforming
matrices of the BS, the receive beamforming matrices of
the users, and the phase shifts of the IRS. We formulate
an optimization problem with the objective of maximizing
the sum rate of all the multicasting groups under ampli-
tude constraints on radio frequency (RF) beamforming
matrices, maximum transmit power constraint, and unit-
modulus constraint of the IRS phase shifts.

• To solve this problem, we first use a block diagonalization
(BD) method to represent the beamforming matrices of
the BS and the users in terms of the phase shifts of
the IRS. Then, we substitute the expressions for the
beamforming matrices of the BS and the users into the
original problem so as to transform it to a problem
that only needs to optimize the phase shifts of the IRS.
The transformed problem is then solved by a manifold
method.

Simulation results show that the proposed scheme can achieve
up to 28.6% gain in terms of the sum rate of all the multi-
casting groups compared to the algorithm that optimizes the
hybrid beamforming matrices of the BS and the users using
our proposed algorithm and randomly determines the phase
shifts of the IRS.

The rest of this paper is organized as follows. The system
model and problem formulation are described in Section II.
The algorithm is introduced in Section III. Simulation results
are presented in Section IV. Conclusions are drawn in Section
V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an IRS-aided mmWave multigroup multicast
MIMO communication system in which a BS is equipped with
NB antennas serving K users via an IRS, as shown in Fig.
1. The users are divided into H groups. We assume that the
users in a group will request the same data streams and the data
streams requested by the users in different groups are different.
Here, a data stream refers to a sequence of data and it implies
that a user continuously requests data. The set of user groups
is denoted by H = {1, 2, . . . ,H}. Meanwhile, the set of users
in a group h is denoted as Hh. We also assume that each
user can only belong to one group, i.e., Hi ∩Hj = ∅, ∀i, j ∈
H, i 6= j. In our model, the direct communication link between
the BS and a user is blocked due to unfavorable propagation
conditions. Each user is equipped with NU antennas and MU
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TABLE I: List of Main Notation.

Notation Description Notation Description
NB Number of antennas of the BS K Number of users
H Number of user groups H The set of user groups
NU Number of antennas of each user MU Number of RF chains of each user
ζ Data streams received by each user MB Number of RF chains of the BS
F B Baseband transmit beamforming matrix F B

h Transmit beamforming matrix of group h
F R RF transmit beamforming matrix W R

k RF receive beamforming matrix of user k
W B

k Baseband receive beamfoming matrix of user k Φ Phase-shift matrix of the IRS
M Number of reflecting elements at the IRS φm Phase shift introduced by element m of the IRS
N Number of antennas in ULA d Interval between two antennas
λ Signal wavelength Fy Number of elements in the horizontal directions
Fz Number of elements in the vertical directions HB BS-IRS channel
HR

k Channel from the IRS to user k Y Total number of paths between the BS and the IRS
θA
i Azimuth angle of arrival of the IRS L Total number of paths between the IRS and user k
θD
i Azimuth angle of departure of the IRS ηA

i Elevation angle of arrival of the IRS
ηD
i Elevation angle of departure of the IRS rA

i,k Arrival angle of user k
rD
i Departure angle of the BS ŝk,h Detected data of user k in group h
s Data streams to be transmitted to all users a

(
rD
i

)
Normalized array response vectors of the BS

a
(
rA
i,k

)
Normalized array response vectors of the user k Hh,k Effective channel from the BS to user k in group h

sh ζ streams to be transmitted to each user in group h nk Additive white Gaussian noise vector of user k
ŝik,h Estimated data stream i received by user k in group h ξik,h SINR of user k in group h receiving data stream i
Iik,h Interference from other streams of user k Jik,h Interference from other groups
Rk,h Achievable data rate of user k in group h P transmit power of the BS
B Fully digital transmit beamforming matrix Jk Fully digital receive beamforming matrix of user k in group h
pi Transmit power of data stream i Gh Power allocation matrix in group h

∇f (νn) Euclidean gradient Q Oblique manifold
TνnQ Tangent space GνnQ Riemannian gradient
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Fig. 1. An IRS-aided mmWave multigroup multicast MIMO
communication system.

RF chains to receive ζ data streams from the BS. The BS
simultaneously transmits Hζ independent data streams to the
users by MB RF chains with Hζ ≤MB ≤ NB and ζ ≤MU ≤
NU. The main notations used in this work are summarized
in Table I.

At the BS, the transmitted data streams of H user groups
are precoded by a baseband transmit beamforming matrix
F B =

[
F B

1 ,F
B
2 , . . . ,F

B
H

]
∈ CMB×Hζ , with F B

h being the
transmit beamforming matrix of group h. After that, each
transmitted data stream of H user groups is precoded by an RF
transmit beamforming matrix F R ∈ CNB×MB

. The received
data streams of user k in group h are first processed by an
RF receive beamforming matrix W R

k ∈ CNU×MU
. Then, user

k uses a baseband receive beamfoming matrix W B
k ∈ CMU×ζ

to recover ζ data streams. In our model, an IRS is used to

enhance the received signal strength of users by reflecting
signals from the BS to the users. We assume that the power
of the signals that are reflected by the scatters more than once
before reaching the IRS is ignored due to severe path loss. The
phase-shift matrix of the IRS is Φ = diag

(
ejφ1 , . . . , ejφM

)
∈

CM×M , where diag
(
ejφ1 , . . . , ejφM

)
is a diagonal matrix of[

ejφ1 , . . . , ejφM
]
, M is the number of reflecting elements at

the IRS, and φm ∈ [0, 2π] is the phase shift introduced by
element m of the IRS.

1) Channel Model: The BS and the users employ uniform
linear arrays (ULAs), and the IRS uses a uniform planar array
(UPA). The normalized array response vector for an ULA is

a (r) =
1√
N

[
1, · · · , ej 2πd

λ (n−1) sin(r), · · · , ej 2πd
λ (N−1) sin(r)

]T
,

(1)
where r is the angle of arrival signal and N is the number
of antennas in ULA, d is an interval between two antennas,
and λ is the signal wavelength. The normalized array response
vector of UPA is

a (θ, η) =
1√

Fy × Fz
[1, · · · , ej 2πd

λ ((f1−1) cos(η) sin(θ)+(f2−1) sin(η)),

· · · , ej 2πd
λ ((Fy−1) cos(η) sin(θ)+(Fz−1) sin(η))]T,

(2)

where θ is the azimuth angle of arrival signals and η is the el-
evation angle of arrival signals, Fy and Fz are respectively the
number of elements in the horizontal and vertical directions,
and Fy × Fz is the number of elements in UPA. The BS-IRS
channel HB ∈ CM×NB

and the channel HR
k ∈ CNU×M from
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the IRS to user k in group h can be respectively given as

HB =

√
NBM

Y

Y∑
i=1

αia
(
θA
i , η

A
i

) (
a
(
rD
i

))H
, (3)

HR
k =

√
MNU

L

L∑
i=1

βia
(
rA
i,k

) (
a
(
θD
i , η

D
i

))H
, (4)

where Y is the total number of paths (line-of-sight (LOS) and
non-line-of-sight (NLOS)) between the BS and the IRS, L
is the total number of paths (LOS and NLOS) between the
IRS and user k, θA

i denotes the azimuth angle of arrival of the
IRS, θD

i denotes the azimuth angle of departure of the IRS, ηA
i

denotes the elevation angle of arrival of the IRS, ηD
i denotes

the elevation angle of departure of the IRS, rA
i,k represents the

arrival angle of user k, rD
i represents the departure angle of the

BS, αi and βi are complex channel gains. a
(
rD
i

)
and a

(
rA
i,k

)
denote the normalized array response vectors of the BS and
user k, respectively.

(
a
(
rD
i

))H
is the Hermitian transpose of

a
(
rD
i

)
. a
(
θA
i , η

A
i

)
represents the normalized array response

vector of the IRS over the effective channel from the BS to
the IRS. a

(
θD
i , η

D
i

)
represents the normalized array response

vector of the IRS over the effective channel from the IRS to
user k. The effective channel from the BS to user k in group
h is Hh,k = GtGrH

R
kΦHB, where Gt and Gr are the antenna

gains of the BS and each user, respectively.
2) Data Rate Model: The BS obtains channel state informa-

tion (CSI) by channel estimation methods such as compressive
sensing [39] and IRS-elements grouping method [40]. The BS
is responsible for designing the reflection coefficients of the
IRS. As a result, the detected data of user k in group h is
given by

ŝk,h=
(
W B

k

)H (
W R

k

)H
Hh,kF

RF Bs+
(
W B

k

)H (
W R

k

)H
nk,

(5)
where s =

[
sT

1, . . . , s
T
H

]T ∈ CHζ×1 represents the
data streams to be transmitted to all users, with sh =
[sh,1, . . . , sh,ζ ]

T ∈ Cζ×1 being ζ streams that will be transmit-
ted to each user in group h. nk ∈ CNU×1 is an additive white
Gaussian noise vector of user k. Each element of nk follows
the independent and identically distributed complex Gaussian
distribution with zero mean and variance σ2. In (5), the first
term represents the signal received by user k. The second term
is the noise received by user k. The estimated data stream i
received by user k in group h is

ŝik,h =
(
wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
hish,i

+

ζ∑
j=1,j 6=i

(
wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
hjsh,j

+

H∑
m=1,m/∈Hh

ζ∑
l=1

(
wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
ml
sm,l

+
(
wB
k,i

)H (
W R

k

)H
nk,

(6)

where hi = (h− 1) ζ + i, wB
k,i denotes row i of matrix W B

k ,
and f̄B

hi
denotes column hi of matrix F B. In (6), the first

term represents the desired signal. The second term is the
interference caused by other streams of user k. The third term
is the interference caused by the users from other groups.
The fourth term is the noise. The SINR of user k in group
h receiving data stream i is

ξik,h
(
W R

k ,W
B
k ,ν,F

R,F B
h

)
=

∣∣∣∣(wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
hi

∣∣∣∣2
Iik,h + Jik,h + σ2

,

(7)

where Iik,h is short for Iik,h
(
W R

k ,W
B
k ,ν,F

R,F B
h

)
and

Iik,h =
∑ζ
j=1,j 6=i

∣∣∣∣(wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
hj

∣∣∣∣2 rep-

resents the interference from other streams of user
k, Jik,h is short for Jik,h

(
W R

k ,W
B
k ,ν,F

R,F B
h

)
and

Jik,h =
∑H
m=1,m/∈Hh

∑ζ
l=1

∣∣∣∣(wB
k,i

)H (
W R

k

)H
Hh,kF

Rf̄B
ml

∣∣∣∣2
represents the interference from other groups. The achievable
data rate of user k in group h is given by

Rk,h
(
W R

k ,W
B
k ,ν,F

R,F B
h

)
= W

ζ∑
i=1

log2

(
1 + ξik,h

(
W R

k ,W
B
k ,ν,F

R,F B
h

))
,

(8)

where W is the bandwidth.
Due to the nature of the multicast mechanism, the achiev-

able data rate of group h depends on the user with minimum
data rate, which is defined as

min
k∈Hh

{
Rk,h

(
W R

k ,W
B
k ,ν,F

R,F B
h

)}
. (9)

B. Problem Formulation

Next, we introduce our optimization problem. Our goal is
to maximize the sum rate of all the multicasting groups via
jointly optimizing the transmit beamforming matrices F B, F R,
the receive beamforming matrices W R, W B, and the phase
shift ν of the IRS. Mathematically, the optimization problem
is formulated as

max
W B
k ,W

R
k ,F

R,F B,ν

H∑
h=1

min
k∈Hh

{
Rk,h

(
W R

k ,W
B
k ,ν,F

R,F B
h

)}
(10)

s.t.
∥∥F RF B

∥∥2

F
≤ P, (10a)∣∣F R (i, j)

∣∣ =
∣∣W R

k (i, j)
∣∣ = 1,∀i, j, (10b)

0 ≤ φm ≤ 2π,m = 1, . . . ,M, (10c)

where P is the transmit power of the BS,
∥∥F RF B

∥∥
F

is the
Frobenius norm of F RF B, ν =

[
ejφ1 , . . . , ejφM

]H
, F R (i, j)

denotes the element (i, j) of matrix F R, with
∣∣F R (i, j)

∣∣ being
the amplitude of F R (i, j). The transmit power constraint of
the BS is given in (10a). Constraint (10b) represents the
amplitude constraints of the RF beamforming matrices of the
BS and each user, while (10c) shows the phase shift limits
of the IRS. Problem (10) cannot be solved directly due to
two key challenges. First, the optimization variables (i.e., the
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digital beamforming vectors F B and W B
k and the analog

beamforming vectors F R and W R
k ) in problem (10) are depen-

dent. Second, the rate function Rk,h
(
W R

k ,W
B
k ,ν,F

R,F B
h

)
in (10) is non-convex with respect to F B, W B

k , F R, and
W R

k . Therefore, the complexity of using standard optimization
algorithms to directly solve problem (10) is very high. Next,
we introduce an efficient scheme to solve problem (10).

III. PROPOSED SCHEME

Next, we first use the phase shift ν of the IRS to represent
the fully digital transmit beamforming matrix of the BS and
receive beamforming matrix of the users. Then, we substitute
them in (10) to transform problem (10). To solve the trans-
formed problem, the phase shift ν of the IRS is optimized by
a manifold method. Finally, we introduce the entire algorithm
used to solve problem (10).

A. Block Diagonalization Method

1) Simplification of Optimization Problem: Since F RF B

is a combination of baseband digital beamformer and analog
beamformer, it represents the transmit beamforming matrix
of the BS. Similarly, W B

kW
R
k is a combination of baseband

digital combiner and analog combiner, and represents the
effective receive beamforming matrix of user k. Therefore, if
we consider W B

kW
R
k and F RF B as a whole, problem (10)

is a problem of fully digital beamforming. Once the fully
digital transmit beamforming matrix and receive beamforming
matrix are obtained, we can use the algorithm in [41] to
find the hybrid transmit beamforming matrices and receive
beamforming matrices to approximate the fully digital transmit
beamforming matrix and receive beamforming matrix, as done
in [42], [43]. The motivation for using hybrid beamforming
algorithm instead of fully digital beamforming algorithm is
that hybrid beamforming algorithms have lower hardware im-
plementation complexity and power consumption compared to
fully digital beamforming algorithms due to the specific design
of the radio frequency chains and power amplifiers, and the
use of simplified transmitter/receiver structures. To this end,
the goal of our work is to design a novel hybrid beamforming
algorithm that can reach the same performance as that of the
fully digital beamforming algorithm but with lower hardware
implementation complexity and power consumption. Let B =
F RF B = [B1, . . . ,BH ] ∈ CNB×Hζ be a fully digital transmit
beamforming matrix and Jk = W R

kW
B
k ∈ CNU×ζ be a fully

digital receive beamforming matrix of user k in group h. Here,
assuming B = F RF B can reduce the number of optimization
variables in problem (10) and remove the coupling relationship
between F B,W B

k , and F R,W R
k . Substituting B and Jk in

(10), problem (10) can be transformed as

max
B,J,ν

H∑
h=1

min
k∈Hh

{Rk,h (Bh,Jk,ν)} (11)

s.t. (10c) ,

‖B‖2F ≤ P, (11a)

where J = diag (J1, . . . ,JK). In problem (11), we use a fully
digital transmit beamforming matrix B to represent F RF B.

Therefore, constraint (10a) in problem (10) is converted to
constraint (11a) in problem (11). With regard to constraint
(10b), since B is a fully digital transmit beamforming matrix,
it does not have amplitude constraints and hence we remove
constraint (10b) in problem (11).

2) Optimization of B and J : Due to the low complexity
of a BD method, we use it to find the relationship between
ν and the fully digital transmit beamforming matrix B of the
BS as well as the receive beamforming matrix J of the users.

Lemma 1: Given ν and the power allocation matrix Gh =
diag (p1, . . . , pζ) in group h, where pi = P

Hζ is the transmit
power of data stream i, B and J can be given by

Bh (ν) = Ṽ
(0)
h

(
V

(1)
1 + · · ·+ V (1)

K√
|Hh|

)√
P

Hζ
, (12)

Jk (ν) = U
(1)
k , (13)

where Ṽ (0)
h = null

(
H̃h

)
, U (1)

k , and V (1)
k can be obtained

by singular value decomposition (SVD) of Hh,kṼ
(0)
h with

Hh,kṼ
(0)
h =

[
U

(1)
k ,U

(2)
k

] [Σ(1)
k 0

0 Σ
(2)
k

] [
V

(1)
k ,V

(2)
k

]H
.

Proof: To prove Lemma 1, we first define H̃h as

H̃h
∆
=
[
H̄1, . . . , H̄h−1, H̄h+1, . . . , H̄H

]T
, (14)

where H̄h−1 =
[
Hh−1,1,Hh−1,2, . . . ,Hh−1,Eh−1

]
is a ma-

trix of the effective channels of all users in group h− 1 with
Eh−1 being the number of users in group h− 1. We assume
that the rank of H̃h is L̃k. Next, we introduce the use of
BD method to represent the transmit beamforming matrices
of the BS and the receive beamforming matrices of the users
by the phase shifts of the IRS. To eliminate the inter-group
interference, we define Ṽ (0)

h ∈ CN
B×(NB−L̃k) as

Ṽ
(0)
h = null

(
H̃h

)
, (15)

where null
(
H̃h

)
represents that Ṽ (0)

h lies in the null space of

H̃h. Hence, we have H̃hṼ
(0)
h = 0. The interference among

multiple streams of each user can be eliminated by the SVD
of Hh,kṼ

(0)
h , which is

Hh,kṼ
(0)
h =

[
U

(1)
k ,U

(2)
k

] [Σ(1)
k 0

0 Σ
(2)
k

] [
V

(1)
k ,V

(2)
k

]H
.

(16)
We assume that the rank of Hh,kṼ

(0)
h is Lk, the column

vectors of U (1)
k ∈ CNU×ζ , U (2)

k ∈ CNU×(Lk−ζ), V (1)
k ∈

C(NB−L̃k)×ζ , and V (2)
k ∈ C(NB−L̃k)×(Lk−ζ) can form or-

thonormal sets, Σ
(1)
k ∈ Cζ×ζ and Σ

(2)
k ∈ C(Lk−ζ)×(Lk−ζ) are

diagonal matrices of singular values. Bh (ν) must be designed

to cancel the inter-group interference. Thus, Ṽ (0)
h and

K∑
i=1

V
(1)
i

must be included in Bh (ν), which can be given by

Bh (ν) = Ṽ
(0)
h

(
V

(1)
1 + · · ·+ V (1)

K√
|Hh|

)
G

1/2
h , (17)
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where |Hh| is the number of users in group h, 1√
|Hh|

ensures that the power of
(
V

(1)
1 +···+V (1)

K√
|Hh|

)
is unit, and Gh

is the power allocation matrix in group h. To eliminate the
interference among multiple streams of group h, the fully
digital receive beamforming matrix Jk of user k in group h
is written as

Jk (ν) = U
(1)
k . (18)

Substituting Gh into (17), we have

Bh (ν) = Ṽ
(0)
h

(
V

(1)
1 + · · ·+ V (1)

K√
|Hh|

)√
P

Hζ
. (19)

This completes the proof.
From Lemma 1, we can see that Bh (ν) mainly depends on

the orthogonal bases of the null space of users in other groups,
the orthogonal bases of the subspace of users in group h, the
maximum transmit power of the BS and number of groups,
Jk (ν) depends on the effective channel of user k and the
orthogonal bases of the null space of users in other groups.

3) Simplification of Problem (11): Based on the Lemma 1,
the interference caused by other groups, Jik,h and other
streams of user k, Iik,h can be eliminated by the fully digital
transmit beamforming matrix Bh (ν) and receive beamform-
ing matrix Jk (ν). Substituting Bh (ν) and Jk (ν) into (11),
the achievable data rate of user k in group h can be rewritten
as follows:

Rk,h (Bh (ν) ,Jk (ν) ,ν) =

W

ζ∑
i=1

log2

(
1 +

∣∣∣(jk,i (ν))
H
Hh,kb̄h,i (ν)

∣∣∣2/σ2

)
,

(20)

Let |(jk,i(ν))HHh,kb̄h,i(ν)|2
σ2 = λi, (20) can be rewritten by

Rk,h (Bh (ν) ,Jk (ν) ,ν)

= W

ζ∑
i=1

log2 (1 + λi) ,

= W log2 (1 + λ1) + . . .+ log2 (1 + λζ) ,

= W log2 ((1 + λ1) ∗ . . . ∗ (1 + λζ)) ,

= W log2

∣∣∣∣∣∣∣
1 + λ1 · · · 0

...
. . .

...
0 · · · 1 + λζ

∣∣∣∣∣∣∣ .
(21)

Therefore, we have

Rk,h (Bh (ν) ,Jk (ν) ,ν)

= W log2 det
(
Iζ +

∣∣∣(Jk (ν))
H
Hh,kBh (ν)

∣∣∣2/σ2

)
,

(22)

where det(·) represents the determinant of a square matrix,
and Iζ is an ζ × ζ identity matrix. Substituting Bh (ν) and
Jk (ν) into (22), we have

Rk,h (Bh (ν) ,Jk (ν) ,ν)

= W log2 det


Iζ+

∣∣∣∣∣∣
(
U

(1)
k

)H
Hh,kṼ

(0)
h

 K∑
i=1

V
(1)
i

√
|Hh|

√ P
Hζ

∣∣∣∣∣∣
2

σ2


.

(23)

Since Hi (Hh,k)
H

= 0 (i 6= k), we have Hh,k

(
V

(1)
i

)H
= 0

(i 6= k). Substituting (16) into (23), we have

Rk,h (Bh (ν) ,Jk (ν) ,ν)

= W log2 det
(
Iζ +

P

|Hh|Hζσ2

(
Σ

(1)
k

)2
)
,

(24)

Then, the optimization problem in (11) can be transformed as

max
ν

H∑
h=1

min
k∈Hh

{
W log2 det

(
Iζ +

P

|Hh|Hζσ2

(
Σ

(1)
k

)2
)}

s.t. (10c) .
(25)

B. Phase Optimization with Manifold Method

1) Approximation of Σ
(1)
k : Since Σ

(1)
k in (25) is unknown,

we use the function of phase shift to represent Σ
(1)
k , which is

proved in Theorem 1.
Theorem 1: Σ

(1)
k (i, j) ≈ βiαjν

Hcij , where cij =(
a
(
θD
i , η

D
i

))* ◦ a
(
θA
j , η

A
j

)
with

(
a
(
θD
i , η

D
i

))*
being the con-

jugate of
(
a
(
θD
i , η

D
i

))
and ◦ being the Hadamard product.

Proof: See Appendix A.
From Theorem 1, we can see that Σ

(1)
k depends on the

distance αj between the BS and the IRS, the distance βi
between the IRS and user k, the angle a

(
θA
j , η

A
j

)
from the

BS to the IRS, the phase shifts of the IRS, and the angle
a
(
θD
i , η

D
i

)
from the IRS to user k.

2) Problem Transformation: Based on Theorem 1, the
optimization problem (25) can be rewritten as

max
ν

H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

log2

(
1 +

P

|Hh|Hζσ2
|Dk (i, i)|2

)}
(26)

s.t. (10c) ,

|dij | =
∣∣νHcij∣∣<τ, ∀i 6= j, (26a)

where dii = νHcii, Dk (i, i) = αiβidii (i ∈ {1, . . . , ζ}),
and τ is a small positive value. Constraint (26a) is to make
sure that Dk is approximately a non-square diagonal matrix
such that Hh,kṼ

(0)
h = AkDk (A)

H [
z(K−|Hh|)ζ+1; . . . ; zKζ

]
can be treated as an approximation of the truncated
SVD of Hh,kṼ

(0)
h , where z(K−|Hh|)ζ+1 denotes row

(K − |Hh|) ζ + 1 of matrix Z. Constraint (26a) can be re-
moved and this omission does not affect the validity of our
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proposed solution [16]. Hence, problem (26) can be rewritten
as follows:

max
ν

H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

log2

(
1 +

P

|Hh|Hζσ2
|Dk (i, i)|2

)}
s.t. (10c) .

(27)

SubstitutingDk (i, i) = αiβiν
Hcii into (27), the problem (27)

can be transformed as follows:

max
ν

H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

log2

(
1 + biν

HCiiν
)}

s.t. (10c) ,

(28)

where Cii ∆
= cii

(
cii
)H

and bi
∆
= P
|Hh|Hζσ2 |αiβi|2.

3) Solution of Problem (28) : Since constraint (10c) has
a manifold structure, problem (28) can be regarded as a
manifold-constrained optimization problem. Standard gradient
methods in Euclidean space cannot guarantee that the obtained
solution is within the manifold. However, the Riemannian
gradient method can extend the gradient method in Euclidean
space to the manifold space. Next, we introduce the use of a
manifold method [44] to solve problem (28). In particular,
we first introduce the definition of a tangent space. Then,
similar to the gradient in Euclidean space, we introduce the
gradient on the manifold, called the Riemannian gradient.
Finally, problem (28) is solved by an iterative method using
the Riemannian gradient.

To solve problem (28), we first rewrite the objective function
as

f (ν)
∆
= −

H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

log2

(
1 + biν

HCiiν
)}
. (29)

Let νn be the value at iteration n. Based on (29), the Euclidean
gradient of the objective function f (ν) at point νn is given
by

∇f (νn) = −
H∑
h=1

min
k∈Hh

{∇ (Rk,h (Bh (νn) ,Jk (νn) ,νn))},

= −
H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

1

ln2
2biC

iiνn

1 + bi (νn)
H
Ciiνn

}
.

(30)

To introduce the Riemannian gradient, we first define a
tangent space of of an oblique manifold Q at point νn as

TνnQ =
{
u ∈ CG|

[
uνH

n

]
g,g

= 0,∀g ∈ G = {1, 2, ..., G}
}
.

(31)

From (31), we see that the tangent space containts all the
tangent vectors of Q at νn.

The Riemannian gradient of the objective function f (ν)
at point νn can be obtained by orthogonally projecting the
Euclidean gradient ∇f (νn) onto the tangent space TνnQ,
which is given by

GνnQ = ∇f (νn)− Real
{
∇f (νn) ◦

(
νT
n

)H
}
◦ νn, (32)

Algorithm 1 Proposed Algorithm for Solving (28)

1: Initialize ν0 ∈ Q.
2: Obtain dij according to (46).
3: Obtain Cii and bi according to (28).
4: repeat
5: Compute the Euclidean gradient using (30).
6: Compute the Riemannian gradient by (32).
7: Update νn+1 by (34).
8: until the objective function converges.
9: Φ = diag(νH).

where Real(M) is the real part of M and
Real

{
∇f (νn) ◦

(
νT
n

)H
}
◦ νn is the projected gradient

of Euclidean gradient ∇f (νn) on the tangent space TνnQ.
Given the Riemannian gradient, we use the optimization

method in Euclidean space to solve the manifold-constrained
optimization problem [45]. The update of νn is

ν̄n = νn − λ̃nGνnQ, (33)

where λ̃n is the step size. To ensure that the updated value of
νn lies in the feasible set, we have

νn+1 = ν̄n ◦
1

|ν̄n|
. (34)

The detailed process of using the manifold-based method to
solve problem (28) is given in Algorithm 1. Given ν, we can
use Lemma 1 to calculate Bh (ν) and Jk (ν).

C. Optimization of the Transmit Beamforming Matrices of the
BS and the Receive Beamforming Matrices of Users

Given Bh (ν) and Jk (ν), we next introduce the use of the
algorithm in [41] to optimize F B, F R, W B

k , and W R
k . The

reason for using the algorithm in [41] is that the algorithm
in [41] is a fast optimization algorithm on a complex oblique
manifold which has lower complexity than that of the state-of-
the-art algorithms [42] while keeping spectral efficiency near-
optimal.

Since we have assumed thatB = [B1, . . . ,BH ] ∈ CNB×Hζ

is a fully digital transmit beamforming matrix which has the
same size as the hybrid transmit beamforming matrix F RF B

and we have also replaced F RF B with B in problem (11),
the problem of optimizing F B and F R can be formulated as

min
F R,F B

∥∥B − F RF B
∥∥2

F
(35)∣∣F R (i, j)

∣∣ = 1,∀i, j, (35a)

Due to the unit modulus constraints of (35a), vec-
tor x = v

(
F R
)

forms a complex circle manifold
{x ∈ Cw : |x1| = |x2| = · · · = |xw| = 1}, where v

(
F R
)

is
the vectorization of F R and w = NBMB. Hence, problem (35)
can be transformed to an unconstrained optimization problem
on manifolds. The iterative algorithm used to solve problem
(28) can be used to solve it. In particular, xn can be updated
using (33) and (34). Given the updated x with x = v

(
F R
)
,
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the update of the RF transmit beamforming matrix at iteration
n can be expressed as

F R
n = v−1 (xn) , (36)

where v−1 (xn) is the inverse-vectorization of xn. Given F R
n ,

the optimization problem in (35) can be simplified as follows:

min
F B

∥∥B − F R
nF

B
∥∥2

F
. (37)

Since problem (37) is a least-square optimization problem, F B

at iteration n can be given by

F B
n =

(
F R
n

)†
B, (38)

where
(
F R
n

)†
is the Moore-Penrose pseudo inverse of F R

n . At
convergence, F R is expressed as

F R = v−1
(
xn+1

)
. (39)

To satisfy constraint (10a), F B is expressed as

F B =

√
P

‖F RF B
n ‖F

F B
n . (40)

Similarly, given Jk (ν), the problem of optimizing W B
k and

W R
k can be given as follows:

min
W R
k ,W

B
k

∥∥Jk −W R
kW

B
k

∥∥2

F
(41)∣∣W R

k (i, j)
∣∣ = 1,∀i, j. (41a)

Since this optimization problem is similar to the problem in
(35), we can use the same method used to solve problem (35)
to optimizeW B

k andW R
k . In future works, we plan to consider

the extension of the proposed method to a wide band system
with multiple carriers.

D. Complexity Analysis

The proposed algorithm for solving problem (10) is
summarized in Algorithm 2. The complexity of Algorithm 2
lies in the calculation of (17), solving problem (28), and using
the algorithm in [41] to find F̂ B, F̂ R, Ŵ B

k , and Ŵ R
k . The

complexity of calculating (17) isO
((
NB
)3

+ |Hh|
(
NB
)2
ζ
)

.
The complexity of solving problem (28) lies in computing
the Euclidean gradient of the objective function in (28) at
each iteration, which involves the complexity of O

(
HM2ζ

)
.

Hence, the total complexity of solving problem (28) is
O
(
HM2ζS1

)
, where S1 is the number of iterations of

using the manifold method to solve problem (28). The
complexity of using the algorithm in [41] to find F̂ B, F̂ R,
Ŵ B

k , and Ŵ R
k is O

(
NBMBζS2 +NUMUζS2

)
, where

S2 is the number of iterations required to converge.
Hence, the total complexity of solving problem (10) is
O
((
NB
)3

+ |Hh|
(
NB
)2
ζ +HM2ζS1 +NBMBζS2 +NUMUζS2

)
≈ O

((
NB
)3

+HM2ζS1

)
.

Algorithm 2 Proposed Scheme for Solving Problem (10)

1: Input: HB,HR
k , ζ, P, σ

2.
2: Calculate Bh (ν) and Jk (ν) by Lemma 1.
3: Find the phase shift ν̂ of the IRS by solving problem (28).
4: Obtain Bh (ν̂) and Jk (ν̂) by Lemma 1.
5: Calculate F̂ B, F̂ R, Ŵ B

k , and Ŵ R
k by the algorithm in [41].

6: Output: ν̂, F̂ B, F̂ R, Ŵ B
k , Ŵ R

k .

E. Convergence Analysis

Theorem 2: Assume that there exists ν∗ such that Gν∗Q =
0. Then, there exists a neighborhood U of ν∗ in CG, such that
for all ν0 ∈ U , Algorithm 1 generates an infinite sequence
{νn} converging to ν∗.

Proof: According to [44, Theorem 6.3.2], there exists γR
such that

‖νn+1 − ν̄n‖ ≤ γR‖νn − ν∗‖2. (42)

Based on Algorithm 1, we further have

‖νn+1 − ν∗‖ ≤ ‖νn+1 − ν̄n‖+ ‖ν̄n − ν∗‖
≤ ‖νn − ν∗ − λ̃nGν∗Q‖
+ γR‖νn − ν∗‖2

= γT ‖νn − ν∗‖2 + γR‖νn − ν∗‖2 (43)

where the last inequality follows from the Lipschitz-
continuous differential of function f(ν) and γT > 0 is a
parameter related to the step-size λ̃n [44, Theorem 6.3.2].

Next, we analyze the convergence of the entire
proposed algorithm. The proof is established by
showing that the sum rate (10) is nondecreasing
when the sequence

(
W B

k ,W
R
k ,F

R,F B,ν
)

is
updated. To prove the convergence of the proposed
algorithm, we first define Q

(
W B

k ,W
R
k ,F

R,F B,ν
)

=
H∑
h=1

min
k∈Hh

{
Rk,h

(
W R

k ,W
B
k ,ν,F

R,F B
)}

and t is the iteration

index. Then, we have

Q
(
W

B(t−1)
k ,W

R(t−1)
k ,F R(t−1),F B(t−1),ν(t−1)

)
a
≤ Q

(
Jk

(
ν(t−1)

)
,B
(
ν(t−1)

)
,ν(t−1)

)
b
≤ Q

(
Jk

(
ν(t)

)
,B
(
ν(t)

)
,ν(t)

)
c
≈ Q

(
W

B(t)
k ,W

R(t)
k ,F R(t),F B(t),ν(t)

)
(44)

where the inequality (a) is due to the fact that we first
transform problem (10) into a fully digital beamforming
problem. Inequality (b) follows from the fact that ν(t) is one
suboptimal IRS phase shift solution of problem (10). The
approximation (c) is due to the fact that the effective transmit
beamforming matrix F RF B is very close to the fully digital
transmit beamforming matrix B, and the effective receive
beamforming matrix W B

kW
R
k of user k is very close to the

fully digital receive beamforming matrix Jk of user k.

IV. SIMULATION RESULTS

In our simulations, the coordinates of the BS and the IRS
are (2m, 0m, 10m) and (0m, 148m, 10m), respectively. All
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users are randomly distributed in a circle centered at (7m,
148m, 1.8m) with a radius being 10 m. The bandwidth is set
to 251.1886 MHz [16]. The values of other parameters are de-
fined in Table II. In the simulation, if the gap in terms of objec-

tive function value
H∑
h=1

min
k∈Hh

W

{
ζ∑
i=1

log2

(
1 + biν

HCiiν
)}

between two consecutive iterations is below 0.1%, Algorithm
1 converges. For comparison purposes, we consider five base-
lines:

• Digital-BD-Manifold is an algorithm for solving problem
(11) where the fully digital beamforming matrices of
the BS and the users are optimized by a BD method,
and the phase of each element of the IRS is optimized
by a manifold method. The purpose of comparing the
proposed algorithm with Digital-BD-Manifold is to de-
termine whether the proposed algorithm can efficiently
achieve the same performance as Digital-BD-Manifold.

• Hybrid-BD-Random angle is an algorithm for solving
problem (10) where the hybrid beamforming matrices of
the BS and the users are optimized by a BD method, the
phase of each element of the IRS is randomly selected.
Different from the Hybrid-BD-Random angle, the pro-
posed algorithm uses a manifold method to optimize the
phase shifts of the IRS. The purpose of comparing the
proposed algorithm with the Hybrid-BD-Random angle
is to show that the proposed algorithm can optimize the
phase shifts of the IRS.

• Digital-BD-Random angle is an algorithm for solving
problem (11) where the fully digital beamforming ma-
trices of the BS and the users are optimized by a BD
method, and the phase of each element of the IRS
is randomly selected. Hence, Digital-BD-Random angle
is also a fully digital beamforming algorithm and the
phase of each element of the IRS is randomly selected.
The purpose of comparing the proposed algorithm with
Digital-BD-Random angle is to show that the proposed
algorithm can optimize the phase shifts of the IRS.

• Hybrid-SVD-Manifold is an algorithm for solving prob-
lem (10) where the hybrid beamforming matrices of
the BS and the users are determined by the algorithm
in [16] and the phase of each element of the IRS is
optimized by a manifold method. Different from Hybrid-
SVD-Manifold, the proposed algorithm uses a block
diagonalization method to optimize the hybrid beam-
forming matrices of the BS and the users. The purpose
of comparing the proposed algorithm with Hybrid-SVD-
Manifold is to show the proposed algorithm can optimize
the hybrid beamforming matrices of the BS and the users.

• Digital-SVD-Manifold is an algorithm for solving prob-
lem (11) where the fully digital beamforming matrices
of the BS and the users are determined by the algorithm
in [16], and the phase of each element of the IRS is
optimized by a manifold method. Hence, Digital-SVD-
Manifold is a fully digital beamforming algorithm, and
the fully digital beamforming matrices of the BS and the
users are optimized by the algorithm in [16]. The purpose
of comparing the proposed algorithm with Digital-SVD-

TABLE II: Simulation Parameters

Parameters Values Parameters Values
M 16× 16 NB 64

NU 64 MB 8

MU 4 ζ 4

Y 7 Gt 24.5 dBi

Gr 0 dBi σ2 -90 dBm

L 7 P 50 dBm
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Fig. 2. The gap between the Frobenius norm of the matrix
Σ

(1)
k (i, j) in Theorem 1 and βiαjν

Hcij obtained by our
designed scheme.

Manifold is to show that the proposed algorithm can
optimize the hybrid beamforming matrices of the BS and
the users.

Fig. 2 shows the gap between the Frobenius norm of the
matrix Σ

(1)
k (i, j) in Theorem 1 and βiαjν

Hcij obtained by
our designed scheme. In this figure, we randomly select one
user to compare its Frobenius norm of βiαjνHcij with the F-
norm of the theoretical value of diagonal matrix Σ

(1)
k (i, j) in

Theorem 1. From this figure, we see that, the Frobenius norm
of Σ

(1)
k (i, j) and βiαjν

Hcij are very close, which verifies
the correctness of Theorem 1. From Fig. 2, we can also see
that, the F-norm of Σ

(1)
k (i, j) and βiαjν

Hcij fluctuates up
and down with the change of the transmit power. This implies
that the singular values of the mmWave effective channel are
not affected by the transmit power.

Fig. 3 shows the convergence of the proposed algorithm to
solve problem (28). From Fig. 3, we observe that, the proposed
algorithm can achieve up to 2x and 2x gains in terms of
the sum of all users’ data rates compared to Hybrid-SVD-
Manifold and Digital-SVD-Manifold. This is due to the fact
that, our proposed BD method can eliminate the inter-group
interference. From Fig. 3, we can also see that, the number
of iterations that the proposed algorithm needs to converge is
similar to that of Digital-BD-Manifold. This implies that the
proposed algorithm that uses hybrid beamforming can reduce
energy consumption without increasing the complexity of
finding suboptimal solution for serving users. Fig. 3 also shows
that, the proposed scheme only needs seven iterations to solve
problem (28), which further verifies the quick convergence
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Fig. 3. Convergence of the considered algorithms for sovling
problem (28).
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Fig. 4. The average number of iterations versus the number of
groups.

speed of the designed scheme.
Fig. 4 shows how the average number of iterations that

the considered algorithms need to converge changes as the
number of groups varies. From Fig. 4, we see that, as the
number of groups increases, the average number of iterations
that the considered algorithms need to converge increases. This
is due to the fact that, as the number of groups increases,
the considered algorithms require more iterations to find the
optimal phase shifts of the IRS. As the number of groups
continues to increase, the average number of iterations for
convergence remains constant. This is because the BS has
enough user groups to determine the phase shifts of the
IRS. From Fig. 4, we can also see that, the average number
of iterations that the proposed algorithm needs to converge
is similar to that of Digital-BD-Manifold and Digital-SVD-
Manifold. This implies that the proposed algorithm can reduce
the hardware implementation complexity without increasing
the complexity of finding suboptimal solution for serving
users.

Fig. 5 shows the cumulative distribution function (CDF) of
the sum-rate of all users when the transmit power of the BS
is 40 dBm. From Fig. 5, we can see that the proposed scheme
improves the CDF of up to 81.8% and 78.33% gains compared
to Hybrid-BD-Random angle and Digital-BD-Random angle
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Fig. 5. CDF of sum-rate.

when the sum of all users’ data rates is 15 Gbps. This is
because the phase shifts of the proposed scheme are optimized,
resulting in high gain of the effective channel, which further
facilitates the selection of the transmit beamforming matrices
of the BS and the receive beamforming matrices of the users.
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Fig. 6. Sum-rate changes as the transmit power of the BS.

Fig. 6 shows how the sum rate of all users changes as
the transmit power of the BS varies. In this figure, Hybrid-
BD-SDR is an algorithm for solving problem (10) where the
hybrid beamforming matrices of the BS and the users are
optimized by a BD method, and the phase of each element
of the IRS is optimized by the semidefinite relaxation (SDR)
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Fig. 7. Sum-rate versus the number of reflecting elements at
the IRS.

algorithm [46]. From Fig. 6, we see that the gap in terms of
the sum rate between Digital-BD-Manifold and the proposed
scheme is only 0.8% when the transmit power of the BS
is 50 dBm. This is because the proposed scheme can find
the suboptimal hybrid beamforming matrices to represent
the fully digital matrices. Fig. 6 also shows that compared
to Hybrid-BD-Random angle, Hybrid-BD-SDR, and Hybrid-
SVD-Manifold, the proposed scheme can achieve up to 13%,
13.81%, and 5x gains in terms of the sum rate of all users
when P=50 dBm and M=256. This is because the proposed
scheme optimizes the phase shifts of the IRS by a manifold
method and eliminate the interference by the BD method.
From Fig. 6, we can also see that, as the transmit power of
the BS increases, the sum rates of Hybrid-SVD-Manifold and
Digital-SVD-Manifold remain unchanged. This is due to the
fact that Hybrid-SVD-Manifold and Digital-SVD-Manifold do
not eliminate inter-group interference, which increases as the
transmit power of the BS increases.

In Fig. 7, we show how the sum of all users’ data rates
changes as the number of reflecting elements at the IRS
varies. Fig. 7 shows that the proposed scheme can achieve
up to 13.3% and 4x gains in terms of the sum of all users’
data rates compared to Hybrid-BD-Random angle and Hybrid-
SVD-Manifold when M=240. This is due to the fact that
the proposed scheme can align the angles of the cascaded
channel and improve SINR. Fig. 7 also shows that as the
number of reflection elements of the IRS increases, the perfor-
mance of Hybrid-SVD-Manifold and Digital-SVD-Manifold
remains unchanged. This is because Hybrid-SVD-Manifold
and Digital-SVD-Manifold only eliminate the interference
among multiple streams of each user without eliminating the
inter-group interference.

In Fig. 8, we show how the sum of all users’ data rates
changes as the number of data streams changes. From this
figure, we can see that, as the number of data streams
increases, the sum-rate of all considered algorithms increases.
This is due to the fact that the desired signal power increases
as the number of data streams increases. Fig. 8 also shows that
the proposed scheme can achieve up to 28.6% and 152.97%
gains in terms of the sum of all users’ data rates compared to
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Fig. 8. Sum-rate versus number of data streams.
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Fig. 9. Energy efficiency versus the transmit power of the BS.

Hybrid-BD-Random angle and Hybrid-SVD-Manifold when
the number of data streams is 4. This is because our proposed
BD method can eliminate the inter-group interference and the
interference among multiple streams of each user, and the
manifold method can find the suitable IRS phase shifts.

Fig. 9 shows how the energy efficiency changes as the
transmission power of the BS varies. In this figure, the energy
efficiency is defined as the ratio of the sum-rate to the total
power consumption of the system. The total power consump-
tion of the system includes the transmission power at the BS,
the hardware static power consumption at the BS, and the hard-
ware static power consumption of the each reflecting element
at the IRS. From Fig. 9, we can see that, the proposed scheme
can achieve up to 19.92% gain in terms of energy efficiency
compared to Hybrid-BD-Random angle. This is due to the fact
that the proposed algorithm optimizes the phase shift to align
the angle of the path from the BS to the users. From Fig. 9, we
can also see that the proposed scheme can achieve up to 9%
gain in terms of energy efficiency compared to Hybrid-SVD-
Manifold. This is because the proposed BD method eliminates
both the inter-group interference and the interference among
multiple streams, while Hybrid-SVD-Manifold only eliminates
the interference among multiple streams of each user. Fig.
9 also shows that the energy efficiency increases when the
transmit power of the BS is less than 35 dBm. However, when
the transmit power of the BS is higher than 35 dBm, the energy
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efficiency decreases. This is due to the fact that, as the transmit
power of the BS increases, the total power consumption of the
system increases.

Fig. 10 shows how the sum rate of all users changes as the
transmit power of the BS varies. From Fig. 10, we can see that,
compared to the algorithm in [47], the proposed scheme can
achieve up to 11.09% gain in terms of the sum rate of all users
when P=50 dBm and M=256. This is because the proposed
BD method eliminates both the inter-group interference and
the interference among multiple streams.

Fig. 11 shows how the sum rate of all users changes as
the estimation error varies. In this figure, we compare the
proposed scheme with the Hybrid-BCD which is a block
coordinate descent (BCD) algorithm where the beamforming
matrices of the BS and the IRS phase shifts are alternately
optimized [47]. From Fig. 11, we can see that, with the
presence of channel errors, the proposed algorithm has a
significant performance gain compared to Hybrid-BCD. This is
because our proposed BD method can eliminate interference,
and the manifold method can find the suitable IRS phase shifts,
thus improving SINR and reducing sensitivity to inaccurate
CSI.

Fig. 12 shows how the average number of iterations that
the considered algorithms need to converge changes as the
number of users varies. From Fig. 12, we can see that, as the
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Fig. 12. The average number of iterations versus the number
of users.
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Fig. 13. Sum-rate versus the transmit power of the BS.

number of users increases, the average number of iterations
that the considered algorithms need to converge increases. As
the number of users continues to increase, the average number
of iterations for convergence remains constant. This is because
the BS has enough positions of users to determine the phase
shifts of the IRS.

Fig. 13 shows how different power allocation schemes affect
the sum data rate of all users. From Fig. 13, we see that, the
proposed scheme is close to the non-equal power allocation
algorithm. This is because the IRS and large number of
antennas at the BS provide the massive array gain, which
results in large effective SNR.

V. CONCLUSIONS

In this paper, we have developed a novel framework for an
IRS-assisted mmWave multigroup multicast MIMO communi-
cation system. The transmit beamforming matrices of the BS,
the receive beamforming matrices of the users, and the phase
shifts of the IRS were jointly optimized to maximize the sum
rate of all users. We have used a BD method to represent the
beamforming matrices of the BS and the users in terms of
the IRS phase shifts. Then, we have transformed the original
problem to a problem that only needs to optimize the IRS
phase shifts. The transformed problem is solved by a manifold
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method. Simulation results show that the proposed scheme can
achieve significant performance gains compared to baselines.

APPENDIX A
To prove Theorem 1, we first define the effective channel

Hh,k as done in [16]:
Hh,k = GtGrH

R
kΦHB = AkDk (A)

H
, (45)

where Ak =
[
a
(
rA
1,k

)
, . . . ,a

(
rA
L,k

)]
is a array response

matrix of user k, A =
[
a
(
rD
1

)
, . . . ,a

(
rD
Y

)]
is a array

response matrix of the BS, and Dk is an Y × L matrix with
element Dk (i, j) = βiαjdij , where dij can be given by

dij =
(
a
(
θD
i , η

D
i

))H
Φa

(
θA
j , η

A
j

)
= νH

((
a
(
θD
i , η

D
i

))* ◦ a
(
θA
j , η

A
j

))
= νHcij .

(46)

Given the effective channel Hh,k, we define H̃h as

H̃h =
[
H̄1, . . . , H̄h−1, H̄h+1, . . . , H̄H

]T
,

=


A1D1(A)

H

A2D2(A)
H

...
AKDK(A)

H

 ,

=

A1 · · · 0
...

. . .
...

0 · · · AK


D1 · · · 0

...
. . .

...
0 · · · DK


(A)

H

...
(A)

H

 ,

=

A1 · · · 0
...

. . .
...

0 · · · AK

P [Σ̃ 0
0 0

]
Q

(A)
H

...
(A)

H

 .

(47)

We define Q

(A)
H

...
(A)

H

 as Z, hence, Ṽ
(0)
h =

[
z(K−|Hh|)ζ+1; . . . ; zKζ

]
, with z(K−|Hh|)ζ+1 being row

(K − |Hh|) ζ + 1 of matrix Z. Based on (45), Hh,kṼ
(0)
h is

given by

Hh,kṼ
(0)
h = AkDk (A)

H [
z(K−|Hh|)ζ+1; . . . ; zKζ

]
. (48)

For ULA with N antennas, the column vectors of
Ak and row vectors of (A)

H [
z(K−|Hh|)ζ+1; . . . ; zKζ

]
can form orthonormal sets [16]. Hence, Hh,kṼ

(0)
h =

AkDk (A)
H [
z(K−|Hh|)ζ+1; . . . ; zKζ

]
can be considered as

an approximation of the truncated SVD of Hh,kṼ
(0)
h , and

Dk can represent Σ
(1)
k .
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