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#### Abstract

Technological advancements provide people with more opportunity to rely on external resources to support cognitive processes. These associated processes are defined as cognitive offloading (Risko \& Gilbert, 2016). The current thesis aims to explore the psychological processes and neural mechanism of cognitive offloading. In Experiment 1, we developed an 'optimal reminder' task by calculating whether people were biased towards using reminders or their own memory, compared with an optimal strategy. If participants were biased, the second purpose of Experiment 1 was to assess whether such bias could be reduced through metacognitive advice. Results revealed people were biased towards setting reminders, and the bias was eliminated by metacognitive advice. Experiment 2 used the optimal reminder task to evaluate the effect of ageing on cognitive offloading. This showed that older people set more reminders than younger adults, but were less biased towards setting reminders when the impaired memory performance of older people was taken into account. Experiment 3 investigated the effects of three factors: delay length, metacognitive judgement, and clock revealability, on cognitive offloading in a timebased task (e.g. remembering to press a specific button after 10 seconds). We found participants' use of reminders was based on both the characteristics of the task (i.e., delay and clock revealability) and metacognitive judgements. Experiment 4 used fMRI to evaluate whether an instruction to offload information to an external reminder triggered different brain activity to an instruction to forget or remember. Results showed that brain activity associated with an offload cue was similar, but not identical, to brain activity associated with a forget cue. We conclude by suggesting possible applications of the results to finding methods for improving intention offloading and avoiding memory failures.


## Impact Statement

Cognitive offloading is one of the most crucial cognitive phenomena in daily life, with all of the technological advancements that allow for increased opportunities to store information on external devices rather than relying solely on internal memory. However, there remains a large number of unanswered questions about how different factors (e.g., aging, task type) influence strategic offloading decision and underlying neural correlates of cognitive offloading.

The thesis first used an offloading task, which evaluated not only whether factors (i.e. metacognitive advice, aging) facilitated or reduced offloading behaviour, but also whether the factors that influenced people resulted in offloading intention optimally. The results suggest that people do not always offload intentions optimally, and adapt intention offloading based on metacognitive judgment about unaided memory ability. This highlights the idea that metacognitive interventions can improve people's bias in strategic offloading decision. Moreover, the thesis shows that in some situations, older people had a reduced preference for offloading when their unaided memory ability was taken into account. A reduction in pro-reminder bias (i.e. bias towards offloading) in older adults could be explained by the resulting upward shift in confidence about unaided memory, relative to actual performance. This suggests metacognitive intervention can be an effective way to improve people's cognitive strategy usage across the lifespan.

Second, the thesis showed aversion to cognitive effort, along with metacognitive judgment, could play an important role in decisions related to offloading intention. The two cognitive processes, metacognitive judgment and
aversion to cognitive effort, were influenced by various intrinsic (i.e., aging) and extrinsic (i.e., PM task types, metacognitive advice) factors. This indicates that approaches to perform metacognitive intervention or improve offloading strategies should be tailored to varying individual and environmental conditions. Finally, the thesis suggests that the similarities of cognitive processes between cognitive offloading and directed forgetting sheds light on a potential research direction for investigating underlying neural correlates of cognitive offloading.

The findings presented in this thesis provide a fresh perspective on cognitive neuroscience in the area of understanding cognitive processes that are part of cognitive offloading such as metacognition, memory, and decision making. Crucially, the results help establish a theoretical account for the underlying mechanisms of cognitive offloading. Thus, the thesis delivers essential stepping stones to studying the psychological processes and neural correlates of cognitive offloading.
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## General Introduction

It is possible, of course, to jot them down on a notepad or something of the sort, but I prefer to trust my mind. It's a real pain to carry a pad around, and I have found that once I have jotted something down I tend to relax and forget it.

- Haruki Murakami, So What Should I Write About


### 1.1 Preamble

The study of cognition extends beyond activities within the brain. Instead, understanding how the mind works requires examining the contribution of external resources, including both body and environment. Our capability to adaptively incorporate internal cognitive processes with external resources may define us as successful cognitive agents in an intricate environment. For example, we do not need to know the entire layout of a city to walk from one location to another. Instead, we remember a few turning points and follow the streets connecting them (Clark, 1996). Another example is that basketball players adjust their speed of running to keep the same angle between their eyes and the ball in motion so that they do not need to intercept the ball with difficult calculation (Keijzer, 2002). Previous research (Clark \& Chalmers, 1998; Heersmink \& Sutton, 2020) proposed the term "active externalism" which refers to the active contribution of external cues to cognitive processes. Risko and Gilbert (2016) defined "cognitive offloading" as a skill or a strategy people use to incorporate physical action to create external tools simplifying the cognitive demands of a task. Cognitive offloading not only allows people to store information in-the-
world (Risko \& Dunn, 2015) but also allows the offloaded information to modify people's behaviour later. A case in point is that people write down notes or set alarms which will remind them later of actions to complete. In everyday life, we often rely on external tools and resources to support our cognitive processes. Increased opportunities to save information in external stores were offered by the rapid advancement of technology taking place in our society such as smartphones, GPS devices, computers, and search engines (i.e. information could be searched instead of remembered; Brügger et al., 2019; Ferguson et al., 2015; Fisher et al., 2015; Herrmann et al., 1999; Marsh \& Rajaram, 2019; Morrison \& Richmond, 2020; Storm \& Stone, 2015)

In all cases where people use an offloading strategy, it is common to assist in reducing the failure of prospective memory (PM) in everyday life (Henry et al., 2012; Jones et al., 2021). This introduction will provide a review of cognitive offloading literature in the memory domain, with an emphasis on PM. Before discussing cognitive offloading in PM (i.e. intention offloading), we address the PM processes and relevant contributing factors.

### 1.2 Prospective Memory

PM is defined as people remembering an intention that should be executed at a proper point in the future (Einstein \& McDaniel, 1990; Brandimonte et al., 1996), such as buying a loaf of bread on the way home. PM has been proposed to involve several components that starts with planning an intended action, followed by monitoring the intention consciously or unconsciously until the action is carried out at the proper time (McDaniel \& Einstein, 2011). For example, people have the idea to
buy a loaf of bread on the way home when they go to work in the morning. They plan to choose the route passing a bakery when they come home. This intention may be stored in their memory when they are engaging in other activities, such as working in the office. The cues or targets can be monitored autonomously or consciously during this period of time. For instance, they may have rehearsals of this intention or some words like bakery may remind them of this future action when they come across it reading magazines. At last, when they leave the office, they retrieve this intention, choose the correct route and buy the bread. To perform the PM task, people need to remember the prospective PM component (i.e. remembering something should be done) and to remember the retrospective PM component (i.e. remembering what should be done). The failure of PM, however, seems not uncommon in our everyday life. People sometimes remember the delayed intention, buying bread, earlier but forget it when they leave the office. They finally think of it at home although it is too late. Therefore, self-initiated retrieval plays an important role in achieving PM tasks since people need to remind themselves of an intention at the proper time when it shall be fulfilled.

PM tasks can be categorised by distinguishing time-based and event-based PM tasks (Einstein \& McDaniel, 1990; Harris, 1984; Brandimonte et al., 1996). In eventbased tasks, people fulfill the delayed intention when a particular event happens such as the example of buying bread on the way home while a time-based task requires the intended action to be carried out at a designated time or after a specific interval such as buying bread at 4 p.m. The difference between event- based and time-based PM has not been clearly defined. Some researchers argued that time could be simply thought of as a less forceful cue than an event cue (Uttl, 2008). Moreover, the time cue could be replaced by a secondary event cue such as buying
bread after the meeting which will finish at 4 p.m. Other research suggested eventand time-based PM might involve diverse monitoring processes such as time estimation and time monitoring in time-based PM (Conte \& Mcbride, 2018; Harris \& Wilkins, 1982; Kvavilashvili \& Fisher, 2007; Waldum \& McDaniel, 2016).

Studies on PM may be carried out in laboratory or naturalistic settings. In laboratory settings, the paradigm which has been used broadly is the one proposed by Einstein and McDaniel (1990). In this paradigm, participants were usually asked to perform an ongoing task while they waited for the appropriate time to complete a delayed intention, which simulates daily PM tasks which people perform when they are doing other activities. For example, participants were presented with a set of words for immediate recall on each trial and also told to make a special response if they saw a specific word. The measure of PM was whether they remembered to make this special response, and the PM task was embedded within the short-term memory task. This is like remembering to buy bread when passing a bakery instead of making a special trip for the bread. An ongoing task like the short-term memory task represents the daily activities people need to carry out and impedes rehearsal of the delayed intention. Moreover, some laboratory or clinical approaches have been developed to mimic daily PM situations such as the virtual week task (Rendell \& Craik, 2000) and the hotel test (Manly et al., 2002). Results found in the basic laboratory tasks are consistent with the more realistic tasks. For example, the studies of both experimental settings found that the age difference was reduced by decreased demand on self-initiated retrieval (Kliegel, Jäger, et al., 2008; McDaniel et al., 2009; Rose et al., 2010).

In contrast to laboratory studies, the naturalistic setting examines participants'
behavior in daily life through task-performance and observational assessment. Experimenters may ask participants to perform instructed activities such as phoning them at a specific time in the future (Moscovitch, 1982), or self-assigned intentions (e.g., Haas et al., 2022). Mobile technology has been used to collect data for these observational studies by regularly recording participants' daily conversation to find how frequently they mention failing PM tasks (Haas 2022).

Some researchers indicated that retrieving intentions from long-term memory was an essential part of the PM (Brandimonte M. A. et al., 2001; Graf \& Uttl, 2001). PM tasks should occur infrequently to engage participants in ongoing tasks, similar to real-life PM tasks where people focus on their everyday activities. Moreover, the intention may fade from attention and need to be brought back to awareness at the appropriate time in the infrequent PM tasks, whereas participants think about the intention continually in vigilance tasks. Therefore, PM tasks in the laboratory setting are, therefore, considered vigilance tasks (i.e. involving explicit rehearsal of a delayed intention over a short duration) seeing as the PM trials are usually frequent (Brandimonte et al., 2001; Graf \& Uttl, 2001). Some studies (Brandimonte et al., 2001; McDaniel et al., 1998) proposed that PM is based more on autonomic retrieval while vigilance relies more on monitoring of top-down control. However, Gilbert(2011) found rostral prefrontal cortext was associated with remembering intentions in PM tasks lasting few seconds, which was consistent with the results of previous studies evaluating daily PM tasks (Burgess, 2000; Uretzky \& Gilboa, 2010). It could be rational to speculate about some overlapping cognitive processes across different timescales of PM task (Gilbert 2015a).

### 1.2.1 The Multiprocess Framework

Given self-initiated retrieval is highly required in PM, the monitoring processes have been characterised in existing theoretical frameworks. An early approach, the test-wait-test-exit model (Harris \& Wilkins, 1982), on time-based PM defined the monitoring processes descriptively. It suggested people would repeatedly check whether it is the appropriate time to fulfill the intention. If it was not, they would wait until checking (i.e. time-monitoring) again. In the end, people performed the delayed intention when the designated time was reached. More recently, a theoretical approach, the multiprocess framework view (MPV; Einstein et al., 2005; McDaniel et al., 2004; McDaniel \& Einstein, 2000), developed in the context of eventbased PM, proposes that monitoring processes are mediated by dual pathways (for a review see McDaniel et al., 2015). The top-down pathway accounts for attention control conditions such as actively rehearsing the delayed intention while the bottom-up pathway supports spontaneous retrieval. For example, to complete a PM task, like buying bread at 4 p.m., people encode the target time to be related to the intention, which attaches intention-based significance to the target time, and influences how the target time will be processed later. People then may spontaneously notice the time when their eyes scan a clock on a computer screen, and the top-down control is engaged to become aware of the PM intention as well as manage the required action responses. On the other hand, people may actively rehearse the intention and check the clock regularly to avoid forgetting. The extent to which people are biased towards either top-down or bottom-up pathway would depend on the features of PM and ongoing tasks. For example, the spontaneous retrieval can be encouraged by overlapping processes between PM and ongoing tasks (focality; e.g., both tasks require encoding semantic information; see next
section for more details; McDaniel \& Einstein, 2000).

Recently, MPV has been extended into the dynamic multiprocess view (DMPV), which emphasises that the dual pathways operate simultaneously during PM processes and affect the involvement of each other mutually (Scullin et al., 2013; Shelton \& Scullin, 2017). Continuing with the previous example of "buying bread," if people spontaneously retrieve the intention at 3 p.m., they may then regularly monitor the time until going to the bakery. Conversely, actively rehearsing the intention facilitates a spontaneous retrieval later. Another amended argument of DMPV is that bottom-up and top-down processes do not only contribute to the later retrieval phase as described in the MPV, but also to the earlier stages such as intention formation and intention retention. For example, although intention formation is often considered a strategic process, some studies have revealed that people from time to time form intentions automatically without carefully thinking about how and where they would perform the intention (Holbrook \& Dismukes, 2009; Scullin et al., 2018).

### 1.2.2 Context

Context is an important contributing factor for PM (R.E. Smith et al., 2017) on both an operational and a theoretical level. On an operational level, PM has been studied within various contexts such as laboratory versus naturalistic settings, timebased versus event-based, and internal memory versus memory aids. The term "context" can refers to various processes. First, context can be defined as the different conditions or settings where a PM task is carried out as well as a signal indicating when a PM task can be performed. Moreover, Environmental aids are a
type of context which can influence whether people could successfully complete a PM task. External cues usually serve as memory aids to improve the performance of PM tasks such as a noticeable clock for a time-based task. Also, focality of a PM target which takes both the PM target and context into account, impacts intention retrieval and performance (Einstein et al. 2005). Focality has been defined as the extent to which processing the PM target overlaps with the processing of the ongoing task where the PM task is embedded. For example, when participants perform an ongoing, lexical task where they decide whether a word is a real word, and are asked to respond to a word for a PM task, the PM task is considered "focal" within the ongoing task.

On a theoretical level, Preparatory Attentional and Memory Process theory (R. E. Smith, 2003) suggested that establishing an internal context is essential for PM processes. For instance, buying bread at 4 p.m. means the action should be delayed until the proper context, 4p.m., occurs. The preparatory attention processes (i.e. internal context) are engaged in matching the intention and the retrieval, but the constant engagement is not necessary. R. E. Smith et al. (2017) indicated that the resources required by preparatory attention processes are directly related to the proximity to the PM targets in a predictable environment. For the prior example, we prepare stopping at the bakery when the time is close to 4 p.m. rather than the whole day. R. E. Smith (2003) found that the performance on the ongoing tasks where no PM task was embedded was better (i.e. improved accuracy or shorter reaction time) than the ongoing tasks with PM tasks. The cost effect of PM tasks on ongoing activities could indicate an allocation of attention resources to PM rather than ongoing activities (e.g. Smith et al., 2017; Smith \& Loft, 2014).

### 1.2.3 Prospective Memory across the Lifespan

Previous evidence from laboratory studies has found the earliest age when children show the ability to remember delayed intention might be at the age of 3 years (Causey \& Bjorklund, 2014; Kelly et al., 2018). PM develops considerably at age 7 and 10 (Kliegel et al., 2013; R.E. Smith et al., 2010). In terms of the prospective PM component, research suggests that executive functions, including working memory, inhibition, shifting, and monitoring, plays a crucial role in the development of PM ability during childhood. On the other hand, evidence from the studies evaluating the development of memory aspects (i.e. the retrospective PM component) has provided contradicting results. Kliegel, Mackinlay, et al.(2008) found there was no age differences in the memory aspects of PM between children and adults while R. E. Smith et al.(2010) suggested adults had better performance of retrospective PM component than children.

In terms of ageing effects, research has shown that young adults often outperform older adults on PM tasks in laboratory settings (Henry et al., 2004; Kliegel et al., 2016). However, older adults often perform better than younger adults considerably in naturalistic approaches (Henry et al., 2004; Kliegel et al., 2016) where studies were carried out by asking participants to call the experimenters at specific times or send postcards. The pattern including the age-related loss in laboratory tasks and age-related benefits in naturalistic tasks has been described as a "paradoxical" effect (Rendell \& Craik, 2000). Although some research suggested that this age PM paradox could be explained by the broader use of reminders in naturalistic settings (Dobbs \& Reeves, 1996), the argument was not supported by more recent investigation (Aberle et al., 2010; Ihle et al., 2012; Phillips et al., 2008).

In line with those studies, an investigation on everyday PM experiences in real life (Hertzog et al., 2019) found older people usually expected themselves to remember important PM tasks, relying highly on unaided memory, and did not view external strategies as a compensatory aid for memory decline.

### 1.3 Intention Offloading

The rapid advancement of technology offers increased opportunities to offload intentions on external devices such as set reminders on mobile calendar. Given that the failures of PM contribute to the majority of daily memory problems (Kliegel \& Martin, 2003), but people do not always offload delayed intentions to support PM, a relevant question is raised: how is intention offloading influenced by a variety of dimensions including the nature of individual PM and ongoing tasks, as well as the characteristics of these individuals? Since both internal processes and environmental structures contribute to intention offloading, numerous associated intrinsic (e.g., ageing) and extrinsic (e.g. the characteristics of PM and ongoing tasks) factors could be manipulated or held as keys to understanding the various cognitive capacities underlying the processes of intention offloading. More importantly, evaluating the adjustment of intention offloading allows us to examine the interaction and integration of cognitive capacities (e.g. PM, metacognition, decision making), which have seldom been investigated as a whole. In addition to contributing to the above academic progress, the research on intention offloading could provide possible methods to reduce PM failures, and help people to offload delayed intention more efficiently.

### 1.3.1 Approach to Evaluate Intention Offloading

Previous studies on intention offloading have evaluated whether cognitive offloading improves PM performance by comparing the conditions where reminders are provided or not (Guajardo \& Best, 2000; Henry et al., 2012; Kliegel \& Jäger, 2007; Lourenço \& Maylor, 2015; Mahy et al., 2018; Ryder et al., 2022). Although the consequences of offloading have been examined, a question of how offloading intentions are triggered remains. In order to investigate this question, experiments allowing participants to set reminders freely could examine the extent to which different factors affect intention offloading.

Gilbert (2015a, 2015b) proposed an intention offloading task to investigate how people decide whether to use external reminders or to depend on their own memory in PM tasks. See Figure 1.1 for a schematic illustration of the task. Participants were instructed to drag ten circles successively to the bottom of the square in a numerical sequence, in order to make the circles disappear. In each trial, most circles were dragged to the bottom edge except some target circles. At the beginning of each trial, the participants were instructed as to which target circles should be dragged to other indicated edges when they reached them in the sequence (e.g. "please drag 3 to the top instead"). Then, an offloading strategy was then explained to the participants, which consisted of setting reminders by dragging the target circle next to the instructed edge at the beginning of each trial. The location of the target circle represented the delayed intention and provided a perceptual cue to indicate which border the circle should be dragged to. This can be seen as similar to leaving an item by the front door to remind you to bring it when you leave home. Participants could choose freely between depending on unaided memory or the offloading strategy. In
spite of a relatively short retention time of delayed intention in this task, in a webbased study (Gilbert, 2015a), the memory performance of this task can predict the achieve rate of a real-world delayed intention task of visiting an indicated web link on three specific days in one week.

Figure 1.1
Schematic Illustration of the Intention Offloading Task


Note. A participant was told that Circle 3 is the target circle that should be dragged to the top. The delayed intention could be offloaded by dragging Circle 3 next to the top. After that, Circles 1 and 2 were dragged to the bottom before Circle 3 would be reached (ongoing responses), and the circles would disappear beyond the border of the square. Then Circle 3 was dragged to the top edge to fulfil the delayed intention task.

### 1.3.2 Metacognition

1.3.2.1 Each time we form an intention, we need to decide whether to remember it or set an external reminder. How do individuals make these decisions? This could be explained by an influence of metacognition, our ability to monitor and control our own cognitive processes and abilities (Dunlosky \& Metcalfe, 2008; Flavell, 1979; Fleming, Dolan, et al., 2012; Koriat, 2007; Nelson \& Narens, 1990). Metacognition, one of the cognitive processes
involved in intention offloading, has been defined broadly as "thinking about thinking". For example, people with efficient metacognition report higher confidence when giving correct answers than otherwise(J. D. Smith et al., 2003). Metacognition helps people to understand how their cognitive abilities work, learn different strategies and assess the competency of these strategies. Moreover, Nelson and Narens (1990) provided an early classification of metacognition as consisting of metacognitive monitoring and metacognitive control. Metacognitive monitoring involves assessing the current state of a cognitive activity. This informs metacognitive control to drive people to adaptively change behaviour (e.g., Dunlosky \& Metcalfe, 2008; Nelson \& Narens, 1990). On the other hand, cognitive control refers to the intentional selection of thoughts, emotions, and behaviour based on current task demands and social context, and the concomitant suppression of inappropriate habitual actions. Although metacognitive control is a subcategory of cognitive control, cognitive control can operate independently of metacognition in some situations. For example, cognitive control can be automatically engaged in response to salient or threatening stimuli, without the need for metacognitive monitoring or judgment.Metacognition in Prospective Memory

Kuhlmann (2019) described different metacognitive monitoring and control processes based on three PM phases: intention formation, intention retention and
intention retrieval. Continuing with the previous example of buying bread, when intention formation occurs, you predict the likelihood of remembering to buy bread on the way home, an example of metacognitive monitoring. You then plan to walk home on the road past the bakery, an instance of metacognitive control. During the day, you might self-initiate rehearsing the intention, again metacognitive control, and assess whether you will remember to do it later, an instance of metacognitive monitoring. If you fail to buy bread at the end, next time you may believe you cannot remember, which is a form of metacognitive monitoring, and decide to set a reminder on the smartphone, falling under metacognitive control. As can be seen, the outcome of metacognitive monitoring triggers metacognitive control processes, which modifies PM processes. It further reciprocally leads to an update of metacognitive monitoring, which indicates an intrinsic interrelationship of metacognitive monitoring and control.

Theoretical accounts of PM have suggested metacognition plays an important role (Kuhlmann 2019). The Preparatory Attentional and Memory Process theory suggested that assessing the association between contexts and PM tasks is a form of metacognitive monitoring, which guides metacognitive control to allocate attention to ongoing tasks versus PM tasks (R. E. Smith \& Skinner, 2019). The multiprocess view and the dynamic multiprocess view assumes that metacognitive awareness of the cognitive demand of PM tasks guides metacognitive control processes, involving the extent to which people rely on the two pathways of automatic intention retrieval versus strategic processes (Einstein et al., 2005; Shelton \& Scullin, 2017).

Various approaches have been utilised to assess metacognitive monitoring on PM performance, such as predicting PM performance (Cauvin et al., 2019; Meeks et
al., 2007; Schnitzspahn, Zeintl, et al., 2011), or through questionnaires (Rummel et al., 2019). Although Devolder et al. (1990) found that people predicted remembering to make phone calls more often than they actually remembered to make them, recent research shows that people have competent but imperfect metacognitive judgements about their PM ability and tend to underestimate their ability (see Kuhlmann, 2019 for a review ). By further delineating situations, Schnitzspahn, Zeintl, et al. (2011) showed people were more confident about recalling the intention (i.e. the retrospective PM component) than remembering to do it at the appropriate time (i.e. the prospective PM component), which shows metacognition can differentially monitor both components.

On the other hand, findings on whether metacognition is sensitive to the cognitive demand of PM task could be varied depending on the factors which are manipulated. For example, research showed that metacognitive prediction is sensitive to memory load ( i.e. one versus three PM targets; Cherkaoui \& Gilbert, 2017; Gilbert, 2015b; Scarampi \& Gilbert, 2021), but not to focality (Hicks et al., 2017). Further studies are needed to understand underlying mechanisms of how metacognition becomes aware of different modifications to task demand.

In terms of the metacognitive control in PM tasks, an investigation (Rummel \& Meiser, 2013) showed the extent to which participants' strategies of attention allocation could be manipulated by explicit suggestions via modification of the participants' metacognitive judgment. Participants were given varied fake information designed to lead them to form different metacognitive beliefs about attentional demands. In the first experiment, people in the metacognitiveinformation condition were told that a red-coloured word before PM instructions
could make the task easier. In the second experiment, people were told that the pseudo-primes preceding PM targets make the task easier or harder under easy and difficult PM expectations conditions respectively. The results revealed that they allocated their attention more in line with these metacognitive judgment than the factual demands.

### 1.3.2.2 Contributing to Cognitive Offloading

Given how metacognition could monitor cognitive ability and guide people to adjust their strategies, it is not surprising that previous research supports the notion of metacognition playing an important role in cognitive offloading. Risko and Dunn (2015) used a short-term memory task to reveal that participants sometimes chose the offloading strategy although their performance was already maximised without utilization of the strategy. A possible explanation was that metacognitive bias would make people choose an external strategy because they believe they would perform poorly without offloading strategy even though it offered no advantage. In a Gilbert's study (2015a), half of the participants were interrupted by arithmetic questions when performing the intention offloading task while the other participants only performed the task. Participants were instructed to remember either one or three targets. Results showed participants set reminders more often when they were interrupted by arithmetic questions in the task as well as when they had three targets to remember instead of one. The interruption and increased number of targets caused higher memory load and compromised the performance of delayed intention task. If people are knowledgeable about the memory tasks and strategies (i.e. the task of more targets would be more challenging), it is possible that their confidence is lower due to perceiving the task as more difficult. However, it is also
possible to suppose that people have basic metacognitive insight about their performance and the insight about the reduced performance motivates offloading delayed intention (Arango-Muñoz, 2013; Weis \& Wiese, 2019).

More evidence converging on offloading behaviour being driven by metacognitive judgments has demonstrated that metacognitive judgement about performance contributes to the extent to which people offload information, regardless of how well they actually perform (Gilbert 2015b, Dunn \& Risko 2016). A study of Gilbert (2015b, Experiment 1) required participants to predict what percentage of target responses when performing the intention offloading task. In Phase 1, participants performed the task using internal memory while they were allowed to use reminders in Phase 2. In one experiment (Gilbert, 2015b, Experiment 1a), the reminder usage in Phase 2 was predicted by the Phase 1 predictions, which indicates people tended to use more reminders if they believed they performed poorly using internal memory. However, the first-phase predictions was not related with the Phase 1 performance, which demonstrates the adjustment of intention offloading at least partially is attributed to metacognitive judgment. Though participants were instructed how to set reminders in the study, people have to initiate reminders themselves in daily life. It remains a question whether metacognitive processes has the same impact on intention offloading when people spontaneously initiate an offloading strategy. In a study of Boldt and Gilbert (2019), whether participants were provided with instructions on setting reminders was manipulated between two groups. Some of the participants who were not given the reminder instruction spontaneously came up with the strategy. Although the spontaneous group produced less offloaded intentions, results were found in both groups, which showed metacognitive judgment contributed to intention offloading,
regardless of memory performance.

In addition to the effects of metacognitive judgment about memory performance, the interaction between metacognitive processes and other cognitive processes such as cognitive effort and motivation (see the sections below) also impact intention offloading. For example, people might write down a checklist on a smartphone memo because they think it is important. The awareness of the importance, namely the interplay between metacognition and motivation processes, triggers and modulates intention offloading. Having discussed the pivotal role of metacognitive processes in modifying intention offloading, it is reasonable to suggest that improving metacognitive monitoring can lead to offloading intentions more efficiently and optimally. To further study the possible benefits of such intervention programmes, Experiment 1 investigated whether metacognitive advice would optimise the use of offloading strategies.

### 1.3.3 Cognitive Load

Cognitive offloading could save people from using internal memory to remember intentions to a certain extent. It is reasonable to consider the magnitude of cognitive effort required by a PM task as an important factor affecting cognitive offloading. The term, cognitive effort, is difficult to operationalise, which is analogised to a more concrete example of physical effort such as carrying a heavy object (Shenhav et al., 2017). People can use a tool like a trailer to avoid physical effort. Would this be the case with cognitive effort? The minimum memory hypothesis (Wilson, 2002) suggests that people tend to choose external resources to reduce the use of internal representations. While this hypothesis highlights the
preference for external strategy insofar as they can be applied, other theoretical accounts (Dreisbach \& Fischer, 2015; Kool et al., 2010; Kurzban, 2016) propose the conservation of cognitive effort as the main concern regardless of internal memory or external resources. Previous empirical evidence for the avoidance of cognitive effort is mixed. Some research suggested individuals might choose a less optimal strategy which minimises cognitive effort (Kool et al., 2010), and cognitive effort could trigger aversive signals. However, some studies have proposed arguments against the postulation of cognitive effort aversion. Evidence, showing people prefer more cognitively challenging tasks, and value the outcome more when more effort is exerted to gain it, has suggested cognitive effort can be perceived as an internal reward rather than a cost (for a review see Inzlicht et al., 2018; Norton et al., 2012; Olivola, 2018). The mechanism by which cognitive effort differentially becomes a motivating or aversive factor remains unclear, and needs more future investigation (Inzlicht et al., 2018).

In the context of having inner bias to reduce cognitive effort, one possible explanation for the bias is that internal cognitive resources are finite (Baumeister et al., 2007). The theoretical account of limited resources, however, has been challenged by some previous studies, arguing that the supposedly limited cognitive resources has not been clearly defined, and the tasks used to evaluate the account have not been independently validated (Hagger et al., 2010; Lurquin \& Miyake, 2017). Critically, another constraint derived from the limited resources is the lack of the ability to performing multiple tasks simultaneously when the same cognitive processes are involved in different tasks. Dedicating the resources in one task means losing an opportunity to use it on another task during the same period of time. Thus, an alternative account could attribute the avoidance of cognitive effort to avert the
cost of lost opportunities (Kurzban et al., 2013).

### 1.3.4 Strategy Perseveration

Previous habits may influence people's choices. Research has shown that there is a cost to changing strategies; people perform more poorly when they use different strategies than the ones they used before (Lemaire \& Lecacheur, 2010; Taillan et al., 2015). Gilbert (2015a) using intention offloading task revealed participants tended to either always set reminders or utilising unaided memory. In Scarampi and Gilbert's study (2020, Experiment 2), participants performing an intention offloading task were first forced to use reminders or use their own memory. In a later phase, they could choose whether to use reminders. It was found that participants tended to choose the strategy they had used in the earlier phase. Therefore, the decision of whether to use an intention offloading strategy is influenced by prior experiences or cognitive intervention of offloading strategies.

### 1.3.5 Motivation

Memory literature has shown that people are usually willing to assign more time to remember high-value information, which lead them to have better recall for it (Castel, Murayama, et al., 2013; Castel, Rhodes, et al., 2013). This premise was defined by Murphy and Castel (2020) as the term responsible remembering. In their later study (2021), participants were assigned to remember some items of a list with hypothetical friends remembering the remaining items. They found that the recall proportion of each item was correlated with the instructions; in other words, participants recalled better the items which were assigned to them. Additionally, if
asked to imagine going camping, and to assess how important each item is when they studied the words, participants had better recall for what they deemed important items. This indicates motivation may play a pivotal role in the memory strategy involving prioritising more important targets. In terms of whether importance or consequences would influence intention offloading, a study of Dupont et al. (2022) using the intention offloading task demonstrated that participants tended to offload intentions associated with higher monetary reward compared to lower monetary reward.

On the other hand, each individual assesses the importance of a delayed intention and offloading strategies subjectively and differentially. For example, risk averters may choose offloading strategy as it can prevent the information from being lost and thus is a safer choice to avoid risks. In addition to the individual-specific estimates, environmental and social factors may contribute to the value processing of intentions as well as intention offloading. For example, Risko and Dunn (2015) showed the social presence of an experimenter enhanced participants' reliance on the offloading strategy, which suggests participants offloaded more intentions when being motivated by the presence of an experimenter to obtain better performance.

### 1.4 The Effects of Cognitive Offloading on Memory

## Abilities

Having discussed the possible cognitive processes involved in intention offloading, a relevant question should be considered next: what are the subsequent effects of cognitive offloading? These effects can be divided between cost and benefit, depending on the information the effect acts on. Storm and Stone (2015)
proposed offloading certain information can improve the memory for other information. In the study, having studied a word list, participants were instructed either to save or not save the list. Then, they studied the second list, and recalled the two lists separately. Participants saving the first list recalled the second list better than the participants that had to remember both lists. Runge et al. (2019) replicated the experiment and found that the benefits of offloading memory onto outside sources are not limited to memory performance. Instead, benefits also include improvement in the performance of subsequent, unrelated tasks.

On the other hand, offloading information could reduce the individual's memory for the offloaded information. Using the same two-list experimental paradigm, Runge et al. (2020) showed that participants who saved a word list, but did not know in advance that they would not be actually allowed to restudy it before testing had worse recall compared with not saving the list. Research supporting the cost effect of cognitive offloading has evaluated various memory processes, some of which are more naturalistic, such as taking photographs in a museum tour or using GPS when driving (Eskritt \& Ma, 2013; Grinschgl et al., 2021; Henkel, 2014; Kang, 2022; Lurie \& Westerman, 2021; Sparrow et al., 2011; Tamir et al., 2018). Critically, given that plenty of research has demonstrated the cost effect of cognitive offloading, two relevant questions are raised which is worth careful evaluation. First, what will be the consequence if the external aids fail? A study of Dupont et al. (2022) demonstrated participants tended to offload intentions associated with higher values. This implies that having offloaded important information, people may only remember the lowvalue information if the external aids are removed. The second question is whether the memory reduction caused by using an offloading strategy will lead to aftereffects on memory abilities. Scarampi and Gilbert (2020, Experiment 1) showed using
an offloading strategy in the first phase did not significantly influence subsequent unaided memory ability. However, the effects of long-term usage of offloading strategies require further investigation.

### 1.4.1 Directed Forgetting

Storm and Stone (2015) postulated that the cost and benefit of cognitive offloading is an adaptive reallocation of cognitive resources. The theoretic account and experimental paradigm were inspired by the directed forgetting literature. Although forgetting has been often thought of as a memory failure, Bjork (1989) indicated that the effects of the forgetting processes involve pruning unrelated or outdated information and facilitating the learning of relevant items, which makes memory processes more efficient by avoiding interference. Forgetting is proposed to be more of an adaptive strategy as opposed to an error in memory. Previous directed forgetting research has principally used two paradigms (see Figure 1.2), item-method directed forgetting (IMDF) and list-method directed forgetting (LMDF). In IMDF studies, participants were first required to remember an item (e.g. a word, a picture), and then instructed to forget or remember by a cue following the item. After being shown a number of items, participants took a final memory test. IMDF studies have shown the memory performance for to-be-forgotten items were worse than to-beremembered items. In LMDF research, participants were presented with a list of items, and the cue was given after the list. A typical trial of LMDF paradigm (for a review see Sahakyan et al., 2013) might consist of two or three lists with participants taking a memory test at the end of the trial. Results show the cost and benefits of directed forgetting: participants instructed to forget a previously studied list and remember a new one displayed diminished memory for the previous list and
memory enhancement of the second list. In general, when the memory test was a recognition test, IMDF studies found directed forgetting has an impact on the memory performance, whereas LMDF studies did not (Anderson \& Hulbert, 2021; Bjork, 1989; Spitzer, 2014). However, when participants were required to recall freely in the memory test, directed forgetting affected the performance in both IMDF and LMDF studies (Anderson \& HansImayr, 2014; Anderson \& Hulbert, 2021; Bjork, 1989; Spitzer, 2014).

Previous research has proposed a number of theoretical accounts for mechanisms underlying directed forgetting such as differential rehearsal (Basden et al., 1993; Bjork, 1989), retrieval inhibition (Geiselman et al., 1983), contextual change (Sahakyan \& Kelley, 2002), and inhibition of episodic memory (Racsmány \& Conway, 2006). The diverse mechanisms may exist simultaneously, but manifest to varying extent depending on the specific task, such as item method versus list method, and encoding into long-term memory (for a review see Anderson \& Hanslmayr, 2014; Anderson \& Hulbert, 2021). Research has suggested that if the information has been encoded into long-term memory, directed forgetting is more likely to involve retrieval inhibition (Bjork, 1989). Formed representations implanted in long-term memory are likely inhibited rather than completely erased. On the other hand, if the information has not been encoded, passive decay (i.e. drop out of the rehearsal list) or active suppression of rehearsal might contribute to the effect of directed forgetting (Festini \& Reuter-Lorenz, 2017; Zacks et al., 1996).

IMDF literature has focused more on differential rehearsal explaining the effects of directed forgetting: the to-be-forgotten items are exempt from further rehearsal while the to-be-remembered items continue to be rehearsed (Anderson \&

Hanslmayr, 2014b; Tan et al., 2020). Recent IMDF studies highlight the role of episodic memory inhibition to a greater extent, as many experiments have revealed that the forget cues may induce inhibitory processes, which impair the performance of a subsequent task requiring the engagement of inhibitory processes (Fawcett \& Taylor, 2008, 2010).

On the other hand, retrieval inhibition and context change has been more broadly discussed in LMDF studies (Anderson \& Hanslmayr, 2014, Kliegl et al. 2020). The retrieval-inhibition account proposes that an active inhibitory processes elicited by cueing people to forget the pre-cue information reduce the accessibility of the information (Geiselman et al., 1983). With regard to the account of contextual change, given that the target list in LMDF could be encoded as representations of temporal context, the context of the list could be changed to prompt directed forgetting (Sahakyan \& Delaney, 2005; Sahakyan \& Kelley, 2002). Sahakyan and Kelley (2002) required participants to imagine an environment diversely when different lists were encoded, proposing that the mental context elicit a similar effect as directed forgetting.

LMDF research has revealed experimental evidence supporting the argument that the pre-cue suppression and the post-cue enhancement, namely the cost and benefit effects of directed forgetting, should not be explained by a single mechanism( for a review see Anderson \& Hanslmayr, 2014). There were two possible theoretical accounts for the post-cue enhancement: a) cognitive resources freed by offloading information could enhance any encoding to come b) offloading information might benefit subsequent memory ability by reducing interference at recall. Sahakyan (2004) found evidence of better recall for a post-cue list, but Kliegel
et al. (2013) and Kliegel et al. (2020) failed to find post-cue enhancement. To evaluate the conflicting results, Pastötter and colleagues (2012) emphasised another factor, list output order, finding that reliable post-cue enhancement arose only when post-cue information was recalled first. It suggests re-exposure to pre-cue information (testing it before the post-cue information) might reinstate proactive interference, leading to a reduction of the enhancement effect. These results might be more in line with the second account, seeing as the freed cognitive resources account would predict that the output order should not influence the extent to which the freed resources boost the recall of post-cue information. However, more research is needed to clarify the underlying mechanisms of post-cue enhancement.

Figure 1.2
Schematic Illustration of the Item and List-methods for studying directed forgetting
(A)
(B)
Encoding


Note. (A) In IMDF, each item was followed by a cue, and participants were tested all items at the end whereas in LMDF, participants first studied an entire list, followed by a cue, and then studied a second list. After the second list, the memory for the two lists were tested. (B) The memory tests in IMDF and LMDF might be a recognition test or a recall test. (C) Typical behaviour results found in list-method showed the effects of F-cue including memory reduction of List 1 and memory enhancement of List 2.

### 1.5 Neural Correlates of Cognitive Offloading

The similar cost and benefits of cognitive offloading and directed forgetting lead to a crucial question of whether cognitive offloading acts as a variant of intentional forgetting. Very few studies have investigated the extent to which subsequent brain activities incurred by cognitive offloading resemble intentional forgetting. Runge et al. (2021) evaluated the electrophysiological (EEG) oscillations of cognitive offloading
and did not find reduced alpha power and alpha phase synchrony, which has been related to the effects of intentional forgetting, during the encoding of the second word list. Further exploration is necessary in order to fully understand the mechanisms of cognitive offloading, and contributing factors such as encoding or retrieval.

### 1.6 Issues to be Addressed in the Current Thesis

### 1.6.1 Research Questions

The sections above review the literature on cognitive offloading, especially intention offloading. The psychological processes and neural mechanism of cognitive offloading are unclear due to the lack of direct empirical evidence revealing how individuals with intrinsic factors, such as ageing or brain injury, manage to exploit these compensatory strategies, and how extrinsic factors, such as metacognitive intervention or the characteristics of PM tasks, influence various cognitive processes (e.g. metacognition, cognitive effort) to adaptively alter intention offloading. There is also very little neuroimaging evidence regarding the brain activities related to cognitive offloading.

The current thesis aims to address the following two research questions about intention offloading: a) how is intention offloading influenced by different factors? b) what are the neural correlates of offloading information? To answer the first question, three behavioural experiments were designed in which the impact of intrinsic and extrinsic factors, including metacognitive intervention (see Experiment 1), ageing (see Experiment 2), and task type (see Experiment 3), was investigated
respectively. To answer the second question, fMRI was employed to compare the brain activities between the conditions where participants were cued to forget, remember or offload information (see Experiment 4).

### 1.6.2 Overview of Experiments

Experiment 1 serves dual purposes. First, we developed an optimal reminder task to evaluate whether people could optimally offload intentions. Participants chose between earning maximum points for each remembered item using unaided memory, or earning a smaller amount (which varied from trial to trial) using reminders. This task allowed us to calculate whether people were biased towards using reminders or their own memory, compared with an optimal strategy. If people were biased from optimality, the second level of the purpose was to assess whether such bias could be reduced through metacognitive advice.

In Experiment 2, we used the optimal reminder task to evaluate how optimal older adults were in the cognitive offloading strategies. If older people do not set the same number of reminders as younger adults, the paradigm specifically allowed us to distinguish two possibilities: a) older people used reminders based on their memory abilities such as setting more reminders to compensate for their impaired unaided memory b) older people were more biased towards setting reminders or towards unaided memory regardless of their actual performance.

While Experiment 1 and Experiment 2 used an event-based task to assess intention offloading, Experiment 3 investigated how people chose cognitive offloading strategies using a time-based PM task. Participants were required to press the spacebar at designated times while also performing an ongoing 2-back task. They
could set reminders by clicking a specific button, which means the clock would flash to remind them when the designated time was reached. In the study, we evaluated the effects of three factors, delay length, metacognitive judgement, and accessibility of a clock, on intention offloading.

Experiment 4 used fMRI to investigate whether an instruction to offload information to an external reminder triggers different brain activities to an instruction to forget or remember. To examine the differences, we developed a twolist paradigm inspired by a study of Storm and Stone (2015) where participants were presented with a list of images sequentially followed by an instruction to forget, remember or offload, and then a second list of images. After that, participants were required to answer the position of an image randomly chosen from the two lists (e.g., if the image had been displayed second in the first list, the answer would be "second"). The neural activation of the whole brain during cueing of the instruction was compared across forget, remember and offload trials to reveal the differences.

## 2

## Experiment 1: Optimal Cognitive Offloading and Metacognitive Advice

### 2.1 Introduction

An effort-based, cost-benefit analysis of the cognitive offloading decision proposes that individuals make decisions by weighing the cost and benefits of the internal memory and external strategies (Risko \& Dunn, 2015). It is difficult, however, to quantify the cost and benefit of different strategies with the same measure. For example, there is hardly any uniform way compare the effort of writing a piece of information down with the benefit of not having to worry about forgetting it. In other words, there is no apparent scale to understand the cost and benefit of physical effort and risk avoidance.

To address the lack of unified measure for cost and benefit, in the current study, we developed an optimal reminder task by adapting the intention offloading task (see Chapter 1). In the optimal reminder task, monetary incentives for correct responses depended on the choice of strategy. Participants were offered a choice between earning maximum reward per remembered target when they used internal memory, or a lesser reward per target if they used external reminders. For example, a participant might be offered the choice between using their unaided memory to score 10 points per target, or using reminders to score 5 points per target. If accuracy with reminders was $100 \%$ and accuracy without reminders was $40 \%$, it would be optimal to select the option of 5 points with reminders. However, if accuracy without reminders was 60\%, it would be optimal to select the option of 10 points without
reminders. The value attached to each target when they set reminders was distributed evenly between zero and the maximum reward (e.g. the maximum reward $=10$ points per target, the values $=1-9$ points per target) and varied from trial to trial in a random order. Thus, the participants need to weigh their internal strategy with the highest reward per target and the likelihood of less correct targets against the external strategy of reduced reward per target and the possibility of more correct targets. Participants' trade-off between the cost (reduced reward) and benefit (the possibility of better performance) of the offloading strategy would be reflected in a unified measure. Thus, the incentive scheme enables us to evaluate whether the participants chose the optimal strategy or were biased towards one strategy.

Investigating optimality of reminder settings provides possible answers for a theoretical question of whether the biases in strategic offloading decisions could be influenced by metacognitive bias, or the aversion to cognitive effort. Given that previous studies (Boldt \& Gilbert, 2019; Gilbert, 2015a, 2015b; see Chapter 1) have shown that people offload intentions based on their metacognitive judgments about their memory abilities, the erroneous metacognitive judgments might lead to a preference for setting reminders, or for using internal memory to complete PM tasks. On the other hand, people were encouraged to choose optimal choices by monetary reward, but greater monetary incentives may not fully offset the effect of the preference to avoid cognitive effort. On the contrary, people might still choose the offloading strategy due to their preference for less cognitive effort even though it means less amount of financial reward for them. It is in line with some studies suggesting that people are willing to get less financial reward to avoid cognitive effort (Apps et al., 2015; Kool et al., 2010; Kurzban et al., 2013; Westbrook et al., 2013). Thus, we divided participants into two groups in the current study. One group
received metacognitive advice when they were free to choose the offloading strategy or unaided memory while the other group did not. The advice about which option was optimal was given on each trial and based on their performance on a previous phase where they were forced to use unaided memory or forced to use the strategy. Consequently, the purposes of the present study are twofold:
a) Whether people show significant bias from optimality.
b) If any such bias is reduced when they receive metacognitive advice.

If there is a significant bias, there are two possibilities. One possibility is that the individual bias towards the external or internal strategies is induced by erroneous metacognitive beliefs. If this is the case, providing metacognitive advice could reduce the bias. The other possibility is that people have intrinsic preference to avoid cognitive effort so that they do not always choose the optimal option (Kool et al., 2010; Kurzban et al., 2013), and the bias would not be reduced by metacognitive advice.

### 2.1.1 Aims

The current study aims to investigate the two hypotheses by carrying out a twophase experiment investigating the optimality of reminder setting. In the first phase, participants would be forced to use the internal memory or external reminder strategy. By forcing people to use an internal strategy on some trials and an external strategy on the others, it was possible to calculate their accuracy in the two conditions, and hence the optional decision when offered a free choice. In the second phase, participants could choose between the two strategies. In addition, participants were divided into two groups in the second phase of experiment. One group would receive a suggestion in each trial about which choice would be the optimal. Yet, they were also told to choose the strategy freely as they liked. If the bias
in participants' choices was provoked only by metacognitive judgments, the suggestions could rectify the error, thereby diminishing the bias. On the contrary, if the bias was exclusively related to individual preferences such as choosing a suboptimal strategy which reduces cognitive effort, the metacognitive suggestions would have no effect on participants' decisions. This work has been published as Experiment 2 in Gilbert et al. (2020).

### 2.2 Method and Procedure

### 2.2.1 Participants

108 paid volunteers (mean age: 31 years, ranges 18-80 years; $37.03 \%$ male; 55 in the advised group and 53 in the unadvised group) who had normal or corrected to normal vision participated in this experiment. A power calculation showing 80\% power to detect a between-groups difference with medium effect size ( $d=0.5$ ) requires at least 102 participants. The effect size was consistent with the effect size which would be expected in a between-groups comparison, where one group exhibited a reminder bias demonstrated by a previous study using the optimal reminder task (Gilbert et al., 2022, Experiment 1), and the other group showed no bias, but had the same standard deviation. One-tailed $t$ test was used because it was hypothesised that metacognitive advice should reduce bias. Participants were randomised into two groups, advised group and unadvised group, with no significant difference in age $(t(95.5)=1.3, p=.21)$ or gender $\left(\chi^{2}=.02, p=.88\right)$. The main goal of this study was to compare the tendency to offload between the two groups. The fact that there were no significant differences in age or gender between the groups indicates that the main finding is unlikely to be influenced by these demographic factors.

### 2.2.2 Method

See Figure 2.1 for a schematic illustration of the optimal reminder task.

1. Ongoing task: At the beginning of each trial, six yellow circles numbered 16 were positioned randomly in a box. Participants were instructed to drag yellow circles in numerical sequence ( $1,2,3$, etc.) to the bottom of the box to make them disappear except target circles (mentioned below). A new circle would appear in the same location after one circle disappeared and continued the number sequence (e.g. if number 1-6 was on the screen, after circle 1 was dragged to the bottom of the box, the new circle 7 would appear). This continued until 25 circles had been dragged out of the box.
2. Delayed intention task: Participants were asked to drag yellow standard circles to the bottom edge in the ongoing task. Occasionally, some circles, i.e. target circles, appeared initially in blue, orange or pink and needed to be dragged to the edges in matching colours. To be specific, blue circles should be dragged to the left edge which was also in blue, pink ones to the right edge, and orange ones to the upper edge. The initial colours of the target circles only lasted for 2 seconds and then changed to yellow so that they would look the same with the standard circles when the participants reached them in the sequence. This meant that participants needed to remember the colours of target circles so that they could later drag the circles to respective edges when reaching the circles in the sequence.
3. Offloading strategy: Participants could depend on their own memory to form internal representations of these delayed intentions or offload them on to reminders. They could drag target circles next to the indicated edges as soon as they appeared with particular colours. As a result, the locations of these target circles
serve as reminders for the delayed intentions.

One trial consisted of a numerical sequence of 1-25. Within this sequence, 10 target circles were allocated to 10 of the numbers from 7-25, which meant the participants would have to remember multiple delayed intentions successively and simultaneously. It seemed impossible for them to remember all of them if the offloading strategy was not allowed. The target circles were allocated randomly to the left, top, and right positions of the box.

## Figure 2.1

Schematic Illustration of the Optimal Reminders Task, and Estimation of Participants' Indifference Points
A. Sequence of Events within a Trial
B. Example of Free Choice

4. Intention offloading


You have scored a total of 100 points so far.
This time you have a choce.
Please touch the option that you prefer:

C. Actual Indifference Point


### 2.2.3 Procedure

Participants were tested individually at the Institute of Cognitive Neuroscience, University College London, UK and completed a consent form before the experiment started. The study was approved by the UCL Research Ethics Committee (1584/002).

The optimal reminder task was shown by a tablet (Samsung model SM-T580) with the touchscreen interface. Participants got paid according to the points scored during the task. They would receive $£ 0.3$ payment for every 100 points and an extra base payment of $£ 5$.

Participants would first have a short practice session of the optimal reminder task. Then, the intention offloading strategy would be explained and they practiced this strategy until they could attain a correct rate of eighty percent. We aimed to ensure that participants had a clear understanding of how to use the strategy. Attaining an accuracy rate of $80 \%$ with reminders is not particularly difficult, as most participants are capable of achieving this level on their first or second attempt.

There were two phases in this experiment, compulsory and free-choice. Participants were divided into two groups randomly in the free-choice phase. A timer shown on the screen was set on each trial and participants we encouraged to complete each trial within three minutes. They would be told their total points at the end of each trial.

1. Compulsory Phase: There were eight trials in total. Participants were forced to depend on the internal or external strategy alternatively (with the starting condition counterbalanced between participants). In both cases, they received ten points for each correct target responses. In the forced-internal trials, all circles were immovable in position except the next in the sequence. This meant that participants were forced to use their memory, because the upcoming target circles were fixed in position until it was their turn in the sequence. In the forced-external condition, on the other hand, participants were required to adjust the position of every target circle when they first appeared on the screen, or they could not continue with the
task.

Then, they were asked to report what percentage of target circles they thought they could correctly drag to the instructed location. The following instructions was given: "Now that you have had some practice with the experiment, we would like you to tell us how accurately you can perform the task when you do it without using any reminders. Please use the scale below to indicate what percentage of the special circles you can correctly drag to the instructed side of the square, on average. 100\% would mean that you always get every single one correct. $0 \%$ would mean that you can never get any of them correct". They responded by dragging a slider on the screen. After they reported their confidence, they were asked: "Now, please tell us how accurately you can perform the task with reminders. As before, $100 \%$ would mean that you always get every special circle correct. $0 \%$ would mean that you can never get any of them correct."
2. Free-Choice Phase: In the remaining nine trials, subjects were given choices, e.g. scoring 10 points per correct response using their own memory, or 6 points per correct response when allowed to use reminders. These nine trials represented each possible value from 1-9 attached to the target responses with reminders presented in random order. This allows us to measure how optimal people are in the use of reminders. In addition, participants were divided into two groups randomly. While the unadvised group made decisions all by themselves, the advised participants received metacognitive advice indicating which would be the optimal choice to make. However, they were told that they were free to choose either option. These metacognitive suggestions were given by the computer, calculated the optimal strategy based on the performance on the forced-internal and forced-external trials.

At the beginning of the free-choice phase, the participants in the advised group would see the instruction on the screen: "We have been calculating your accuracy on the task so far. This means that we can make a prediction which option is likely to score you most points, based on your performance until now. You will be told this prediction each time you do the task, which may help you to decide whether to do the task with or without reminders. However, you are free to choose whichever option is best - it is completely up to you." On each choice trial they were then given the following information: "According to your performance so far, we have calculated that you will probably score more points if you choose to perform [with/without] reminders. However, you may choose whichever option you prefer." When the expected reward was the same with both strategies, they were told "According to your performance so far, you will score the same number of points regardless of whether you choose to use reminders or not." The unadvised group would not receive the instruction and feedback.

### 2.2.4 Dependent Measures

1. Self-reported confidence of the internal strategy in forced-internal trials (CI)
2. The average accuracy of target responses in the forced-internal trials (AI)
3. Self-reported confidence of the external strategy in forced-external trials (CE)
4. The average accuracy of target responses in the forced-external trials (AE)
5. Metacognitive bias: the difference between subjective confidence and actual accuracy. This was calculated separately for the internal (i.e., $\mathrm{Cl}-$ Al ) and the external (i.e., $\mathrm{CE}-\mathrm{AE}$ ) condition.

### 2.2.5 Optimal and actual indifference points:

The optimal indifference point and the actual indifference point were calculated individually to evaluate for each participant whether they have a bias when they choose between two strategies.
A. "The optimal indifference point" (OIP):

The OIP was the value attached to each target circle such that participants would expect the same reward if they chose an external reminder strategy (earning this number of points for each remembered target) or an internal memory strategy (earning 10 points for each remembered target). If participants were offered more than this value, they would earn more points by choosing an external strategy; if they were offered less than this value they would earn more points by using internal memory. For example, if a participant's accuracy is 60\% in forced internal trials and $100 \%$ in forced external trials, the optimal indifference point will be 6 , which means when 6 points are given for each correct response with the external strategy, the participant will get the same points either using the external or internal strategy (6 points $\times 10$ correct responses $=10$ points $\times 6$ correct responses $=60$ points). In line with this, when 8 points are given for each correct response, it is rational to choose the external strategy since the participant might get more points with it (8 points $\times$ 10 correct responses $=80$ points) than with the internal strategy. On the contrary, when 3 points are given for each correct response with the external strategy (3 points $\times 10$ correct responses $=30$ points), the internal strategy would be the more rational choice.

The optimal indifference point can be calculated when we have an average accuracy of each strategy. If participants chose the internal strategy, they always
received 10 points per correct target response. Thus, the expected number of points is 10 xAl . The optimal indifference point was the value attached to targets with reminders where the expected number of points would be the same as without. The optimal indifference point is derived below:

$$
O I P \times A E=10 \times A I
$$

Rearranging, this gives:

$$
O I P=\frac{10 \times A I}{A E}
$$

B. "The actual indifference point" (AIP):

Participants actually choose to set reminders when the points of target responses are more than "The actual indifference point" and not when points are less than it. The points given for each correct target responses with the external strategy in free-choice phases were different from trial to trial. The data of the choices were collected across the full range of points from one to nine (Figure 2.1). Then, R package "quickpsy," was used to calculate the actual indifference point by fitting a curve of sigmoid function to the data. At the actual indifference point, participants had 50\% probability to choose the external strategy and 50\% to rely on their memory. We used this method to obtain the relationship between value and choice of strategy because it can be calculated even if there is not a monotonic relationship between the two
C. "Reminder bias": the difference between OIP and AIP.

$$
\text { Reminderbias }=O I P-A I P
$$

A positive value means the participant tends to set more reminders than would
be optimal. A negative value means the participant tends to set fewer reminders than would be optimal. A participant who had no bias would have a bias score of zero. Importantly, the reminder bias was calculated based on an individual's memory performance. For example, if the AIP is 5 , an individual showing $100 \%$ accuracy on forced-external trials, and 60\% on forced-internal trials, has a reminder bias towards setting reminders. By contrast, if the accuracy on forced-external trials is $100 \%$ and on forced-internal trials is 40\%, an individual whose AIP is 5 has reminder bias towards unaided memory. Thus, the same AIP could indicate different bias due to the relationship between each individual's optimal strategy and actual choice.
D. "the metacognitive indifference point":

We calculated each participant's indifference point in the same manner as their optimal indifference point but using each participant's self-judged accuracy in the internal and external conditions rather than objective accuracy.

### 2.3 Results

See Figure 2.2 for a summary of results. The two groups, unadvised and advised, have similar mean trial duration in the forced internal (unadvised group $M=56.6 \mathrm{~s}$, $S D=28.0$; advised group $M=57.0 \mathrm{~s}, S D=22.1$ ) and forced external trials (unadvised group $M=56.3 \mathrm{~s}, \mathrm{SD}=15.8$; advised group $\mathrm{M}=63.7 \mathrm{~s}, \mathrm{SD}=22.6$ ). The accuracy in two groups was analysed in a Condition (forced internal vs forced external) x Group (advised, unadvised) ANOVA, showing a main effect of Condition $(F(1,106)=786$, $\left.p<.001, \eta^{2}=.88\right)$, but no main effect of $\operatorname{Group}\left(F(1,106)=1.13, p=.290, \eta^{2}{ }_{p}=.01\right)$ or the Group $x$ Condition interaction $\left(F(1,106)=.22, p=.642, \eta^{2}{ }_{p}<.01\right)$. Accuracy in the forced internal trials (advised group: $M=57.5 \%, S D=16.5$; unadvised group: $M=$
$54.6 \%, S D=16.5$ ) was much lower than the forced external trials (advised group: $M=$ $94.0 \%, S D=7.2$; unadvised group: $M=92.4 \%, S D=9.0$ ), which suggests that using reminders improved performance in both groups. The total number of points scored by the advised group ( $M=1210, S D=188$ ) was higher than the number of points scored by the unadvised group ( $M=1171, S D=203$ ), however this difference was not statistically significant $(t(104.7)=1.0, p=.30, d=.21)$.

Figure 2.2
Results from the Optimal Reminder Task: Accuracy and Intention Offloading


Note. Data from the unadvised group are shown on the left and the advised group on the right.

Top row: Light blue: Accuracy in the forced internal (unaided memory) and forced external (reminder) conditions. Error bars represent within-subject confidence intervals that do not overlap with each other, which means $p<.05$. Dark blue: Actual and optimal indifference points.

Middle row: The probability of choosing to set reminders were averaged at every correct target value from 1 to 9 attached to the external strategy in the free-choice trials. The mean of AIP and OIP are also shown.

Bottom row: The AIP and OIP of each participant were shown. The diagonal line represents the calibration that the actual choice is the optimal choice. Points below the line indicate a bias towards external reminders and points above the line indicate a bias towards internal memory.

First, the bias of strategy use in these two groups was evaluated (Figure 2.2). The means of optimal and actual indifference points in the unadvised group were 5.8 and 5.1. The distinction between these two points, a bias towards reminders, was significant $(t(52)=3.6, p<.001, d=.98)$. This implies that participants had a significant bias towards using more reminders than would be optimal. In the advised group, there was no significant decision bias $(t(54)=.3, p=.73, d<.01)$. Both the means of optimal and actual indifference points were 6.1. Besides, there was a significant difference of decision bias between these two groups $(t(105)=2.8, p=.003, d=.55)$. In both groups, the optimal and actual indifference points were correlated significantly, which means participants who could get more benefit from the external strategy actually set more reminders. (unadvised: $r(51)=.71, p<.001$; advised: $r(53)=.67, p<.001)$.

This brings us to the second point, the metacognitive assessment of the strategies (Figure 2.3). In both groups, the accuracy and confidence were correlated significantly in forced-internal and forced-external trials (unadvised: forced-internal $r(51)=.72, p<.001$; forced-external $r(51)=.81, p<.001$; advised: forced-internal $r(53)=.78, p<.001$; forced-external $r(53)=.59, p<.001)$. It is consistent with previous studies (Rummel \& Meiser, 2013; Schnitzspahn, Zeintl, et al., 2011; Meeks et al., 2007) that people can predict their actual memory performance to some extent. Additionally, participants were underconfident about the accuracy using internal memory (advised group: $t(54)=3.6, p<.001, d=.98$; unadvised group: $t(52)=4.3$, $p<.001, d=1.2$ ). The most important hypothesis about the metacognitive judgments is that the bias towards offloading in the free choice trials should correlate with their underconfidence in the forced internal condition. This hypothesis is supported by finding significant correlation $(r(51)=-.31, p=.026)$ between the two in the
unadvised group. Thus, the extent of underconfidence in internal memory predicted the bias in unadvised participants towards the offloading strategy. Conversely, no significant correlation was observed in the advised group $(r(53)=-.02, p=.89)$.

In addition, participants were also underconfident in their performance using external reminders (advised group: $t(54)=3.40, p=.001, d=.93$; unadvised group: $t(52)=4.45, p<.001, d=1.23)$. Moreover, for all participants, the metacognitive bias of performance using reminders was correlated with metacognitive bias of performance using internal memory $(r(106)=.32, p<.001)$. No significant difference was noted between them by paired-samples t-tests (advised group: $t(54)=-1.11$, $p=.273, d=.10 ;$ unadvised group: $t(52)=-.64, p=.525, d=.16)$. The consistency in these two varieties of metacognitive bias suggests people may have a general underestimation about their abilities to perform this task.

Having shown that the unadvised group had a significant bias towards using more reminders relative to the optimal strategy (i.e., the significant difference in OIP and AIP), we then analysed whether the strategic offloading decisions was different from the optimal option which was calculated based on metacognitive predictions of accuracy in the internal and external conditions rather than objective accuracy. The metacognitive indifference point ( $M=5.33, S D=2.44$ ) was not different significantly from the actual indifference point $(M=5.10, S D=2.17 ; t(52)=.74, p=.46, d=.21)$. Therefore, the unadvised group's actual choice behaviour was deviated from the optimal strategy based on objective accuracy, but was not deviated from the optimal strategy based on self-judged accuracy.

Figure 2.3
Results from the Optimal Reminder Task: Metacognitive Measures

Unadvised Group



Advised Group



Note. Data from the unadvised group are shown on the left, and data from the advised group are shown on the right.
Upper row: predicted accuracy versus actual accuracy in the forced internal and forced external conditions (predicted accuracy: Light Blue; actual accuracy: Dark Blue). Error bars representing within-subject confidence intervals do not overlap with each other, which means $p<.05$.
Lower row: The relationship between the reminder bias and metacognitive bias about unaided memory is revealed. While the reminder bias was correlated with the metacognitive bias in the unadvised group, it was not observed in the advised group.

### 2.4 Discussion

The experiment showed the following findings: a) participants not receiving advice used more reminders than would have been optimal, b) bias was eliminated in the advised group where the participants were given metacognitive advice, and c)
there was significant correlation between objective and subjective indifference point in both the advised and unadvised groups, which means that participants who could get more benefit from the external strategy were more likely to use the external strategy.. Two possible explanations can be ruled out for the finding that people were biased towards setting reminders. First, a previous study of Gray et al. (2006) proposed that people choose a strategy because they can make the task less timeconsuming, but it cannot explain this finding, seeing as people spent more time when choosing to set reminders. Next, the maximum monetary reward was associated with the optimal strategy so the bias could not be attributed to loss aversion.

On the other hand, at least two potential mechanisms, metacognitive judgment and aversion to cognitive effort, which have been discussed in Chapter 1, could explain the bias towards offloading. To investigate how well participants weigh costs and benefits of the offloading strategy, we allowed participants to choose between the internal memory strategy with the greatest financial incentives per item and the offloading strategy with the possibility of better performance. In spite of a significant correlation between objective and subjective indifference point, the unadvised group had a significant bias towards offloading, i.e. the difference between OIP and AIP. This means that the unadvised group set more reminders than they actually needed even though they were encouraged by financial incentives to choose optimally. By contrast, the bias was eliminated when participants were given metacognitive advice. This finding suggests that the bias towards offloading is possibly ascribed to erroneous metacognitive judgements rather than an intrinsic preference such as avoiding cognitive effort.

### 2.4.1 Metacognitive Judgement and Reminder Bias

In this study, both groups had basic metacognitive judgements over their ability since subjective confidence correlates with actual accuracy significantly. However, they tended to have underestimated their performance with unaided memory. This underconfidence could predict the degree of the bias towards offloading. These findings are consistent with previous research into PM (Gilbert, 2015b; Meeks et al., 2007; Rummel \& Meiser, 2013; Schnitzspahn, Zeintl, et al., 2011) and offer more evidence for the same hypothesis that the bias towards the offloading strategy was provoked by metacognitive bias.

As is discussed above, the present study found that the underconfidence of the offloading strategy was correlated with their underconfidence of unaided memory. Accordingly, these two kinds of metacognitive bias can predict each other although the abilities assessed by each of them are different. This congruity of erroneous metacognitive judgements may be compatible with the suppositions of previous research on domain-general metacognition. Metacognitive judgement in one domain could impact that in another domain. Studies on domain-general metacognition found that the participants' metacognitive confidence in perceptual tasks could be generalized across the perceptual domain and the mnemonic domain since the confidence in the intention offloading and perceptual tasks are strongly correlated (Baird et al., 2013; de Gardelle \& Mamassian, 2014; Gilbert, 2015b). Thus, metacognitive confidence might have a general factor which functions across different cognitive activities and people report the confidence as a combination of general confidence and strategy-specific confidence.

### 2.4.2 Avoiding Cognitive Effort

The result of no reminder bias in the advised group does not fit into an account of an intrinsic bias which avoids internal memory or cognitive effortful processes, seeing as the bias was not found when participants were given advice. However, this result does not show that merely removing metacognitive bias is sufficient to eliminate bias towards offloading in all cases. First, the monetary incentive encouraging participants to optimally use reminders may have contributed to the reduction of bias in the task. Therefore, people could have a bias deviating from the optimal strategy if there is no monetary incentive. Another possible explanation for the result is that participants may simply follow advice to avoid further cognitive load, namely, judge whether to use reminders. It is probable that the reduction in bias in advised group was attributable to the decreased cognitive load resulting from the provision of advice rather than the correction of erroneous metacognitive judgment. Thus, further research is needed to distinguish the effect of cognitive load and metacognitive bias on decisions about reminder usage.

Following the current experiment, a study (Gilbert et al., 2020, Experiment 3) using the optimal reminder task and metacognitive interventions evaluated the influence of metacognition on intention offloading. Instead of being told directly the optimal choice, participants received positive messages such as " Well doneexcellent work! You responded correctly to most of the special circles" or negative messages "Room for improvement. You got some of the special circles wrong." We manipulated feedbacks which were not deceptive, but had different terms for the same performance, in order to influence metacognition. Also, we manipulated the difficulty of practice trials which influenced metacognitive judgments. Consistent with our results, the study found people's metacognitive biases were correlated with
reminder biases. Participants receiving both easy practice trials and positive feedback were significantly overconfident in their memory ability whereas participants performing both difficult practice trials and negative feedback were significantly underconfident. The former group had less reminder bias than the latter group, but was still biased towards offloading. Given that overconfidence in the former group did not exhibit a bias against offloading, the reminder bias cannot be fully explained by metacognitive judgment. Moreover, a study of Engeler and Gilbert (2020) found participants receiving metacognitive training, which comprised performance prediction and receiving feedback, showed no metacognitive bias, but remained bias towards offloading. Thus, additional factors could play a role in the decision about reminder settings.

In order to evaluate the additional factors, Sachdeva and Gilbert (2020) manipulated financial incentives to affect reminder bias. Participants receiving performance-dependent rewards had reduced reminder bias than the participants receiving a flat payment. Given the aversion to cognitive load is influenced by monetary reward (Aarts et al., 2010; Padmala \& Pessoa, 2011), the findings provided evidence supporting the inference that one of the additional factors is a preference to avoid cognitive effort.

### 2.4.3 Limitations of this study

The underconfidence of internal memory suggested by the present study may not be observed in the naturalistic settings or real life because of differences in task difficulty. The mean accuracy rate was about $50 \%$ when participants depended on their memory in this study, but it is worth noting that most naturalistic tasks may not yield such low performance rates. Thus, in contrast to the results in the laboratory
setting, people may be more confident or sometimes even too confident of their memory to set reminders.

Although the bias towards the offloading strategy provoked by metacognitive bias was observed in the current study, we do not suggest that people being underconfident of their internal memory always set more reminders in all delayed intention tasks in daily life. The metacognitive bias was the foremost factor related to the bias when a monetary incitement and instruction were given, but in everyday life people may choose strategies according to inner bias such as the preference for less cognitive or physical effort that is not offset by the financial reward.

Over- or underconfidence may vary across different populations. Take brain injury patients for example. Knight et al. (2005) assessed the metacognition of healthy adults and those with compromised memory ability due to brain injury. They found that both groups had similar level of confidence. The brain injury group, however, had worse performance, making them overconfident while the control group was underconfident because of better achievement. The results suggest that these patients' metacognitive judgements are not updated after the injury of their memory system. Therefore, people with overconfidence may be inclined to rely on their memory and thus cannot get the full advantage from the external strategies.

### 2.4.4 Practical implications and future research

The ratio of targets in the PM task in this study was much higher than in common PM paradigms, and the delay in this task was very short. It might raise questions as to whether this paradigm is more akin to dual-tasking than PM. However, a web-based study (Gilbert, 2015a) found that memory performance in this
task could predict the achievement rate of a real-world delayed intention task involving visiting an indicated web link on three specific days in one week.

From our results, several practical implications can be inferred. To begin with, it is not efficient to depend on offloading strategy all the time even though we have increasing opportunities to offload intention onto technological devices with the advancement of modern technology. However, if we offload intentions for all daily activities regardless of their importance and regularity, we may waste our time. For example, some activities such as brushing our teeth are not likely to be forgotten under normal circumstances. The present study evaluated whether people used reminders optimally, and suggests that, people may choose a suboptimal strategy due to erroneous metacognitive judgment. Thus, if the metacognitive bias is rectified, strategic offloading decision can be modified to be more optimal. Learning from past experiences could be one of the ways to ameliorate metacognitive bias. In the current study, the retention time between choosing a strategy and action was short, but in naturalistic tasks, people may wait, after deciding which strategy to use, for a long time before actually accomplishing the intention. Only then can they know how efficient the strategy is. Unfortunately, such a feedback process may be too long for people to establish a strong connection between the strategy and the consequence. As a result, these experiences cannot modify the metacognitive estimation nor drive people to choose an optimal strategy. Consequently, it would be worthwhile to search for innovative and effective approaches to enhance the contribution from experiences.

Those populations with different metacognitive beliefs need specialised education or training for such cognitive rehabilitation (Cicerone et al., 2011) to
reduce their bias, especially because they may be more susceptible to failure in PM tasks. Further research on these populations is needed to evaluate whether improvement of metacognitive bias can help them to choose the optimal strategy since metacognitive control, the other function of metacognition, may deteriorate because of neurological changes.

The results of the current study show that unadvised individuals have a significant bias towards the offloading strategy, against an internal strategy. They also show that this bias can be reduced (or eliminated) by providing metacognitive advice, at least in some circumstances. Therefore metacogntive interventions can potentially help us use external tools more wisely in a world where cognitive function interacts with technology more closely than ever.

## 3

# Experiment 2: Age Differences in Optimal Cognitive Offloading 

### 3.1 Introduction

PM failures are associated with important real-world implications, such as maintaining health (e.g., forgetting to take medication) and safety (e.g., forgetting to turn off an oven), which may pose a particular challenge for older adults. Moreover, it has been shown that PM failures have greater impact than retrospective memory on the functional independence of older adults (Hering et al., 2018; Sheppard et al., 2020), and yet forgetting to perform an intended action at the appropriate future moment is reported as the most frequent memory failure in our everyday life (Haas et al., 2020). External reminders such as calendars, alarms, and digital devices can play an important role in reducing PM failures in everyday life (Jones et al., 2021), however such strategies are not always chosen optimally when one considers that settings a reminder, as well as increasing the likelihood of remembering, also carries a cost in terms of time and effort (Gilbert et al., 2020). Thus, in Experiment 2, we aimed to directly compare how optimal younger and older adults are when they make these choices in an experimental task. By understanding age-related changes in reminder usage, this could lead to the development of interventions to improve the fulfilment of PM tasks in older adults.

### 3.1.1 Prospective Memory and Aging

Contrary to retrospective memory tasks in the laboratory, where the
experimenter typically initiates retrieval, PM tasks pose a high demand on selfinitiated processes and offer low environmental support (Craik, 1986). Since the ability to recruit self-initiated processes declines with advancing age, it has been suggested that PM tasks should be particularly sensitive to the effects of ageing (Maylor, 1995; McDaniel \& Einstein, 2000). Indeed, in laboratory settings, younger participants usually outperform older participants on PM tasks (Henry et al., 2004; Kliegel, Jäger, et al., 2008; Zuber \& Kliegel, 2020). However, age differences in PM varies substantially across individual studies. Whereas some studies found a significant age-related decline in PM (e.g., Park et al., 1997), other revealed similar PM performance in younger and older adults (e.g., Einstein \& McDaniel, 1990). Although the underlying mechanisms are still not fully understood, recent studies have identified some of the factors that affect age-related PM, which can be broadly categorised into cognitive, task-inherent, and context factors.

Among the cognitive factors that accentuate age differences in PM, executive functions have received considerable attention in the literature (Zuber \& Kliegel, 2020). Previous research has shown that older adults tend to exhibit a particularly marked decline in PM tasks that place a high demand on working memory (Bisiacchi et al., 2008; Logie et al., 2004). This suggests that the ability to maintain information in working memory plays a crucial role in the successful accomplishment of PM tasks. Furthermore, inhibition - i.e., the ability to refrain from performing a particular action, or to ignore distracting information - and shifting - i.e., the capacity to switch attention from one task to another - also tend to decline with older age and may account for age differences in PM (Azzopardi et al., 2017; Schnitzspahn et al., 2013).

Among the task-inherent factors associated with age differences in PM, an
important role is played by the attentional demands of a PM task. In this context, the 'focality' of a task is a key concept. A focal task can be defined as one where an individual already attends, as part of an ongoing task, to the stimulus feature that cues a delayed intention. According to McDaniel \& Einstein (2000), such tasks can potentially be achieved by spontaneous retrieval of the intended action at the appropriate time. By contrast, nonfocal tasks require an individual to attend to a different stimulus feature in order to detect the PM cue. This type of task is hypothesised to require deliberate controlled attention towards the cue-defining feature (McDaniel \& Einstein, 2000). Under the general assumption that older adults have reduced ability for controlled attention, age differences are expected particularly for nonfocal tasks (McDaniel \& Einstein, 2000; Rose et al., 2010b). The results of a meta-analysis conducted by Kliegel, Jäger, et al.(2008) confirmed this prediction. Conversely, PM age differences are reduced when attention is directed towards the PM task, such as under low ongoing task absorption (Schnitzspahn, Ihle, et al., 2011), or when the importance of the PM task is higher or emphasised (Hering et al., 2014).

In addition to these cognitive and task-inherent factors, age differences in PM are further influenced by the setting in which the prospective task must be performed. That is, the age-related deficit often documented in laboratory-based studies is typically reduced or even reversed in naturalistic studies, where the PM task is embedded in the participants' everyday lives, for example by asking them to make telephone calls or send postcards over a period of days or weeks (Henry et al., 2004). This pattern, including an age-related deficit in laboratory tasks and an agerelated benefit in naturalistic tasks, has been described as "paradoxical" (Rendell \& Craik, 2000; Rendell \& Thomson, 1999). Although some research suggested that this
age PM paradox could be explained by the greater use of reminders in naturalistic settings (Craik \& Kerr, 1996; Dobbs \& Reeves, 1996; Glisky, 1996), this explanation has not been supported by more recent investigations (Aberle et al., 2010; Phillips et al., 2008). For example, Ihle and colleagues (2012) showed that although reminder usage was positively associated with PM performance, it did not eliminate (but even increased) the age effect.

### 3.1.2 Metacognition and Aging

Given the critical contribution of metacognition to the decision about setting reminders, it is worth examining the aging processes of the metacognitive functioning. There is considerable evidence that brain regions in prefrontal and parietal cortex which are important for metacognition (Fleming, Huijgen, et al., 2012; McCurdy et al., 2013) are also predisposed to ageing-related atrophy (Tisserand et al., 2004). However, behavioural evidence for metacognitive decline in older age is mixed. While some elements of metacognitive functioning may decline with age, other elements may be preserved or even improved (see Castel et al., 2016; Hertzog, 2016, for an overview). This may depend on the type of task, memory domain, assessment method, and so on (McGillivray \& Castel, 2017; Siegel \& Castel, 2019).

For example, studies investigating judgements of learning (JOLs) have produced mixed results. Bruce et al. (1982) investigated differences in metacognitive monitoring between younger and older people by asking participaints to predict how many items they would remember after learning a word list. Younger adults demonstrated greater prediction accuracy (i.e., a smaller difference between the predicted and actual number of recalled words). The two groups predited a similar number of words, but older participants recalled fewer. As a result, older people
exhibited overconfidence in their memory performance, which could be interpreted as an age-related metacognitive deficit. However, more recent studies investigating JOLs on the basis ot item-by-item predictions have suggested preserved metacognitive monitoring in older participants. Connor, Dunlosky, and Hertzog (1997) asked participants, after studying each item, to predict whether they would remember it. They found comparable prediction accuracy bewteen younger and older participants. Studies of item-level JOLs have also shown comparable ability of younger and older participants to distinguish remembered versus foergotten items (Devolder et al., 1990; Hertzog et al., 2010).

Also within the domain of PM, the relatively few studies of metacognition and ageing have produced mixed results (Kuhlmann, 2019). Devolder et al. (1990) asked participants to predict the likelihood of performing a naturalistic PM task and found older adults displayed better metacognitive judgement. Cauvin et al. (2019) used a laboratory paradigm to evaluate age differences in metacognitive functioning for two components: prospective versus retrospective. Having studied word pairs representing cue-action associations, participants were asked to press a specific button when they noticed one of the cues, then type its associated pair. They provided separate predictions for how likely they would be to press the button (i.e., the prospective component) and how likely they would be to remember the paired word (i.e., the retrospective component). While there were no age differences for the retrospective component, older adults were more overconfident of their performance for the prospective component, which was considered as an agerelated deficit. These results suggest that ageing has a greater impact on metacognitive monitoring for the prospective component than the retrospective component of PM. This dissociation highlights the importance of distinguishing
different aspects of metacognition, which may not be influenced uniformly by ageing.

In contrast with the evidence above suggesting that older adults may be more overconfident about their memory ability than younger adults, in a recent study, Scarampi and Kliegel (2021) found that both age groups were similarly underconfident when asked to predict their performance at a PM task (Scarampi \& Kliegel, 2021). Still, other studies have shown that confidence in one's memory ability tends to decline with age (Dobbs \& Rule, 1987). As a result, it might be expected that older adults would be more likely to use external reminders. Consistent with this, it has been suggested that lower confidence in older adults can lead to a volitional avoidance of memory retrieval (Touron, 2015). However, studies investigaing selfreport of reminder usage in different age groups have produced inconsistent results (Lovelace \& Twohig, 1990; Rendell \& Thomson, 1999).

### 3.1.2.1 Metacognitive control and aging

The age difference in metacognitive control was revealed in a study of Redshaw et al.(2018) where children were asked to fulfil one or three delayed intentions in each trial and allowed to choose freely between using internal memory and setting reminders in the intention offloading task (Gilbert, 2015a). Only older children (older than 9 years old) set more reminders in trials of three delayed intentions, which required more cognitive demand. Given younger children (< 9 years) had equivalently accurate metacognitive judgment, the phenomenon might result from less engagement in translating the outcome of the metacognitive monitor into the strategical decision about setting reminders.

A small number of studies have so far investigated whether older adults would
offset age-related declines in memory ability by setting more reminders (Einstein \& McDaniel, 1990a; Henry et al., 2012). The findings generally indicated that although the availability of reminders enhanced PM performance, this effect did not interact with age. These results were confirmed by a recent study by Scarampi and Gilbert (2021) employing the intention offloading task (Gilbert, 2015a). Older adults had poorer unaided performance. When they were permitted to set reminders, they were only slightly (and non-significantly) more likely to do so, and the performance gap between younger and older adults remained. Therefore, older did not fully compensate for reduced memory capacity by using reminders. In addition, older (but not younger) adults were overconfident about their memory ability. Based on this, Scarampi and Gilbert (2021) concluded that older adults do not necessarily compensate for impaired memory ability and that metacognitive differences between younger and older individuals may account for this, at least in part.

The aim of this study was to investigate whether two age groups would use reminders optimally and the relationship between reminder-setting and metacognitive evaluations in two age groups. Previous two intention offloading studies showed mixed results for aging effects. While Gilbert (2015a) showed that older adults tend to set more reminders than younger adults accomplishing a PM task, Scarampi and Gilbert (2021) suggested older adults do not fully compensate impaired memory ability by setting more reminders. Therefore we used the optimal reminder task which could evaluate two aspects of aging effects on intention offloading: a) the absolute number of reminders, and b) the pro- or anti- reminder bias (bias towards or against setting reminders), relative to the optimal strategy. If older adults set more reminders, this could reflect a) an adaptive compensatory response to a reduced unaided ability to perform the task; b) a shift in the bias
towards using, or avoiding external reminders; or c) a combination of the two.

### 3.1.3 Hypothesis

We would first predict that the older population might show the greater use of external reminders based on the previous two studies (Gilbert 2015b, Scarampi \& Gilbert, 2021). What about the issue of pro- versus anti-reminder bias? The evidence reviewed above suggests that older adults can be over-confident in their PM ability. However, the wider cognitive ageing literature is mixed and also provides substantial evidence that older adults tend to avoid internal memory processes (Touron, 2015), and are more reliant on environmental support (Lindenberger \& Mayr, 2013) or scaffolding (Zahodne \& Reuter-Lorenz, 2019). Based on this evidence, we initially hypothesised that older adults may show an increased bias towards external reminders, along with an increased propensity to set reminders in general. As shown below, these hypotheses were only partially correct. Before data collection, we preregistered our hypotheses, experimental procedure, and analysis plan (https://osf.io/gmrbe/).

### 3.2 Method and Procedure

### 3.2.1 Participants

The aim was to include a total of 44 younger (age between 18 and 30 years old) and 44 older (age more than 60 years old) participants, according to our preregistered plan. This was required in order to achieve 80\% power to detect an effect size (Cohen's d) of 0.61 , in a two-tailed test with an alpha of 0.05 . This effect size was based on the meta-analysis of Uttl (2008), in the comparison between younger and older participants in the performance of PM paradigms most similar to the present
one ("vigilance and event-based tasks"). In order to achieve this sample size, a total of 109 volunteers were tested due to our pre-registered exclusion criteria (see below).

Younger participants were recruited from the Institute of Cognitive Neuroscience participant database, while older participants were recruited via flyers distributed by email and around the university campus and local community. Participants provided brief health histories to allow researchers to check inclusion criteria before they were invited to attend. They were excluded if they had history of major neurological or psychological conditions, significant mental or memory problems diagnosed by a doctor, or colour-blindness. All participants provided informed consent before taking part and the study was approved by the University College London (UCL) Research Ethics Committee (1584/002).

### 3.2.2 Method

See Figure 3.1 for a schematic illustration of the optimal reminder task.

1. Ongoing task: At the beginning of each trial, six yellow circles numbered 1-6 were positioned randomly in a box. Participants were instructed to drag yellow circles in numerical sequence ( $1,2,3$, etc.) to the bottom of the box to make them disappear except target circles (mentioned below). A new circle would appear in the same location after one circle disappeared and continued the number sequence (e.g. if number 1-6 was on the screen, after circle 1 was dragged to the bottom of the box, the new circle 7 would appear). This continued until 25 circles had been dragged out of the box.
2. Delayed intention task: When new circles appeared on the screen, occasionally they were presented initially in blue, orange, or pink. This served as an instruction for
a delayed intention that the circle should be dragged to the blue (left), pink (right), or orange (top) edge when they were reached in the sequence. For example, if number 7 initially appeared in blue, the participant should drag numbers 2-6 to the bottom of the box, then drag number 7 to the left. The initial colours of these target circles only lasted for 2 seconds, then faded to yellow so that they were identical to the other circles. Therefore, participants needed to remember the colours of target circles and drag them to their respective edges later.
3. Offloading strategy: Participants could depend on their own memory to form internal representations of the delayed intentions or offload them by setting external reminders. They did this by dragging target circles next to the intended edge of the box as soon as they first appeared. This meant that the location of the target circles served as a reminder for where it should eventually be dragged when it was reached in the sequence.

Within each 25 -circle sequence, 10 targets were allocated to the number 7-25, spaced as evenly as possible. This means that participants would need to remember multiple delayed intentions simultaneously and it was unlikely that they would remember all of them if the offloading strategy was not allowed. The target circles were allocated randomly to the left, top, and right positions of the box.

Figure 3.1
Schematic Illustration of the Optimal Reminders Task, and Estimation of Participants' Indifference Points

## A. Sequence of Events within a Trial


B. Example of Free Choice

You have scored a total of 100 points so far.
This time you have a choce.
Please touch the option that you prefer:

C. Actual Indifference Point


### 3.2.3 Procedure

Participants were tested individually at the Institute of Cognitive Neuroscience, UCL. They performed the experimental task using the touchscreen of a tablet computer (Samsung SM-T580). Participants were paid according to the points they scored during the task. They received $£ 0.30$ for every 100 points, along with a base payment of $£ 8.50$ so that the maximum reward was about $£ 10$.

Participants first had a short practice of the optimal reminders task relying on their internal memory only. Then the intention offloading strategy was explained and they practiced this strategy until they achieved an 80\% accuracy rate. After this, participants made a metacognitive judgement to indicate what percentage of target circles they thought they were able to remember, separately for when they had to use their own memory and external reminders. The instructions were: "Now that you
have had some practice with the experiment, we would like you to tell us how accurately you can perform the task when you do it without using any reminders. Please use the scale below to indicate what percentage of the special circles you can correctly drag to the instructed side of the square, on average. $100 \%$ would mean that you always get every single one correct. 0\% would mean that you can never get any of them correct". After participants reported their confidence, they were asked "Now, please tell us how accurately you can perform the task with reminders. As before, $100 \%$ would mean that you always get every special circle correct. $0 \%$ would mean that you can never get any of them correct".

There were 17 trials in total (each consisting of 25 circles to be dragged, including 10 targets). For the eight even-numbered trials, participants were forced either to use their own memory ("forced internal" condition) or to use reminders ("forced external condition").

They alternated between these conditions, with the starting condition randomised. In these trials, they got ten points for each correct target response. In forced-internal trials, all circles were immovable in position except the current item in the sequence, so target circles could not be dragged into reminder locations. In the forced-external trials, participants were required to adjust the position of each new target circle or they were not able to continue with the task.

For the nine odd-numbered trials, participants were given a free choice between earning maximum points (10) for each remembered target using their own memory, or a smaller number of points using reminders. The smaller number varied from trial to trial, with the nine possible values from 1-9 presented in random order. During each trial, a timer on the screen counted down from three minutes and
participants were encouraged to complete each trial before it reached zero. Following each trial, participants were told the total number of points they had scored so far. For a full demonstration of the experimental task (including the full practice session), please see:

## http://samgilbert.net/demos/optimalDemo/start.html

After the optimal reminder task, all participants were administered some further tests in the following order: Beck's Depression Inventory (BDI), Montreal Cognitive Assessment Test (MoCA), National Adult Reading Test (NART) and Raven's Progressive Matrices - form A (RPM). BDI and MoCA were adopted to exclude participants with depression or suspected dementia. The cut-off points of the BDI and MoCA were 11 (Suija et al., 2012) and 23 (Luis et al., 2009) respectively. The NART was used to measure crystallised intelligence and the RPM to investigate fluid intelligence (Bilker et al., 2012).

### 3.2.4 Dependent Measures

1. Self-reported confidence of the internal strategy in forced-internal trials (CI)
2. The average accuracy of target responses in the forced-internal trials (AI)
3. Self-reported confidence of the external strategy in forced-external trials (CE)
4. The average accuracy of target responses in the forced-external trials (AE)
5. Metacognitive bias: the difference between subjective confidence and actual accuracy. This was calculated separately for the internal (i.e., $\mathrm{Cl}-$ AI ) and the external (i.e., $\mathrm{CE}-\mathrm{AE}$ ) condition.
6. Optimal indifference point (OIP): the target value at which an unbiased individual would be indifferent between using internal memory (earning 10 points per remembered item) or external reminders (earning this number of points per remembered item). For example, if a participant's accuracy was $60 \%$ in forced internal trials and 100\% in forced external trials, the optimal indifference point would be 6 because the total number of points scored in the internal condition (60\% accuracy x 10 points per item) is the same as the external condition (100\% accuracy x 6 points per item). Seeing as targets are always worth 10 points in the internal condition, we can derive:

$$
O I P \times A E=10 \times A I
$$

Rearranging, this gives:

$$
O I P=\frac{10 \times A I}{A E}
$$

7. "The actual indifference point" (AIP): the estimated point at which participants were actually indifferent between the two strategies. If this is higher than the OIP, this indicates a bias towards internal memory (because participants would need to be offered a greater amount than the OIP to choose external reminders). If it is lower than the OIP, this indicates a bias towards external reminders (because participants would be using external reminders even when offered a number of points below the OIP). The AIP was calculated by fitting a sigmoid function to the choice data across the 9 trials using the R package "quickpsy" bounded to the range 1-9 and otherwise using default parameters. This allowed us to calculate the value associated with a $50 \%$ probability of
choosing either strategy, according to this function. This approach does not necessarily require a monotonic relationship between value and strategy choice, for example, if participants accidentally chose an external strategy for one of the low-value choices (see Figure 3.2). The AIP can be taken as an index of each individual's propensity to use external reminders (low AIP = high number of reminders, and vice versa).
8. "Reminder bias": the difference between the OIP and AIP (i.e., OIP minus AIP). A positive value would indicate that the participant set more reminders than would be optimal. A negative value would mean that the participant set fewer reminders than optimal. A participant who had no bias had a score of zero. Note that the reminder bias depends on an individual's own level of memory performance. For example, an AIP of 5 would indicate a bias towards internal memory for an individual who achieves $40 \%$ accuracy using internal memory, assuming that accuracy is 100\% with reminders. The same AIP would indicate a bias towards external reminders for an individual who achieves 60\% accuracy with internal memory. Therefore, this bias score is relative to each individual's optimal strategy. It is not the same as the overall propensity to set reminders.

### 3.2.5 Exclusion Criteria

Participants were excluded if they satisfied any of the following pre-registered criteria. The exclusion criteria were consistent with those used in a previous study by Gilbert and colleagues which utilised the same task (Gilbert et al., 2020, Experiment $3)$ :

- The cut-off points of the BDI and MoCA were 11 (Suija et al., 2012) and 23 (Luis
et al., 2009) respectively.
- Accuracy in the forced internal condition lower than 10\%. This excluded participants who did not concentrate on the task during the experiment.
- Accuracy in the forced external condition lower than 70\%. This excluded participants who did not fully realise how to use the strategy.
- Negative point biserial correlation between points offered for correct responses on each trial using reminders (1-9) and choice of strategy (0=own memory, 1=reminders). This excluded participants if they were more likely to set reminders when it earned them fewer points, which would suggest random strategy selection behaviour
- Reminder bias score more than 2.5 standard deviations from the mean of participants in that age group
- Metacognitive bias with unaided memory more than 2.5 standard deviations from the mean of participants in that age group

Twenty-one participants were excluded due to our pre-registered criteria (https://osf.io/gmrbe/). Seventeen (5 younger; 12 older) were removed due to BDI or MoCA scores. Two (1 younger; 1 older) were removed as a result of the negative point biserial correlation. Two younger participants were excluded because their reminder bias score was more than 2.5 standard deviations from the mean. No participant met any of the other exclusion criteria.

### 3.3 Results

A total of 109 volunteers to reach the sample of 88 participants were tested. (Younger: 44, mean age: 23.82 years, ranges 19-30 years, male 13; Older: 44, mean age: 72.79 years, ranges $60-89$ years, male 16), was analysed statistically.

See Figure 3.2, and Figure 3.3 for a summary of results. All analyses were conducted in accordance with the pre-registered plan, except where noted. There was no significant difference in education duration between younger $(M=16.9 ; S D=$ 2.6) and older $(M=16.4, S D=4.9)$ participants $(t(66.4)=0.68, p=.50)$. RPM scores were higher in younger ( $M=6.3, S D=2.5$ ) than older ( $M=4.6, S D=1.7$ ) participants $(t(76.5)=3.7, p<.001, d=0.78)$. By contrast, NART scores were higher in older ( $M=$ 37.6, $S D=6.5$ ) than younger ( $M=27.1, S D=5.1$ ) participants $(t(81)=8.40, p<.001, d$ $=1.80)$. These results are consistent with previous research suggesting that healthy older people maintain crystallised intelligence while fluid intelligence tends to decline (Horn \& Cattell, 1967; Nettelbeck \& Rabbitt, 1992).

### 3.3.1 Accuracy at the Delayed-intention Task

We first investigated accuracy in the forced-internal and forced-external conditions (Figure 3.2). Accuracy in the forced-internal condition was considerably higher in younger ( $M=66.4 \%, S D=17.3$ ) than older ( $M=42.5 \%, S D=11.6$ ) participants $(t(76.9)=7.90, p<.001, d=1.67)$. The forced-external condition also showed a small but statistically significant advantage in the younger ( $M=98 \%, S D=$ 3.4) compared with the older ( $M=95.0 \%, S D=5.7$ ) participants $(t(61.9)=3.60, p$ $<.001, d=0.80)$.

### 3.3.2 Reminder Setting Behaviour

Next, we investigated the total number of trials, out of the 9 choice trials, where participants chose to use external reminders. This number was significantly higher in the older $(M=5, S D=2.2)$ than the younger $(M=3.8, S D=1.8)$ group $(t(82.2)=2.67$, $p=.009, d=0.57$ ). Relatedly, the AIP was significantly lower in the older ( $M=4.6, S D$ $=2.4)$ than the younger $(M=5.6, S D=1.8)$ group $(t(78.5)=2.32, p=.02, d=0.49)$.

Therefore, older adults used more reminders than the younger adults. The OIP was also significantly lower in the older ( $M=4.5, S D=1.1$ ) than the younger $(M=6.7, S D$ $=1.6) \operatorname{group}(t(77.3)=7.64, p<.001, d=1.63)$. This shows that it was optimal for older adults to use more reminders than younger adults.

Figure 3.2
Results from the Optimal Reminder Task: Accuracy and Intention Offloading

## Younger Group

Older Group


Note. Data from the younger group are shown on the left and the older group on the
right.
Top row: Light blue: Accuracy in the forced internal (unaided memory) and forced external (reminder) conditions. Error bars represent within-subject confidence intervals that do not overlap with each other, which means $p<.05$. Dark blue: Actual and optimal indifference points.

Middle row: The probability of choosing to set reminders were averaged at every correct target value from 1 to 9 attached to the external strategy in the free-choice trials. The mean of AIP and OIP are also shown.

Bottom row: The AIP and OIP of each participant were shown. The diagonal line
represents the calibration that the actual choice is the optimal choice. Points below the line indicate a bias towards external reminders and points above the line indicate a bias towards internal memory.

### 3.3.3 Reminder Bias

Having shown 1) that it was optimal for older adults to use more reminders than younger adults, and 2) that they actually did so, we next investigated the reminder bias, i.e., the difference between actual and optimal reminder-setting behaviour. The younger group showed a significant pro-reminder bias $(M=1.1, S D=1.6 ; t(43)=$ 4.53, $p<.001, d=0.68$ ), however there was no significant bias in the older group ( $M$ $=-0.1, S D=2.3 ; t(43)=0.37, p=.72, d=0.06)$. Moreover, the pro-reminder bias was significantly greater in the younger than the older group $(t(75.6)=2.84, p=.006, d=$ 0.61 ). These results are not congruent with our initial hypothesis. Rather than an increased pro-reminder bias in older adults, as we initially predicted, the proreminder bias was actually eliminated in the older group.

### 3.3.4 Metacognitive Judgements

Older adults predicted lower accuracy with internal memory ( $M=36.4, S D=$ 13.6) than the younger group ( $M=46.1, S D=17.5 ; t(81.0)=2.90, p=.005, d=0.62)$. Both groups were significantly underconfident, relative to their actual accuracy level (younger: $M=-20.4, S D=21.3, t(43)=6.4, p<.001, d=0.96$; older: $M=-6.1, S D=$ $17.0, t(43)=2.37, p=.02, d=0.36)$. The degree of underconfidence was greater in younger than older participants $(t(82.1)=3.47, p<.001, d=0.74)$.

Older adults also predicted lower accuracy when using external reminders ( $M=$ 74.6, $S D=17.5$ ) than the younger group $(M=92.0, S D=9.4 ; t(65.9)=5.9, p<.001, d$ $=1.25$ ). Again, both groups were significantly underconfident (younger: $M=-6.4, S D$
$=9.8 ; t(43)=4.3, p<.001, d=0.65$; older: $M=-20.5, S D=17.1 ; t(43)=7.92, p<.001$, $d=1.19)$. However, this time the degree of underconfidence was greater in older than younger participants $(t(68.4)=4.73, p<.001, d=1.01)$.

We investigated the correlation between internal metacognitive bias and reminder bias separately in the two groups. The expected negative correlation was obtained in younger individuals ( $r=-.48, p<.001$ ), showing that participants who were more underconfident in their memory ability tended to exhibit a greater proreminder bias. However, the correlation was not significant in the older group ( $r=$ $-.21, p=.17)$.

### 3.3.5 Additional, Non-preregistered Analyses

This section reports some exploratory tests conducted in addition to the preregistered ones described above. First, we investigated the correlation between AIP and OIP separately in the two groups. Both correlations were significant (younger: $r$ $=.56, p<.001$; older: $r=.32, p=.03$ ). This shows that individuals who had a greater need for reminders (lower OIP) also tended to set them more often (lower AIP). This suggests that individuals in both groups used metacognitive judgements to influence their reminder-setting behaviour.

Second, we investigated accuracy in the forced-internal and forced-external condition in a mixed $2 \times 2$ ANOVA with factors Age and Condition (the significant effects of Age, separately for each condition, are already reported above). There were significant main effects of Age $\left(F(1,86)=55.72, p<.001, \eta_{p}{ }^{2}=.39\right)$ and Condition $\left(F(1,86)=809, p<.001, \eta_{p}{ }^{2}=.9\right)$ along with a significant interaction $\left(F(1,86)=50.4, p<.001, \eta_{\mathrm{p}}{ }^{2}=.37\right)$. This interaction shows that the age-related
impairment found in the forced-internal condition was significantly attenuated when reminders were used in the forced-external condition.

Third, we directly compared the degree of underconfidence in the forcedinternal versus forced-external conditions, along with the predicted versus actual benefit of reminders. The younger group were significantly more underconfident about the forced-internal than the forced-external condition $(t(43)=4.04, p<.001, d$ $=0.61)$. Consistent with this, the predicted benefit of reminders in younger participants ( $M=46.0 \%, S D=18.3$ ) was larger than the actual benefit ( $M=31.5 \%$ SD $=16.4 ; t(43)=3.80, p<.001, d=0.58)$. The older group showed the reverse pattern. They were significantly more underconfident in the forced-external than the forcedinternal condition $(t(43)=4.22, p<.001, d=0.64)$. Consistent with this, the predicted benefit of reminders in older participants ( $M=38.1 \%, S D=19.7$ ) was less than the actual benefit ( $M=52.5 \% S D=10.8 ; t(43)=4.22, p<.001, d=0.64)$.

Finally, seeing as there was a significant correlation between metacognitive bias and reminder bias in the younger but not the older group, we directly compared these correlations using a Fisher r-to-z transformation. The result showed that there was no significant group difference $(z(41)=1.4, p=.16)$.

Figure 3.3
Results from the Optimal Reminder Task: Metacognitive Measures

Younger Group


Older Group




Note. Data from the younger group are shown on the left, and data from the older group are shown on the right.
Upper row: predicted accuracy versus actual accuracy in the forced internal and forced external (predicted accuracy: Light Blue; actual accuracy: Dark Blue) conditions. Error bars represent within-subject confidence intervals do not overlap with each other, which means $p<.05$.
Lower row: The relationship between the reminder bias and metacognitive bias about unaided memory is revealed. While the reminder bias was correlated with the metacognitive error in the younger group, it was not observed in the older group.

### 3.4 Discussion

This study was designed to investigate how ageing influences decisions about the use of offloading strategies for delayed intentions. In particular, we aimed to examine how optimal older adults are in a paradigm where they need to balance the
cost against the benefit of using reminders. Results supported previous laboratory studies (Henry et al., 2004; Uttl, 2008) that have shown an age-related decline in PM task performance. Consequently, it was optimal in our task for older adults to use more reminders than younger. We found that older participants did indeed set numerically more reminders than the younger group. However, whereas younger adults had a pro-reminder bias relative to the optimal strategy, replicating previous results (Ball et al., 2021; Engeler \& Gilbert, 2020; Gilbert et al., 2020; Kirk et al., 2021), this bias was significantly reduced in the older group, whose reminder-setting behaviour did not differ significantly from the optimal strategy. Therefore, we found opposite results depending on whether one considers $A$ ) the absolute number of reminders (increased in older adults), or B) the pro-reminder bias relative to the optimal strategy (decreased in older adults). This shows that even in a situation where older adults make greater use of environmental cognitive support, they may nevertheless show a reduced preference for such support in comparison with younger adults. Consistent with this finding, Henry and colleagues (2012) and Scarampi and Gilbert (2021) found that older adults do not necessarily compensate for impaired memory performance when a reminder-setting strategy is available.

A second aim of this study was to explore younger and older adults' metacognitive judgements about their performance. Younger participants were particularly underconfident about their ability to perform the task with internal memory, and only slightly underconfident about their accuracy with external reminders. This means that they overestimated the benefit of reminders: the predicted difference between accuracy with versus without reminders was greater than the actual difference. This pattern was reversed in older adults, who were particularly underconfident in their ability with reminders but only slightly
underconfident in their ability with internal memory. Therefore, older adults underestimated the benefit of external reminders. This contrasting pattern between the two groups, with younger adults overestimating and older adults underestimating the benefit of reminders, could potentially account for the shift in behavioural strategies, with only the younger participants showing a pro-reminder bias. Consistent with this metacognitive account of offloading strategies, we found that individual differences, younger adults' metacognitive under- or over-confidence. were significantly correlated with their pro- or anti-reminder bias, replicating an effect seen in previous studies (Ball et al., 2021; Gilbert et al., 2020; Kirk et al., 2021). This correlation was nonsignificant in the older group. Potentially, this could reflect reduced metacognitive control in this group, i.e., the ability to translate metacognitive judgements into strategic reminder-setting decisions. However, the nonsignificant trend in the older group was in the same direction as the younger group, and the two correlations were not significantly different from each other, so it is not possible to draw strong conclusions from this.

While younger adults were highly underconfident about their unaided memory ability, older adults were better calibrated. This upward age-related shift in confidence, relative to actual performance, is consistent with other studies demonstrating increased overconfidence in older participants (Bruce et al., 1982; Cauvin et al., 2019; Connor et al., 1997; Scarampi \& Gilbert, 2021; Soderstrom et al., 2012). The upward shift could potentially be explained by a failure to update metacognitive beliefs in line with an age-related decline in cognitive ability (cf. Knight et al., 2005 for a related phenomenon in the context of brain injury; Souchay, 2007 in the context of dementia). This could explain the failure of older adults to fully compensate for impaired memory for intentions when a reminder-setting strategy is
permitted (Scarampi \& Gilbert, 2021). Consistent with this, in a study of PM in real life, Herzog et al. (2019) found that older people usually expected themselves to remember important PM tasks, relying highly on unaided memory, and did not view external strategies as a compensatory aid for memory decline. The practical implication of these findings is that cognitive offloading strategies could be optimised by designing metacognitive interventions that improve individuals' awareness of their true level of cognitive ability. This could particularly apply to older adults, who may otherwise fail to accumulate sufficient feedback to regulate their metacognitive beliefs (Touron \& Hertzog, 2014). It could also be particularly relevant to the domain of delayed intentions, where individuals decide whether or not to offload intentions some time before the intended behaviour. This can lead to a long lag between the time at which a strategy is implemented and the time at which an individual can detect whether or not the strategy was effective. As a result of this long-time lag, feedback from task performance may fail to reliably update the metacognitive knowledge used for strategy selection.

Although older adults underestimated the benefit of reminders in this study, their offloading decisions were congruent with the optimal strategy. This pattern of results may appear somewhat surprising. If individuals selected offloading strategies based only on their metacognitive judgements, which underestimated the benefit of reminders, an anti-reminder bias would be predicted. Seeing as no such antireminder bias was observed, this suggests that one or more additional factors, other than metacognitive judgements, contributed to strategic offloading decisions. One potential factor that has been highlighted (Gilbert et al., 2022) is that individuals may prefer external reminders as a way of avoiding the cognitive effort associated with internal memory. Consistent with this, Sachdeva and Gilbert (2020) found that the
pro-reminder bias was reduced when participants had a financial incentive to behave optimally, which was hypothesised to increase participants' willingness to expend cognitive effort on the task.

While the present results are consistent with the view that older adults also choose to use external reminders as a means of avoiding cognitive effort, this tendency might be reduced if the act of setting reminders is itself seen as effortful. This possibility is congruent with previous research (Hertzog et al., 2012; Lineweaver et al., 2018) showing that older people choose strategies according to both their perceived difficulty and effectiveness, while younger people tend to consider effectiveness predominantly. Similarly, Hertzog et al. (2017) suggested that older people tended to use rote repetition rather than switching to more effective strategies due to the cognitive effort involved in switching strategies. Although intention offloading decreases cognitive effort as a result of removing the requirement to maintain an internal representation of intended behaviour, older people may consider the additional reminder-setting behaviour to be more effortful, for example due to the requirement to switch away from the ongoing task to physically set a reminder. Future research could investigate this factor by explicitly manipulating the effort associated with reminder-setting.

### 3.4.1 Limitations of this study

We note three main limitations of this study that could be addressed in future research. First, it is unclear to what extent the differences we observed between younger and older participants could reflect motivational effects, which could derive from differing reasons for taking part in the research to begin with (Ryan \& Campbell, 2021). While we equalised the incentive structure of the task by using an explicit
point system which determined participants' payment at the end of the experiment, the effect of this could have differed between younger and older participants. Previous research has shown that financial reward can improve younger adults' performance significantly (Aberle et al., 2010; Honeywell et al., 1997; Shah et al., 1998; Shum, 2004), however the effect on older people is less clear (Birkhill \& Schaie, 1975; Strayer \& Kramer, 1994; Touron et al., 2007). Therefore, it would be useful to investigate how far the effects reported here generalise across different tasks with a variety of incentive structures.

Second, our older participants were relatively well-educated (mean: 16 years), so the results may not generalise to the older population as a whole. The older participants in this study may potentially have chosen unaided memory because they were confident of their memory abilities or believed that staying mentally active helped to prevent cognitive decline. It would be helpful to investigate whether similar results hold across different levels of education and/or beliefs about the benefits of mental activity.

Finally, it is unclear how far age differences in cognitive offloading strategies are A) domain general, B) relate to specific aspects of cognition such as PM (e.g., due to age-differences in the prospective and/or retrospective components of PM ), or C ) are even more fine grained than that. For example, results could potentially differ depending on whether reminder-setting is performed via a digital device or a more traditional approach such as written notes. Several studies propose that older people tend to avoid modern technology (Chen \& Chan, 2014; Oostrom et al., 2013). Therefore, the impact of attitudes towards technology, and the specific mechanism of intention offloading, could potentially play an important role in the age differences
reported here, however this is ultimately an empirical question.

### 3.5 Conclusion

We report four main findings in the present study. First, older adults were significantly less likely than younger adults to remember delayed intentions when they used internal memory. Second, when they were given the option to set external reminders, older adults did so more often. Third, the age-related decline in memory performance was substantially reduced, but not eliminated, when reminders were used (see also Scarampi \& Gilbert, 2021 for a similar result). The main novelty of this study was that we used a method that distinguishes whether increased remindersetting in older adults reflects A) an adaptive response to impaired unaided ability, versus $B$ ) a change in individuals' preference towards using internal memory versus external cognitive tools. Despite older adults' increased use of reminders overall, their bias towards reminders relative to the optimal strategy was reduced. Therefore, the increased use of reminders in older adults was attributable to their greater need for external memory support, rather than an increased pro-reminder bias. In contrast to the view that ageing is characterised by an increased preference for environmental cognitive support (Lindenberger \& Mayr, 2013), our results show that in some situations older adults have a reduced preference for external cognitive support when one takes into account their level of performance when such support is not available. These results may be attributable to age-related change in metacognitive evaluations. Therefore, we suggest that metacognitive interventions could be an effective means for optimising individuals' use of cognitive tools, across the lifespan.

# Experiment 3: Effects of Delay Length and Metacognition on Strategic Reminder Setting in Time-based Prospective Memory 

### 4.1 Introduction

Experiment 1 and 2 investigated whether metacognitive advice and aging processes are key factors in offloading intentions in event-based PM tasks. In Experiment 3, we evaluated two possible factors which influence intention offloading in a time-based PM task. To perform a time-based task, people have to fulfill an intention at a designated time or after a particular duration. For example, if you decide to make a cake, and put it into an oven, you need to remember when to take it out. Given that there is no event associated with the intended action, the retrieval processes of time-based intention might be different from event-based tasks, and depend more on implicit cues and self-initiated thoughts (Einstein \& McDaniel, 1990; Kvavilashvili \& Fisher, 2007).

In daily life, people may rely on time-monitoring to determine when to fulfil an intended action, or use external aids such as setting an alarm to complete tasks successfully. Using reminders means people would not be required to monitor time while waiting for a specific time, and focus more on the ongoing work (e.g. doing housework while waiting the cake to bake). In other words, setting reminders could free up the cognitive resources until the time people need to retrieve and fulfil intentions, which helps people to execute both ongoing and PM tasks more efficiently. Explicit reminders or cues could not only improve the performance on the
time-based PM tasks, but also the performance on the ongoing tasks (Cook et al., 2007). Despite these benefits, people do not always set reminders for everyday timebased PM tasks. Factors impacting whether people set reminders in a time-based PM task have seldom been investigated. In the current study, we investigated two timerelated factors: delay length and time-monitoring behaviour. It is straightforward to consider the effect of delay length on intention offloading in a time-based PM task. For example, people might set an alarm when food needs to be taken out of an oven after one hour, but not when it takes only five minutes. Next, we evaluated intention offloading with attention to differences in time-monitoring behaviour associated with the visibility of the clock. Harris and Wilkins (1982) proposed the test-wait-testexit model suggesting people would repeatedly check whether it is the appropriate time to fulfill the intention. If it is not, they will wait until checking (i.e. timemonitoring) again. In the end, people perform the delayed intention when the designated time is reached.

Before considering whether the two factors would influence intention offloading in a time-based PM task, a related question would emerge: would the extent to which people fulfill delay intentions be influenced by delay length and time monitoring? First, while abundant evidence from the research of retrospective memory (Brown, 1958; Peterson \& Peterson, 1959) suggests memory performance declines due to a longer delay, very few studies have evaluated PM decay over time. In a study of Einstein et al. (2003), participants were instructed to execute ongoing tasks, and also required to press a specific key when seeing a red screen, but they should do it after the current task was finished. The tasks lasted for different periods (i.e. $5 s, 15 s$ and $40 s$ ). There was no significant performance difference across the three delay lengths, which suggested no significant PM decline over the short
interval (i.e. 40s). However, seeing as the shift in different tasks served as a cue for the intended action, the paradigm should be defined as an event-based PM task. Moreover, given the PM responses were scored as correct ones whenever participant pressed the key within the one-minute execution period, the PM accuracy was defined loosely. Conte and Mcbride (2018) required participants to perform a PM task with different delays (i.e. 1, 3 or 6 mins). Half the participants completed an event-based PM task, and the other half completed a time-based PM task. While the longer delays decreased the performance on the event-based PM task, no significant effect of the delay length on the performance was found on the time-based task. Further studies are needed to clarify whether PM declines over time on a time-based PM task.

Second, considerable time-based PM literature (Einstein et al., 1995; Harris \& Wilkins, 1982; Henry et al., 2004; Mäntylä et al., 2009; Maylor, 1990) has suggested that time-monitoring behaviour could be an important predictor to PM performance. In order to evaluate the effect of time-monitoring on PM performance, an experiment manipulation to display persistently or hide the clock could be used. A clock displayed persistently acts as an external cue to induce the retrieval of PM target, which reduces cognitive load of PM tasks. In addition, people can check the time without spending additional cognitive or physical effort. In contrast, when the clock is out of sight, participant need to sustain a memory representation of monitoring time, and self-initiated the clock-checks (Harris \& Wilkins, 1982; Mioni et al., 2020; Mioni \& Stablum, 2014). Moreover, people have to inhibit an ongoing activity and switch their attention to the time-monitoring behaviour (Harris \& Wilkins, 1982; Mioni et al., 2020; Mioni \& Stablum, 2014). Given the PM task with a hidden clock is more demanding for cognitive effort, prior studies have revealed the

PM performance is worse than when the clock is constantly displayed (Aberle et al., 2010; Mioni et al., 2020).

On the other hand, delay length and time monitoring could influence the decision about intention offloading regardless of the extent to which the factors contribute to the performance. One possibility is the use of reminders is predicted by the metacognitive judgment in PM abilities. Previous PM research (Gilbert, 2015a, 2015b; Gilbert et al., 2020) and prior two experiments (i.e. Experiment 1\&2) have demonstrated people's metacognitive judgment of the memory performance contributes to the decision about setting reminders in event-based tasks. If the metacognitive judgment varies with the lengths of the delays or the time monitoring behaviour, the view anticipates people change the reminder usage accordingly. For example, people might be more inclined to set reminders in the PM task with a longer delay seeing as they believe the task with a longer delay is more difficult

In order to investigate the issues outlined above, we designed two experiments. In the first experiment (i.e. Experiment 3a), participants fulfilled the time-based PM intentions after different lengths of short delays (10s, 20s, and 30s). In half of the trials, participant performed the unaided task while in the other half, they were permitted to set reminders. Before and after the experiment, participants provided a subjective rating of how well they expected they would perform or they thought they performed. The metacognitive judgements were given separately for different delay lengths. This allowed participants' reminder setting to be related to objective performance measures and metacognitive judgements separately for different delay lengths.

The aim of the second experiment (i.e. Experiment 3b), was to evaluate the
relationship between reminder usage and time-monitoring behaviour. Timemonitoring was manipulated by utilising clock reavealability as a between-subject factor. Participants were divided into two groups, hidden-clock and persistent-on. The hidden-clock group had to press a specific button to check the time while a clock was in the constant view of participants in the persistent-on group.

In the current study, we developed a time-based PM task allowing us to evaluate the effect of delay length and time-monitoring behaviour on reminder usage. We would assess these questions: 1) Do individuals offload intentions more often when the delay of fulfilling intentions is longer? 2) Do individuals offload intentions more often when time-monitoring is more cognitively demanding? 3) If the effects on intention offloading do be shown, to what extent can they be attributed to metacognitive factors? Before data collection, we pre-registered our hypotheses, experimental procedure and analysis plan for Experiment 3a (https://osf.io/snf8p/), and Experiment 3b (https://osf.io/jp462/).

### 4.2 Experiment 3a

### 4.2.1 Method

The design of this experiment was a $3 \times 2$ factorial in which the delay lengths (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ) and the offload conditions (unaided and reminder) were varied within subjects. In all conditions, participants performed the on-going task, 2-back version of the N-back working memory paradigm. In this task, stimuli were letters of the alphabet. One letter at a time was presented at the middle of the screen. Participants responded to each stimulus by pressing the $X$ key for targets ( $20 \%$ of trials) which were letters identical to the one presented 2 trials back, or by pressing
the Z key for non-targets.

A digital clock was displayed above the letters, and started running when participants began the 2-back task (see Figure 4.1). Participants were told that during the ongoing task, they would be shown the instruction of the PM task. For example, a message, "Hit the spacebar at $0: 40$ ", was presented on the screen. The clock showed the current time was $0: 30$ so participants should keep going with the 2 -back task. When the clock reached the designated time, 0:40, they then pressed the spacebar. In other words, the length of the delay was 10 seconds in the PM task. The response was counted as correct when participants pressed the spacebar during the window of two seconds (e.g. 0:38 to 0:42).In order to reduce the chance of ceiling performance on the PM task, the instructions before the experimental trials emphasised the importance of the 2-back task. We also encouraged participants to attend to the 2-bask task by giving them an additional bonus. Participants were told they got one point for each correct response in the 2-back task. If their scores were in the top half, they would receive an extra $£ 1$.

There were 6 blocks in the experiment, three blocks of the unaided condition and three blocks of the reminder condition. In the unaided condition, participants depended on their own memory to perform the PM task while in the reminder condition, they could set reminders by clicking a button which shows "remind me". This means the clock would flash to remind them during the four-second PM response window. It was completely up to the participants whether to use the button or not. The blocks of the two conditions (unaided and reminder) alternated, and the order of the two conditions counterbalanced across the participants. Each block included 12 time-based PM intentions in total. Following each designated PM
response time, there was a 10 s delay until the next instruction was presented.

Participants completed four PM intentions for each delay length (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ), and the order of the three delay lengths was determined randomly. Each block lasted a total of 365 seconds.

## Figure 4.1

A schematic illustration of the PM task with a 20 s delay in the unaided and reminder conditions.


Note. A digital clock above the letters starts running when the participants begin a block. The participants are instructed to perform the 2-back task, and then the screen shows the instruction of a PM task.
(A) The unaided condition: The participants should keep performing the 2-back task. When the clock reaches the designated time, 0:20, they should remember to push the spacebar.
(B) The reminder condition: After the instruction of the PM task is shown, the participants could choose to click the button which shows "remind me". They should keep going with the 2-back task. The clock will flash to remind the participants when it is nearly the designated time.

### 4.2.2 Procedure

Participants first had a short practice session of the 2-back task and the PM task.

For each delay length (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ), there was 3 practice trials of the PM task. They would be required to repeat the block if there was no correct PM response. After practice trials, they were asked to predict what percentage of PM intentions (from zero to 100) they would fulfill successfully. The predictions were made separately for each delay length (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ). Then they were told there would sometimes be a reminder button, and practiced how to use it once. The trial would be repeated if they did not set the reminder. Before beginning the experiment, participants were instructed that they were free to choose using the button or not. After the main experiment, participants were asked to report what percentage of PM tasks they thought they successfully performed, using unaided memory. The posttask confidence ratings were also made separately for each delay length. Participants received $£ 7$ payment after completing the experiment, and an extra bonus of $£ 1$ if their scores of the ongoing task were in the top half.

A demonstration of the full experiment including all instructions and practice can be viewed here: http://cognitiveoffloading.net/PT1

### 4.2.3 Participants

Participants were recruited via the Prolific website, and took part by accessing a web-link that was provided to them. The study was approved by the UCL Research Ethics Committee (1584/002), and informed consent was obtained from all participants.

A priori power analysis was conducted based on a previous event-based PM study corresponding to the main investigation of the current study, which is evaluating the relationship between the individual difference of the metacognitive
evaluation and the individual difference in the reminder usage. (Kirk et al., 2020) examined whether participants could set reminders optimally while weighing the benefits/costs of setting reminders. The significant correlation coefficient between the metacognitive bias (i.e. the difference between confidence and actual accuracy) and the reminder bias was -0.34 . This was conceptually related to our main purpose of finding the effect of the metacognitive evaluation on the reminder usage. In order to achieve $80 \%$ power to replicate the effect in the study (one-tailed, alpha $=.05$ ), a sample size of 52 was required (G*Power 3.1). If participants were excluded due to the exclusion criteria below, they were replaced until a final sample size of 52 is reached.

## Exclusion Criteria:

1. Accuracy below $70 \%$ on non-match trials of the 2-back task.
2. Accuracy below $40 \%$ on match trials of the 2 -back task.
3. Mean PM accuracy below $10 \%$.
4. Mean PM accuracy more than 2.5 absolute deviations from the median of all participants(Leys et al., 2013).
5. Mean PM confidence more than 2.5 absolute deviations from the median of all participants (Leys et al., 2013).

Eleven participants were excluded due to our pre-registered criteria (https://osf.io/snf8p/). Nine were removed due to accuracy below $70 \%$ on non-match trials of the 2-back task. Two participants were excluded because their mean PM confidence was more than 2.5 standard deviations from the median of all participants. No participant met any of the other exclusion criteria.

### 4.2.4 Dependent Measures

A. These measures were calculated separately for each offload condition (unaided/reminder) as well as each delay length (10 s/20 s/30 s).
i , PM accuracy (PA): The mean proportion of PM trials where the spacebar was pressed within the 2 -second instructed response window.
ii , PM accuracy without the repeat hits (PAW): Mean proportion of PM trials where the spacebar was pressed within the four-second response window and was not pressed prior to this. Participants occasionally experienced inadvertent forgetfulness of the instructed time and resorted to repeatedly pressing the spacebar. To account for this, this measure excluded trials where the participant repeatedly pressed the space.
iii , False hits: The mean number of times participants pressed the spacebar outside the instructed time.
iv , Missing hits: The proportion of trials where the spacebar was not pressed at all.
B. The measures were calculated separately for each delay length (10 s/20 s/30 s).
i , Reminder usage: The proportion of trials when participants set reminders by pressing the reminder button in the reminder condition.
ii , Confidence: The average of the pre-task and post-task confidence ratings about the PM accuracy in the unaided condition.
iii , Metacognitive bias: The difference between the subjective confidence and the actual accuracy (i.e. PAW).
Metacognitive bias = Confidence - PAW
C. The measures on the ongoing task were calculated separately for each offload
condition (unaided/reminder), as well as each PM target condition (no-target/ $10 \mathrm{~s} / 20 \mathrm{~s} / 30 \mathrm{~s})$. In the no-target condition, participants did not maintain a PM intention because the ongoing tasks were performed before the designated time of the next PM task was presented. Before analysing data from the ongoing task, we excluded the following trials: a) the first trial of each block, b) the trial before and after any spacebar press, c) the trial after any PM instruction, and d) any trial with RT below 150 ms or above 3000 ms .
i. Accuracy of the match trials on the 2-back task(Am): The mean target accuracy (i.e. proportion of the correct responses to the target letters) on the 2-back task
ii. Accuracy of the non-match trials on the 2-back task(An): The mean non-target accuracy (i.e. proportion of the correct responses to the non-target letters) on the 2-back task
iii. D-prime on the 2-back $\operatorname{task}\left(d^{\prime}\right)$ : The difference between the ztransforms of Am and (1-An):

$$
d^{\prime}=z(A m)-z(1-A n)
$$

iv. Reaction time of the match trials on the 2-back task( Rm ): The mean reaction time of the match trials on the 2-back task
v. Reaction time of the non-match trials on the 2-back task(Rn): The mean reaction time of the non-match trials on the 2-back task

### 4.2.5 Results

All analyses were conducted in accordance with the pre-registered plans, except where stated (https://osf.io/snf8p/ ). All data analyses were conducted using R version 4.1.2 (R Core, 2021). See Table 4.1 and Figure 4.2 for a summary of results.

First, the data of the PM performance (PA, PAW, false hits and missing hits) using unaided memory were submitted to $1 \times 3$ ANOVAs including a within-subjects variable, the delay length ( $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ). As shown in Table 4.1, the analysis revealed that the delay length had no significant effect on the PM accuracy and missing hits. However, in terms of the false hits (see Table 4.1), the longer the delay length was, the more frequently participants pressed the spacebar outside the instructed time. In line with the results of the false hits, PAW (i.e. excluding the accurate PM responses if there were false hits ahead of the responses) was reduced in the trials with a longer delay. One possible explanation is that participants who forget the instructed time periodically pressed the space bar (e.g. every 10 s ), and therefore the Ionger delay duration meant there would be more false hits and less PAW. The results suggest when participants were allowed to make multiple PM responses, there was no significant evidence that PM performance declined over time. However, if only the first response was considered, there was clear evidence for a decline in PM accuracy with longer delays.

Second, we conducted a repeated-measures ANOVA on reminder usage in the three delay conditions. The analysis suggested a significant effect of the delay length (see Table 4.1 \& Figure 4.2). Post-hoc analyses revealed that all the pairwise differences, between three delays, were significantly different (10s/20s: $t(51)=-4.65$, $p<.001 ; 10 \mathrm{~s} / 30 \mathrm{~s}: t(51)=-6.22, p<.001 ; 20 \mathrm{~s} / 30 \mathrm{~s}: t(51)=-3.56, p<.001)$. The results showed that participants set reminders more often at longer delays.

This brings us to the next point, the metacognitive judgements about PM performance. A repeated-measures ANOVA conducted on confidence (see Table 4.1 \& Figure 4.2) showed the confidence scores (averaged across the two judgements)
was significantly different between different delay lengths. Post-hoc pairwise paired t-tests revealed the differences in confidence between 30s and the other two delay lengths were significantly different, but not between 10 s and 20 s ( $10 \mathrm{~s} / 20 \mathrm{~s}$ : $t(51)$ $=1.73, p=.090 ; 10 \mathrm{~s} / 30 \mathrm{~s}: t(51)=3.92, p<.001 ; 20 \mathrm{~s} / 30 \mathrm{~s}: t(51)=4.03, p<.001)$. Moreover, the metacognitive bias (i.e. the difference between confidence and PAW) was also compared between the three delay lengths by using a repeated-measures ANOVA (see Table 4.1). The analysis and post-hoc pairwise paired t-tests showed the differences in metacognitive bias was significant between 10s and the other two delay lengths, but not between 20s and 30s (10s/20s: $t(51)=-3.5, p<.001 ; 10 s / 30 \mathrm{~s}$ : $t(51)=-3.14, p<.001 ; 20 \mathrm{~s} / 30 \mathrm{~s}: t(51)=-0.94, p=.354)$.Thus, participants were less confident of the PM performance at longer delays, but the metacognitive bias was reduced.

### 4.2.5.1 Metacognitive Judgment and Reminder Usage

To examine whether the individual differences in metacognitive judgement would influence the individual differences in reminder setting, we calculated each participant's confidence, reminder usage, unaided PM accuracy, and metacognitive bias by averaging each measure across three delay lengths. The results of one-tailed Pearson correlations showed the reminder usage was not correlated significantly with confidence, metacognitive bias and PM performance (confidence: $r(50)=-.11$, $p=.216$; metacognitive bias: $r(50)=-.08, p=.291 ;$ PM accuracy: $r(50)=-.02$, $p=.450$; PAW: $r(50)=-.03, p=.404)$. Therefore, no significant evidence was found supporting that participants who were less confident about performance used more reminders overall. Neither did participants who had worse PM performance use more reminders.

Table 4.1.
Average scores of the PM measures for each delay length and analyses of variance examining the effects of delay length on the measure scores (F-values, significance levels and partial eta-square). Standard errors of mean are shown in parentheses.

|  | Delay |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Measure | 10 s | 20 s | 30 s | F | $p$ | $\eta_{p}^{2}$ |
| PA (\%) | 86.7 | 86.4 | 85.3 | .44 | .646 | .01 |
|  | $(13.7)$ | $(14.3)$ | $(17.1)$ |  |  |  |
| PAW (\%) | 82.1 | 72.4 | 62.8 | 36.87 | $<.001^{* * *}$ | .42 |
|  | $(16.2)$ | $(17.8)$ | $(23.2)$ |  |  |  |
| False hits | 1.48 | 3.73 | 6.81 | 32.41 | $<.001^{* * *}$ | .39 |
|  | $(1.96)$ | $(3.85)$ | $(6.29)$ |  |  |  |
| Missing hits (\%) | 1.04 | .89 | .75 | 2.2 | .116 | .04 |
|  | $(1.41)$ | $(1.22)$ | $(1.2)$ |  |  |  |
| Confidence (\%) | 72 | 69.4 | 62.5 | 13.08 | $<.001^{* * *}$ | .20 |
|  | $(21.4)$ | $(18.2)$ | $(19.7)$ |  |  |  |
| Metacognitive bias | -10.1 | -3.05 | -.34 | 6.87 | $.003^{* *}$ | .12 |
| (\%) | $(20.3)$ | $(20.9)$ | $(23.3)$ |  |  |  |
| Reminder usage | 39.3 | 53.2 | 59.5 | 28.34 | $<.001^{* * *}$ | .36 |
| (\%) | $(38.5)$ | $(39.1)$ | $(38.6)$ |  |  |  |

Note: The calculation of the measures except reminder usage only includes the PM trials in the unaided condition.

Figure 4.2
Results from the PM task and ongoing task in Experiment 3a


Note.
Upper row: Error bars represent within-subject confidence intervals. The error bars do not overlap with each other, which means $\mathrm{p}<.05$.
Left: the reminder usage in the PM trials with $10 \mathrm{~s}, 20 \mathrm{~s}$, and 30 s delay.
Middle: the confidence in the PM trials with 10s, 20s, and 30s delay.
Right: the metacognitive bias in the PM trials with 10s, 20s, and 30s delay.
Middle row: Error bars represent within-subject confidence intervals (comparing the reminder and unaided conditions). The error bars do not overlap with each other, which means $p<.05$.

Left: The PM performance (i.e. PAW) as a function of Delay (10s, 20s, 30s) and Offload (unaided, reminder).

Right: the ongoing task performance (i.e. d-prime) in the PM trials as a function of Delay (10s, 20s, 30s) and Offload (unaided, reminder).

Lower row:
Left: Relationship between confidence beta (i.e. the relationship between the confidences at the three delays) and reminder beta (i.e. the relationship between the reminder usages at the three delays). Both confidence and reminder beta values were obtained by calculating a separate regression analysis for each participant. The blue line indicates linear regression for the relationship between the two variables across all individuals.

Right: Relationship between confidence (averaged across the three delays) and PM performance (averaged across the three delays). The blue line indicates linear regression for the relationship between the two variables across all individuals.

### 4.2.5.2 Modification across Three Delays

Despite no significant evidence showing participants who were generally less confident across the three delays used more reminders overall, we turned to evaluate the role of metacognitive judgment in modifying reminder usage at different delays. In the pre-registered analysis, we proposed to perform a separate regression analysis for each participant, conducting a linear regression on reminder usage with a regressor, the confidence at the three durations (averaged across the two judgements).

However, the analysis did not investigate whether the extent to which the delay length impacted metacognitive judgements predicted the effect of the delay length on reminder setting. Therefore, instead of doing this, we decided to conduct additional analyses which were not pre-registered. We first conducted a simple linear regression for each subject to evaluate how delay duration predicted the confidences (averaged across the two judgements), and another simple linear regression to evaluate how delay duration predicted reminder usage. A significant correlation ( $r$ (50) $=-.27, p=.027$ ) between the two resulting beta values was demonstrated by a
one-tailed Pearson correlation. Therefore, participants who had a steeper drop in confidence at longer delays tended to sharply increase reminder usage at longer delays.

We also evaluated the relationship between reminder usage and PM performance (i.e. PAW) across three delays. First, we conducted a simple linear regression for each subject to evaluate how delay duration predicted the PAW, and another simple linear regression to evaluate how delay duration predicted reminder usage. Then a one-tailed Pearson correlation between the two resulting beta values was conducted, which did not showed significant negative relationship $(r(50)=.26)$. Therefore, participants whose performance dropped more deeply at longer delays did not increased reminder usage more sharply at longer delays.

Next, we evaluated the relationship between confidence and PM performance (i.e. PAW) across three delays. First, we conducted a simple linear regression for each subject on PAW with a regressor, delay duration, and another simple linear regression on the confidences (averaged across the two judgements) with a regressor, delay duration. Then a one-tailed Pearson correlation between the two resulting beta values was conducted, which did not show significant negative relationship ( $r(50)=.14$ ). Therefore, participants whose performance dropped more deeply at longer delays did not have more sharply decreased confidence at longer delays.

### 4.2.5.3 PM Performance Improvement

In the next analysis, we assessed the effect of offloading intentions by comparing PM performance on both the unaided and reminder trials (see Figure 4.2 Middle Row). Specifically, repeated-measures $2 \times 3$ ANOVAs on the measures of PM
performance (i.e. PA, PAW, false hits, missing hits) with factors Offload (unaided, reminder) and Delay ( $10 \mathrm{~s}, 20 \mathrm{~s}$, and 30 s) were performed. The analysis revealed that setting reminders significantly improved the $P M$ accuracy $(F(1,51)=22.18, p<.001$, $\eta^{2}{ }_{p}=.3$ ). Further analyses showed the effect of offloading intentions was significant at 20s ( $p<.001$ ) and 30s delay ( $p<.001$ ), but not at 10s delay ( $p=.073$ ). There was also a significant interaction between Offload and Delay $(F(2,102)=3.14, p=.048$, $\left.\eta^{2}{ }_{p}=.06\right)$. As can be seen in Figure 4.2, the effect of offloading on the PM accuracy was more prominent at longer delay. Similar results were found in ANOVA analyses conducted on false hits (Offload: $F(1,51)=26.33, p<.001, \eta^{2}{ }_{p}=.34$; Delay $\times$ Offload: $\left.F(2,102)=19.54, p<.001, \eta^{2}{ }_{p}=.28\right)$ and PAW (Offload: $F(1,51)=37.11, p<001$, $\eta^{2}{ }_{p}=.42$; Delay $\times$ Offload: $\left.F(2,102)=15.71, p<.001, \eta^{2}{ }_{p}=.24\right)$. The analyses conducted on the missing hits showed the main effect of Offload also reached significant $\left(F(1,51)=7.53, p<.008, \eta^{2}=.13\right)$, but the Delay $\times$ Offload interaction was not significant $\left(F(2,102)=.11, p=.897, \eta^{2}{ }_{p}<.01\right)$. Thus, the results overall suggested offloading intentions improved PM performance. More importantly, PM performance was improved more profoundly at longer delay, which can be explained by the above finding that participants offloaded intentions more often at longer delay.

### 4.2.5.4 Ongoing Task Performance

Finally, we investigated whether the performance of the ongoing task differed among the three delay lengths, and was affected by reminder usage (see Figure 4.2 Middle Row). A repeated-measures ANOVA analysing the $d^{\prime}$ measure from the 2-back task with factors, Offload (unaided, reminder) and Delay (no-target, 10s, 20s, 30s), revealed the main effects of Delay were significant $(F(3,153)=3.83, p=.001$, $\eta^{2}{ }_{p}=.07$ ). Pairwise comparison, using paired t -test showed that the mean $d^{\prime}$ (notarget: $M=2.65, S D=.76 ; 10 \mathrm{~s}: M=2.53, S D=.77 ; 20 \mathrm{~s}: M=2.63, S D=.79 ; 30 \mathrm{~s}: M$
$=2.68, S D=.77$ ) was significantly different between 10 s delay and 30s delay ( $p$ $=.004)$. Neither the Offload main effects nor the Offload $\times$ Delay interaction was significant. We also analysed the RT measure with factors, Offload (unaided, reminder), Match (match, nonmatch), and Delay (no-target, 10s, 20s, 30 s ). There were significant main effects of Delay $\left(F(3,153)=15.33, p<.001, \eta^{2}=.23\right)$ and Match $\left(F(1,51)=33.66, p<.001, \eta^{2}=.40\right)$, but the main effect of Offload was not significant $\left(F(1,51)=.39, p=.54, \eta^{2}{ }_{p}<.01\right)$. The three-way interaction was not significant( $F(2.5$, 127.28) $\left.=1.16, p=.323, \eta^{2}=.02\right)$, nor were the Offload $\times$ Match interaction $(F(1,51)$ $\left.=.73, p=.398, \eta^{2}{ }_{p}=.01\right)$, or the Offload $\times$ Delay interaction $(F(2.36,120.48)=.76, p$ $=.49, \eta^{2}{ }_{p}=.02$ ). However, the Delay $\times$ Match interaction was significant ( $F(2.03$, 103.46) $\left.=3.11, p=.048, \eta^{2}=.06\right)$. Response times were significantly shorter on the match trials compared with nonmatch trials (match: mean $=645 \mathrm{~ms}, \mathrm{SD}=150$; nonmatch: mean $=695 \mathrm{~ms}, \mathrm{SD}=141$ ). On the match trials, responses times were significantly shorter when participants were performing ongoing task only (no-target: mean $=624, S D=143 ; 10$ s: mean $=646, S D=149 ; 20$ s: mean $=659, S D=157 ; 30$ s: mean= 651, $\mathrm{SD}=151$ ). These results suggest that the $d$-prime and response time of the 2-back task were not significantly improved by offloading. In terms of delay length, the performance (i.e. $d^{\prime}$ ) of the ongoing task dropped when participants were performing at shorter delays.

### 4.2.5.5 Additional Non-preregistered Analyses

Some additional statistical analyses the pre-registration did not include were performed. First, a one-tailed one-sample t-test was conducted to assess whether metacognitive bias (averaged across the delay lengths) was less than zero. The results suggested participants were significantly underconfident of the unaided memory performance $(t(51)=-1.77, p=.042, d=-.24)$.

Second, one-tailed Pearson correlations showed confidence (averaged across delays) was correlated significantly with unaided PM performance (averaged across three delays) (PM accuracy: $r(50)=.40, p<.001$; PAW: $r(50)=.45, p<.001$, see Figure 4.2 Lower Row). Also, confidence was negatively correlated with false hits $(r(50)=-.46, p<.001)$. Accordingly, participants generally had fair metacognitive judgement about the PM performance including both the correct and false hits.

Third, some participants might stick to one strategy such as using unaided memory rather than choosing strategies adaptively. The presence of these participants in the sample might mask a relationship between confidence and reminder setting amongst those participants who did sometimes set reminders. After excluding the participants seldom setting reminders (i.e. equal or less than once), a one-tailed Pearson correlation conducted on the remainder (43/52 participants) showed a significant negative correlation between confidence and reminder usage $(r(41)=-.35, p=.010)$.

Finally, we used Imer (Kuznetsova et al., 2017) to perform a linear mixed model analysis of the relationship between metacognitive judgement and reminder usage across three delays. As fixed effects, there were variables: a) delay length (i.e. 10 s , 20 s , and 30 s ) b) confidence (averaged across the two judgements) c) PM performance (i.e. PAW) in the model. As a random effect, there were intercepts for participants. Likelihood ratio tests of the full model with the effect in question against the model without the effect in question were conducted (confidence: $\chi^{2}(1)$ $=7.05, p=.007 ;$ PM performance: $\left.\chi^{2}(1)=1.43, p=.23\right)$. The results suggested confidence predicted unique variance of reminder usage ( $\beta=-.30, S E=.12$ ).

### 4.3 Experiment 3b

### 4.3.1 Method and Procedure

The design of this experiment was a $3 \times 2 \times 2$ factorial in which the delay lengths (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ) and the reminder conditions (unaided and reminder) were varied within subjects, and the clock revealability was varied between subjects.

The overall experiment was identical to Experiment 3a except few changes. First, participants were told to press the spacebar only once for each PM task and they were told that only the first spacebar response for each PM task was counted, which discouraged participants from pressing the spacebar repetitively when they forgot the instructed time. Second, participants were randomly assigned to one of the two groups, persistent-clock and hidden-clock. The groups differed as to whether the clock was persistently displayed or hidden. For the persistent-clock group, a digital clock was displayed above the letters, which was the same as Experiment 3a. For the hidden-clock group, no clock was displayed when participants began each block. To monitor for the passage of time, participants were told to press the $M$ key at any time during the PM task. When they pressed the M key, the clock appeared above the letters for a duration of 2 seconds. In addition to the volitional time monitoring, the clock was also displayed when participants were instructed about the PM target time so they knew how long they should wait. The clock then disappeared after participants pressed the spacebar to keep going with the ongoing task. The last modified feature between Experiment 3a and Experiment 3b was that participants set reminders by clicking a button five times instead of once. The increased number of clicks helped to prevent a ceiling effect in reminder use. This also means that setting a reminder incurred a greater physical cost than checking the
hidden clock. Without this, there would be no logical reason for participants in the hidden-clock condition to ever use the clock-check mechanism rather than simply relying on a reminder. The button showed "remind me" and a number representing the remaining times participants should click.

In all other ways, the procedure matched that of Experiment 3a. A demonstration of the full experiment including all instructions and practice can be viewed here: http://cognitiveoffloading.net/PT2

### 4.3.2 Participants

Participants were recruited via the Prolific website, and took part by accessing a web-link that was provided to them. The study was approved by the UCL Research Ethics Committee (1584/002), and informed consent was obtained from all participants. The experiment took approximately one hour, and participants received a base payment, $£ 7$. In order to reduce the chance of ceiling performance on the PM task, we encouraged participants to attend to the 2-bask task by giving them an additional bonus. Participants were told they got one point for each correct response in the 2-back task. If their scores were in the top half, they received an extra $£ 1$.

In Experiment 3a, 43 out of 52 participants used reminders not less than once across the PM tasks. For these participants, the significant correlation coefficient between confidence and reminder usage was -.35. In order to achieve $80 \%$ power to replicate the effect (one-tailed, alpha=.05), a sample size of 48 would be required (G*Power 3.1) for each group (i.e. persistent-clock and hidden-clock). The total sample size for this experiment was therefore 96 participants with 48 participants in each group. If participants were excluded due to the exclusion criteria below, they
were replaced until a final sample size of 96 was reached.

Exclusion Criteria:

1. Accuracy below $70 \%$ on non-match trials of the 2-back task.
2. Accuracy below $40 \%$ on match trials of the 2-back task.
3. Mean PM accuracy below $10 \%$.
4. Mean PM accuracy more than 2.5 median absolute deviations from the median of all participants in each group (Leys et al., 2013).
5. Mean PM confidence more than 2.5 median absolute deviations from the median of all participants in each group (Leys et al., 2013).
6. Reminder usage across all PM tasks equal to zero.

A total of 139 volunteers ( 68 persistent-on, 71 hidden-clock) to reach the sample of 96 participants (48 participants in each group) were tested. 43 participants were excluded due to our pre-registered exclusion criteria (https://osf.io/snf8p/). Thirteen (1 persistent-on, 12 hidden-clock) were removed due to accuracy below $70 \%$ on non-match trials of the 2-back task. Eight (3 persistent-on, 5 hidden-clock) were removed due to accuracy below $40 \%$ on match trials of the 2-back task. Eighteen (13 persistent-on, 5 hidden-clock) were removed due to mean PM accuracy below 10\%. One participants (1 hidden-clock) were excluded because their mean PM accuracy was more than 2.5 standard deviations from the median of all participants. Three participants (3 persistent-on) were excluded because their mean PM confidence was more than 2.5 standard deviations from the median of all participants. No participant met any of the other exclusion criteria.

### 4.3.3 Dependent Measures

The dependent measures listed below were different from Experiment 3a, and everything else was the same.
A. The measure were calculated separately for each offload condition (unaided/reminder) as well as each delay length ( $10 \mathrm{~s} / 20 \mathrm{~s} / 30 \mathrm{~s}$ ).
i. PM accuracy (PA): The mean proportion of PM trials where the spacebar was pressed within the 4 -second instructed response window. In Experiment 3a, some participants pressed the spacebar repeatedly for a PM task when they forgot an instructed time, which influenced the calculation of PM accuracy. Therefore, participants were told to press the spacebar only once for each PM target, and only the first response was counted. Therefore, there was only one measure here (i.e. no PAW).
B. The measures are calculated for the clock-hidden group
i. Time-monitoring frequency: The number of clock-checking every 5second period across the delay duration (i.e. $10 \mathrm{~s}, 20 \mathrm{~s}$, and 30 s ). For example, in a trial with a 10s delay, time-monitoring frequency included two measurements: the number of clock checks was counted a) from 0 s to 5 s , and b) from 5 s to 10 s .
C. The measures are calculated for the ongoing task: Except the exclusive criteria mentioned in Experiment 3a, we excluded the trial before and after M-key press.

### 4.3.4 Results

All analyses were conducted in accordance with the pre-registered plans, except
where stated (https://osf.io/jp462/ ). All data analyses were conducted using R version 4.1.2 (R Core Team, 2021). See Table 4.2, and Figure 4.3 for a summary of results.

### 4.3.4.1 PM Performance.

To examine the performance of PM, PM accuracy were subjected to a $3 \times 2$ mixed ANOVAs that included the between-subjects variable of Clock (persistent-on, hidden-clock) and the within-subjects variable of Delay (10s, 20s, 30 s ). The analysis revealed a main effect of Delay $\left(F(2,188)=25.01, p<.001, \eta_{p}^{2}=.21\right)$. However, neither the effect of Clock nor the Delay $\times$ Clock interaction (Clock : F (1, 94) $=.03$, $p=.855, \eta^{2}{ }_{p}<.01$; Clock $\times$ Delay: $\left.F(2,188)=.74, p=.478, \eta^{2}{ }_{p}<.01\right)$ were significant. The results indicates the PM performance declined over time, but no significant effect of the clock revealability was found.

### 4.3.4.2 Reminder Usage.

A $3 \times 2$ ANOVA on the reminder usage was conducted with Delay ( $10 \mathrm{~s}, 20 \mathrm{~s}, 30$ s) as the within-subject factor and the Clock (persistent-on, hidden-clock) as the between-subject factor reveals that both the delay length and clock revealibility had a significant main effect on reminder usage (Delay : $F(1.45,136.24)=51.93, p<.001$, $\eta^{2}{ }_{p}=.36$; Clock: $\left.F(1,94)=14.15, p<.001, \eta_{p}^{2}=.13\right) .$. There was no significant Delay $\times$ Clock interaction $\left(F(1.45,136.24)=.48, p=.556, \eta^{2}{ }_{p}<.01\right)$. The results suggested people set more reminders when the delay was longer or when the clock was not always visible.

Figure 4.3
Results from the PM task and ongoing task in Experiment 3b
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Note.
(A) Error bars represent within-subject confidence intervals. The error bars do not overlap with each other, which means $\mathrm{p}<.05$.
Left: the reminder usage in the PM trials as a function of Clock group (hidden-clock, persistent-on), and Delay ( $10 \mathrm{~s}, 20 \mathrm{~s}, 30 \mathrm{~s}$ ).
Middle: the confidence in the PM trials as a function of Clock group (hidden-clock, persistent-on), and Delay (10s, 20s, 30s).
Right: the metacognitive bias in the PM trials as a function of Clock group (hidden-
clock, persistent-on), and Delay (10s, 20s, 30s).
(B) Error bars represent within-subject confidence intervals (comparing the reminder and unaided conditions). The error bars do not overlap with each other, which means $\mathrm{p}<.05$.
Left: The PM performance (i.e. PA) as a function of Clock group (hidden-clock, persistent-on), Delay (10s, 20s, 30s), and Offload (unaided, reminder).

Right: The ongoing task performance (i.e. d-prime) in the PM trials as a function of Clock group (hidden-clock, persistent-on), Delay (10s, 20s, 30s), and Offload (unaided, reminder).
(C) Relationship between confidence beta (i.e. the relationship between the confidences at the three delays) and reminder beta (i.e. the relationship between the reminder usages at the three delays). Both confidence and reminder beta values were obtained by calculating a separate regression analysis for each participant. The blue line indicates linear regression for the relationship between the two variables across all individuals.

Left: the hidden-clock group.
Right: the persistent-on group.
(D) Relationship between confidence (averaged across the three delays) and PM performance (averaged across the three delays). The blue line indicates linear regression for the relationship between the two variables across all individuals Left: the hidden-clock group.

Right: the persistent-on group

### 4.3.4.3 Metacognitive Judgement.

We first conducted a $3 \times 2$ ANOVA on confidence (averaged across the two judgements) with Delay (10 s, $20 \mathrm{~s}, 30 \mathrm{~s}$ ) as the within-subject factor and Clock (persistent-on, hidden-clock) as the between-subject factor. The analysis confirmed significant main effects of both Delay $\left(F(1.65,155.34)=42.73, p<.001, \eta^{2}{ }_{p}=.31\right)$ and Clock $\left(F(1,94)=9.18, p=.030, \eta^{2}=.09\right)$. A significant interaction Delay $\times \operatorname{Clock}(F$ $\left.(1.65,155.34)=4.25, p=.022, \eta^{2}=.04\right)$ was also found. The results suggested that, participants were significantly less confident at longer delays in both groups. However, the effect of delay on confidence was more prominent in the hidden-clock group. Then, a similar $3 \times 2$ ANOVA conducted on metacognitive bias (i.e. the
difference between confidence and PM accuracy) revealed a significant main effect of Clock ( $F\left(1,94\right.$ ) $\left.=6.69, p=.007, \eta^{2}{ }_{p}=.08\right)$. However, the main effect of Delay ( $F(2$, $\left.188)=.03, p=.974, \eta^{2}{ }_{p}<.01\right)$ and the interaction Delay $\times \operatorname{Clock}(F(2,188)=1.47$, $p=.233, \eta^{2}=.02$ ) were not significant. Thus, the hidden-clock participants were more underconfident compared with the persistent-on participants. While the hiddenclock participants were increasingly underconfident at longer delays, the effect of delay was not significant in the persistent-on group.

### 4.3.4.4 Metacognitive Judgment and Reminder Usage

After examining metacognitive judgment at different delays, we evaluated the relationship between reminder usage and metacognitive judgement by conducting a linear regression on the reminder usage score (averaged across all delays), with regressors: A) mean confidence (averaged across all judgements, and mean-centred), B) mean PM accuracy (averaged across all delays), and C) clock revealability (coded as persistent-on $=1$, hidden-clock $=-1$ ). This investigated unique variance attributable to each factor. The analyses of the beta coefficients for confidence and PM accuracy were one-tailed, based on the prediction that there should be a negative relationship between reminder use and each of the measures. Regression analyses showed that clock revealability predicted unique variance of reminder usage significantly, but confidence and PM accuracy did not (confidence: $\beta=.13, p$ $=.742$; PM accuracy: $\beta=-.05, p=.838$; clock revealability: $\beta=-13.35, p<.001$ ).

Given no unique variance attributed to confidence and PM accuracy was found, we next performed a simple linear regression on reminder usage score (averaged across all delays) with regressors: A) mean confidence (averaged across all judgements, and mean-centred), B) clock revealability (coded as persistent-on =1,
hidden-clock $=-1$ ), and $C$ ) confidence $\times$ clock revealability interaction. The onetailed analyses of beta coefficients showed only clock revealability was significant regressor (confidence: $\beta=.06, p=.617$; clock revealability: $\beta=-12.94, p<.001$ confidence $\times$ clock revealability: $\beta=-.25, p=.096)$. Additionally, for each group, one-tailed Pearson correlations revealed the correlation between confidence and reminder usage was not significant (persistent-on group: $r(46)=-.09, p=.283$; hidden-clock group: $r(46)=.22, p=.930)$. The results revealed no significant evidence supporting individuals' average metacognitive judgment predicted the decision about the offloading strategy.

Regarding the effect of metacognitive bias (i.e. the difference between confidence and PM accuracy), we repeated the above regression analyses using metacognitive bias instead of confidence, and the corresponding analyses were also one-tailed. First, a regression analysis was conducted on reminder usage (averaged across all delays) with regressors: A) metacognitive bias, B) PM accuracy, and C) clock revealability (coded as persistent-on $=1$, hidden-clock $=-1$ ). Only clock revealability significantly predicted reminder usage (metacognitive bias: $\beta=.134, p=.742 ; \mathrm{PM}$ accuracy: $\beta=.09, p=.634 ;$ clock revealability: $\beta=-13.35, p<.001)$. Next, a regression analysis was conducted on reminder usage (averaged across all delays) with regressors: A) metacognitive bias, B) clock revealability (coded as persistent-on =1, hidden-clock $=-1$ ), and C) metacognitive bias $\times$ clock revealability interaction. Only clock revealability significantly predict reminder usage(metacognitive bias: $\beta=.106, p$ $=$. 723; clock revealability: $\beta=-17.32, p<.001$; metacognitive bias $\times$ clock revealability: $\beta=-.34, p=.064)$. Finally, one-tailed Pearson correlations revealed for either group, the correlation between metacognitive bias and reminder usage was not significant (persistent-on group: $\mathrm{p}=.209$; hidden-clock: $p=.975$ ).

The overall results indicated no significant relationship between averaged metacognitive measures (judgment and bias) of each participant (averaged across three delays) and averaged reminder usage (averaged across three delays). Similarly, no significant relationship was found between averaged PM performance and averaged reminder usage.

### 4.3.4.5 Modification across Three Delays

First, we evaluated how metacognitive judgment modified reminder usage across different delays. A separate regression analysis was performed for each participant, looking at A) the relationship between the confidences (averaged across the two judgements) at the three delays, and B) the relationship between reminder usages at the three delays. For each group, a one-tailed Pearson correlation between the two resulting beta values showed a significantly negative relationship. In the hidden-clock group, participants whose confidence dropped more deeply at longer delays increased their reminder usage more sharply at longer delays $(r(46)=-.52, p$ <.001). The association was just missed significance $(r(46)=-.21, p=.077)$ in the persistent-on group.

Similar analyses were performed for each participant on A) the relationship between the reminder usage at the three delays, and $B$ ) the relationship between PAs at the three delays. For each group, a one-tailed Pearson correlation between the two resulting beta values was conducted, which showed no significantly negative relationship (persistent-on group: $p=.896$; hidden-clock group: $p=.063$ ). Therefore, participants who sharply increased reminder usage at longer delays did not showed deeply falling performance at longer delays.

Then, the analyses were likewise performed for each participant on A) the
relationship between the confidences (averaged across the two judgements) at the three delays, and B) the relationship between PAWs at the three delays. For each group, a one-tailed Pearson correlation between the two resulting beta values was conducted, which showed no significantly negative relationship (persistent-on group: $p=.367$; hidden-clock group: $p=.722$ ). Therefore, participants whose performance dropped more deeply at longer delays did not have sharply decreased confidence at longer delays.

### 4.3.4.6 PM Performance Improvement

In the next analysis, we assessed the effect of offloading by comparing PM performance on both the unaided and reminder trials (See Figure 4.3 Middle Row). Specifically, repeated-measures $2 \times 3 \times 2$ ANOVAs on the measures of PM performance (i.e. PA, false hits, missing hits) were performed with within-subject factors Offload (unaided, reminder) and Delay (10s, 20s, and 30s) as well as with a between-subject factor Clock (persistent-on, hidden-clock). The analysis revealed that the main effect of Offload and Delay were significant (Offload: $F(1,94)=99.76, p$ $<.001, \eta^{2}{ }_{p}=0.52$; Delay: $\left.F(1.7,159.82)=24.1, p<.001, \eta_{p}^{2}=0.2\right)$. However, the main effect of Clock was not significant. There was also a significant interaction between Offload and Delay $\left(F(2,102)=3.14, p<.001, \eta^{2} p=.06\right)$. As can be seen in Figure 4.3, the effect of offloading on the PM accuracy was more prominent at longer delay in both groups. The other interactions were not significant (Clock $\times$ Offload: $F(1,94)$ $=3.03, p=.08, \eta^{2}{ }_{p}=.03$; Delay $\times$ Clock: $F(1.7,159.82)=.19, p=.79, \eta^{2}{ }_{p}=.002$; Delay $\times$ Clock $\times$ Offload: $\left.F(2,188)=1.06, p=.35, \eta_{p}^{2}=.01\right)$. Further analyses showed the Clock $\times$ Offload interaction was significant at 30s $(F(1,94)=4.22, p=.043)$. Similar ANOVA analyses conducted on false hits and missing hits showed the main effect of Offload was significant (false hits: $F(1,94)=7.32, p=.008, \eta^{2}{ }_{p}=.07$; missing hits: $F(1,94)=$
$\left.31.6, p<.001, \eta^{2}{ }_{p}=.25\right)$. Thus, the results overall demonstrated the effect of intention offloading, and PM performance was improved more profoundly at longer delays, which is congruent with the findings of Experiment 3a. Moreover, the hiddenclock group showed more prominent reminder effect on PM performance than the persistent-on group, but only at longer delays.

### 4.3.4.7 Ongoing Task Performance

Finally, we investigated whether the performance of the ongoing task differed among the three delay lengths, and was affected by reminder usage in the two groups (see Figure 4.3 The second row). A repeated-measures ANOVA analysing the d' measure from the 2-back task with within-subject factors, Offload (unaided, reminder) and Delay (no-target, 10s, 20s, 30s), as well as a between-subject factor, Clock (persistent-on, hidden-clock) revealed the main effects of Clock, Delay and Offload were all significant (Clock: $F(1,94)=15.29, p<.001, \eta^{2}=.14$; Delay: $F$ $(2.53,238.02)=28.61, p<.001, \eta^{2}{ }_{p}=.23$; Offload: $F(1,94)=58.66, p<.001, \eta^{2}{ }_{p}$ $=.38)$. All the interactions were significant (Clock $\times$ Delay: $F(2.53,238.02)=18.37, p$ $<.001, \eta^{2}{ }_{p}=.16$; Clock $\times$ Offload: $F(1,94)=56.67, p<.001, \eta^{2}{ }_{p}=.38$; Delay $\times$ Offload: $F(2.09,196.15)=14.04, p<.001, \eta^{2}{ }_{p}=.13 ;$ Clock $\times$ Offload $\times$ Delay: $F(2.09,196.15)$ $=4.64, p=.010, \eta^{2}{ }_{\mathrm{p}}=.047$ ). Post-hoc analyses showed the main effects of Delay and Offload were significant in the hidden-clock group (Delay: $F(2.37,111)=38.4, p$ $<.001, \eta^{2}{ }_{p}=.07$; Offload: $\left.F(1,47)=68.4, p<.001, \eta^{2}{ }_{p}=.2\right)$, but not in the persistenton group (Delay: $F(2.41,113)=2.27, p=.09, \eta^{2}{ }_{p}=.003$; Offload: $F(1,47)=.03, p$ $\left.=.87, \eta^{2}<.01\right)$. The Delay $\times$ Offload interaction was significant only in the hiddenclock group (hidden-clock: $F(1.98,93)=12.9, p<.001, \eta^{2}{ }_{p}=.026$; persistent-on: $F$ $\left.(2.28,107)=1.96, p=.139, \eta^{2}{ }_{p}<.01\right)$. Thus, participants in the hidden-clock group had worse performance (i.e. d-prime) than the persistent-on group. The $d^{\prime}$ of the
hidden-clock group was significantly improved when they could use reminders, and the improvement was greater at longer delays. However, in the persistent-on group, neither offloading nor delay length had a significant effect on the d-prime of the 2back task.

We also analysed the RT measure with within-subject factors, Offload (unaided, reminder), Match (match, nonmatch), and Delay (no-target, 10s, 20s, 30s), as well as a between-subject factor, Clock (persistent-on, hidden-clock). There were significant main effects of Delay $\left(F(2.73,256.53)=13.04, p<.001, \eta^{2}{ }_{p}=.12\right)$ and Match $(F(1,94)$ $\left.=19.53, p<.001, \eta^{2}{ }_{p}=.17\right)$, but the main effects of Offload and Clock were not significant (Offload: $F(1,94)=.25, p=.621, \eta^{2}{ }_{p}<.01$; Clock: $F(1,94)=.021, p=.886$, $\left.\eta^{2}{ }_{p}<.01\right)$. The Delay $\times$ Clock interaction was significant $(F(2.73,256.53)=3.09, p$ $=.032, \eta^{2}{ }_{p}=.03$ ). None of the other interactions were significant (Clock $\times$ Offload: $F$ $(1,94)=3.48, p=.065, \eta^{2}{ }_{p}=.04$; Clock $\times$ Match: $F(1,94)=.02, p=.903, \eta^{2}{ }_{p}<.01$; Delay $\times$ Offload interaction $\left(F(2.56,240.79)=2.05, p=.117, \eta^{2}{ }_{p}=.02\right)$; Offload $\times$ Match interaction $\left(F(1,94)=.73, p=.974, \eta^{2}{ }_{p}<.01\right)$, Delay $\times$ Match interaction $(F$ $\left.(2.64,247.71)=1.973, p=.127, \eta^{2}{ }_{p}=.02\right)$. Response times were significantly shorter on the match trials compared with nonmatch trials (hidden-clock: match: $M=660 \mathrm{~ms}$, $S D=222$; nonmatch: $M=702 \mathrm{~ms}, S D=197$; persistent-on: match: $M=656 \mathrm{~ms}, S D=$ 199; nonmatch: $M=696 \mathrm{~ms}, S D=161$ ). In the persistent-on group, participants having no PM target responded to the ongoing task more quickly (no-target: $M=$ $659, S D=177 ; 10 \mathrm{~s}: M=671, S D=186 ; 20 \mathrm{~s}: M=683, S D=184 ; 30 \mathrm{~s}: M=690, S D=181$ ) while no such difference was noted in the hidden-clock group. In conclusion, participants in both groups did not respond more rapidly to the 2-back task when they could set reminders in the PM task. The response time was shorter in the target trials compared with the non-target trials of 2-back task.

## Table 4.2

Average scores of the PM measures for each delay length and analyses of variance examining the effects of Clock, Delay and the interaction on the measure scores (F-values, significance levels and partial eta-square). Standard errors of mean are shown in parentheses.

| Measure | Hidden-clock group |  |  | Persistent-on group |  |  | Clock |  | Delay |  | Clock $\times$ Delay |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Delay |  |  | Delay |  |  |  |  |  |  |  |  |
|  | 10s | 20s | 30s | 10s | 20s | 30s | F | $\eta^{2}{ }_{p}$ | F | $\eta^{2}{ }_{p}$ | F | $\eta^{2}{ }_{p}$ |
| PA (\%) | $\begin{gathered} 85.6 \\ (12.5) \end{gathered}$ | $\begin{gathered} 76.0 \\ (18.6) \end{gathered}$ | $\begin{gathered} 70.0 \\ (23.0) \end{gathered}$ | $\begin{gathered} 84.5 \\ (16.3) \end{gathered}$ | $\begin{gathered} 75.5 \\ (19.3) \end{gathered}$ | $\begin{gathered} 73.3 \\ (21.9) \end{gathered}$ | . 03 | < . 01 | $\begin{gathered} 25.01 \\ * * * \end{gathered}$ | . 21 | . 74 | <. 01 |
| False hits | $\begin{gathered} 1.69 \\ (2.23) \end{gathered}$ | $\begin{gathered} 3.75 \\ (4.90) \end{gathered}$ | $\begin{gathered} 4.96 \\ (5.68) \end{gathered}$ | $\begin{gathered} 3.52 \\ (17.7) \end{gathered}$ | $\begin{gathered} 2.54 \\ (3.33) \end{gathered}$ | $\begin{gathered} 10.2 \\ (40.4) \end{gathered}$ | . 56 | < . 01 | 1.55 | . 02 | . 54 | < . 01 |
| Missing hits (\%) | $\begin{gathered} .42 \\ (.71) \end{gathered}$ | $\begin{gathered} .6 \\ (.87) \end{gathered}$ | $\begin{gathered} .58 \\ (.92) \end{gathered}$ | $\begin{gathered} .92 \\ (1.11) \end{gathered}$ | $\begin{gathered} 1.17 \\ (1.53) \end{gathered}$ | $\begin{gathered} .96 \\ (1.43) \end{gathered}$ | $7.66$ | . 08 | 1.35 | . 01 | . 26 | <. 01 |
| Confidence (\%) | $\begin{gathered} 69.8 \\ (18.7) \end{gathered}$ | $\begin{gathered} 56.5 \\ (21.8) \end{gathered}$ | $\begin{gathered} 52.7 \\ (24.7) \end{gathered}$ | $\begin{gathered} 75.9 \\ (16.9) \end{gathered}$ | $\begin{gathered} 71 \\ (15.5) \end{gathered}$ | $\begin{gathered} 65.4 \\ (20.6) \end{gathered}$ | $\begin{gathered} 9.18 \\ * * \end{gathered}$ | . 09 | $\begin{gathered} 42.73 \\ * * * \end{gathered}$ | . 31 | $4.25$ | . 04 |
| Metacognitive bias (\%) | $\begin{aligned} & -15.8 \\ & (20.6) \end{aligned}$ | $\begin{aligned} & -19.5 \\ & (22.2) \end{aligned}$ | $\begin{gathered} -17.3 \\ (26.1) \end{gathered}$ | $\begin{gathered} -8.63 \\ (21.1) \end{gathered}$ | $\begin{aligned} & -4.48 \\ & (21.4) \end{aligned}$ | $\begin{aligned} & -7.83 \\ & (25.6) \end{aligned}$ | $7.69$ | . 08 | . 03 | $<.01$ | 1.47 | . 02 |
| Reminder usage (\%) | $\begin{gathered} 65.6 \\ (40.3) \end{gathered}$ | $\begin{gathered} 80.9 \\ (30.8) \end{gathered}$ | $\begin{gathered} 87.7 \\ (22.8) \end{gathered}$ | $\begin{gathered} 38 \\ (41.3) \end{gathered}$ | $\begin{gathered} 58 \\ (37.3) \end{gathered}$ | $\begin{gathered} 62.5 \\ (37.1) \end{gathered}$ | $14.15$ | . 13 | $\begin{gathered} 51.93 \\ * * * \end{gathered}$ | . 36 | . 48 | <. 01 |

Note: The calculation of the measures except reminder usage only includes the PM trials in the unaided conditio

Figure 4.4
Mean number of clock checks prior to the designated time of the PM task in the hidden-clock group
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Note.
PM10 (i.e. PM trials with a 10s delay): The number of clock checks averaged across subjects was counted in two interval, interval 1 (from 0s to 5s), and interval 2 (from $5 s$ to $10 s$ ).

PM20 (i.e. PM trials with a 20s delay): The number of clock checks was counted in four intervals, interval 1 (from 0s to 5s), interval 2 (from 5 s to 10s), interval 3 (from 10 s to 15 s ), and interval 4 (from 15 s to 20 s ).

PM30 (i.e. PM trials with a 30s delay): The number of clock checks was counted in six intervals, interval 1 (from 0 s to 5 s), interval 2 (from 5 s to 10 s), interval 3 (from 10 s to 15s), interval 4 (from 15s to 20s), interval 5 (from 20s to 25s), and interval 6 (from 25 s to 30 s ).

Error bars represent between-subject standard deviation.
A. offload: the PM trials where participants were allowed to set reminders
B. no offload: the PM trials where participants were forced to use unaided memory

### 4.3.4.8 Additional, Non-preregistered Analyses

This section reports some exploratory tests conducted in addition to the preregistered ones described above. First, we conducted a one-tailed one-sample t-test on the metacognitive bias (averaged across the delay lengths). The results showed in both groups, participants were significantly underconfident of the unaided memory performance (persistent-on: $t(47)=-6.98, p<.001$; hidden-clock: $t(47)=-17.53, p$ <.001).

Second, we conducted a one-tailed Pearson correlation showing confidence (averaged across delays) was correlated with unaided PM accuracy (averaged across delays) significantly in both persistent-on $(r(46)=.34, p=.019)$ and hidden-clock groups $(r(46)=.45, p=.001)$. Therefore, participants generally had reasonable, but not entirely precise, insight about how well they performed in the time-based PM task. This might raise a question about the contradicting results since the prior result showed participants were significantly underconfident of unaided memory performance. However, although people might generally underestimate their unaided memory performance, those who has worse unaided memory performance would exhibit lower confidence in their memory ability.

Third, we used Imer (Kuznetsova et al., 2017) to perform a linear mixed analysis evaluating the relationship between metacognitive judgement and reminder usage across different delays. As fixed effects, the model had variables: a) delay length (i.e. 10,20 , and 30 s ) b) confidence (averaged across the two judgements) c) clock revealability (coded as persistent-on $=1$, hidden-clock $=-1$ ) d) PM accuracy. As random effects, there were intercepts for participants. Likelihood ratio tests were conducted to compare the full model with the effect in question against the model without the effect in question (confidence: $\chi^{2}(1)=12.64, p<.001, \mathrm{PM}$ accuracy: $\chi^{2}(1)$ $=.16, p=.69$, clock revealability: $\left.\chi^{2}(1)=8.98, p=.003\right)$. The results suggested confidence and clock revealability contributed to unique variance of reminder usage (confidence: $\beta=-.35, S E=.09$, clock revealability: $\beta=-10.65, S E=3.50$ ).

Finally, as shown in Figure 4.4, the number of time-monitoring in the time interval closest to the designated time was greatest, which meant people checked the clock most frequently before the time. We conducted a Pearson correlation and found time monitoring frequency (averaged across delays) was correlated positively with unaided PM accuracy (averaged across delays) in the hidden-clock group (r(46) $=.43, p=.002$ ). These findings were in line with the prior research (Mioni 2014, Minoni 2019) indicating the relationship between the PM performance and the frequency of time monitoring behaviour. On the other hand, the pattern of the highest frequency for the latest interval was not observed when people were allowed to set reminders. It is likely that people were waiting for the clock to flash.

### 4.4 Discussion

The current experiments investigated a relatively unexplored issue, factors
influencing intention offloading in time-based PM tasks. Seeing as time acts as an important element of time-based PM, the effect of time-related factors could be distinct in a time-based PM task. First, participant's PM performance declined at longer delays, and the performance reduction was compensated by offloading intentions more often. Critically, we found that participants modified intention offloading on the basis of their metacognitive judgements about unaided memory ability. Second, participants increased intention offloading in the PM task where the clock revealability was manipulated to increase the cognitive load. Thus, participants tended to use more reminders in a time-based PM task if: a) they believed longer delay duration predicted worse performance, b) at the higher cognitive load condition where the clock was not persistently displayed.

Participants overall were underconfident about their performance in the timebased PM tasks, possibly as a result of the challenging nature of the current PM and ongoing tasks. However, people displayed fair metacognitive judgement about their performance. This is reflected in the significant correlations between the averaged confidence (averaged across delays) and averaged PM performance (averaged across delays). Some previous event-based PM studies (Gilbert 2015b; Gilbert 2020, Experiment 1, and Experiment 2) showed there was a relationship between reminder usage and objective performance. However, the current results along with the study of Boldt and Gilbert (2019) demonstrated the notion that people's metacognitive judgment predicts the extent to which people offload intentions while their objective unaided accuracy does not. First, the linear mixed-level analysis showed confidence predicted unique variance of reminder usage. PM performance was, however, not a significant predictor. Moreover, participants who sharply increased the reminder setting at longer delays had a greater drop of confidence at longer delays, but their

PM performance did not fell more deeply at longer delays. Thus, not only individuals who were less confident of unaided memory would set more reminders, but also, for each individual, metacognitive judgment guided the extent to which intention offloading was adjusted across different delays. The effect of metacognitive judgment was present irrespective of people’s actual performance.

This suggests that metacognitive judgment may be a better predictor of reminder usage than memory performance. The study did not find a significant association between each individual's metacognitive judgements across three delays and memory performance across three delays. One possible explanation is that although people might have reasonable insight into their general memory performance in three delay conditions, they might have less aware of performance changes across different delay conditions. Further research could be conducted to evaluate this possibility.

### 4.4.1 Time Monitoring Behaviour

It has been suggested the management of clock revealability manipulates the cognitive load of the PM task. The hidden clock group considered as the group under higher cognitive load, however, did not have worse unaided PM performance. However the hidden clock group had worse performance (i.e. d-prime) on the ongoing task than the persistent-on group. Given previous research (Joly-Burra et al., 2018; R. E. Smith et al., 2012) has revealed the performance of the ongoing task was reduced when participants were given a PM instruction, and the performance reduction was considered as the costs of the PM task, it is possible that people exerted less cognitive efforts for the ongoing task to free cognitive resources for a more difficult PM task.

Regarding the main question whether clock revealability influences reminder usage, our results were in line with prior event-based PM studies (Gilbert, 2015a; Scarampi \& Gilbert, 2021) which have suggested that the higher cognitive load could lead people to set more reminders. As expected, participants in the hidden-clock group used more reminders compared with the persistent-on group. The lower confidence of the hidden-clock group compared with the persistent-on group might contribute to the increase of reminder usage. On the other hand, seeing as the linear mixed analysis showing clock revealability contributed unique variance of reminder usage, it is plausible to assume that individuals in the hidden-clock group might set more reminders if the individuals had the same confidence as the individuals in the persistent-on group. One possible explanation is people could be biased to offloading in more demanding tasks. Setting reminders not only reduces cognitive load by offloading target-related contents onto the reminders, but also requires additional cognitive or physical effort (e.g. switch attention to the reminder button or press the button). Considering both the benefits and costs, it is more likely that people rely on internal memory for easier tasks, and use more reminders when the task requires more cognitive effort.

In terms of metacognitive bias, participants overall had negative bias and the hidden group had greater underconfidence than the persistent-on group. Similar findings were noted in Scarampi and Gilbert's event-based PM study (2021) where young and older participants performing an intention-offloading task were instructed to remember 1 target in half of the trials and 3 targets in the other half. The experiment included two phases. While in one phase, participants could choose to rely on reminders, they were forced to use the internal memory in the other phase. Young participants showed a greater negative metacognitive bias when there were 3
targets (compared with 1 target). It is not clear whether the increased cognitive load of PM tasks could increase people's metacognitive bias towards underconfidence. This would not reconcile with a well-known cognitive bias, the "hard-easy effect" (Lichtenstein \& Fischhoff, 1977), which suggests people are overconfident at hard tasks and underconfident at easy ones. A possible explanation is that people might be biased to underconfident of the unaided memory ability when they are allowed to offload intentions rather than relying on the internal memory at a more difficult task. The argument provides a possible theoretical account that could be evaluated fully in the future.

### 4.4.2 Reminder Benefit

PM performance was improved significantly when participants were allowed to offload intentions. The benefit of reminders was greater at longer delays. This can be explained by the fact that participants used more reminders at longer delays. The difference in the benefit of reminders was, however, not found between the two clock groups though participants in the hidden-clock group used reminders more often. As well as the PM performance, another possible manifestation of reminder benefit is the performance of the ongoing task. No study as we know so far has examined the benefit of reminders for the ongoing task performance in a PM experimental paradigm. The current study showed the d-prime was improved by using reminders in the hidden-clock group, and the benefit was greater at longer delays. In contrast, the benefit for the d-prime was not significant in the persistenton group. No significant benefit of reminders for the reaction times was noted across all delays and groups. Thus, the intricate pattern of the reminder benefit could offer a future research avenue that the diverse measures for assessing the benefit of reminders should be developed in either laboratory or naturalistic experiments.

### 4.4.3 Limitation and Future Research

The main methodological limitation of the present study was the brief delay duration used in the paradigm. This study observed a ceiling effect in the time-based PM task, which may be attributed to this unique feature that deviated from traditional TBPM paradigm which usually employed a longer delay. Therefore, it may be challenging to compare these results to previous time-based literature. However, the use of short delays allowed for a larger number of trials, which facilitated sufficient data collection. The current study along with the findings of Einstein et al. (2003) demonstrated maintaining an intention over a short time such as less than 1 minute still required moderate cognitive resource. It was reflected in the PM performance decline which was affected by experimental manipulations such as delay length or divided attention. However, people usually need to maintain intentions for a longer time in everyday time-based PM tasks. It remains uncertain people would offload intentions likewise in everyday time-based PM tasks. A promising approach in the future is to evaluate whether people in naturalistic settings would adjust intention offloading in a time-based task on the basis of metacognitive judgment.

The current research on delayed intention and time-based PM could broaden the knowledge about the cognitive process modifying the decision about offloading intentions. Given the effect of metacognitive judgment on the reminder usage has been consistently found in the previous event-based PM literature as well as the current study, it might be plausible to indicate that training the metacognitive judgment improves the application of offloading strategies for PM tasks independently of the task type (i.e. event-based and time-based). In light of the present findings, there are two possible future avenues for the metacognition-
related intervention. First, the metacognitive training is possibly more helpful if the intervention could include not only the common conditions, but also the knowledge regarding the extent to which the optimal usage of reminders could be influenced by some factors such as delay duration, cognitive load. People might have decent metacognitive judgment about general unaided ability in a PM task, but relatively incompetent metacognitive judgment about the differences in the performance when the PM task are altered partially. Second, solely giving the metacognitive advice about PM performance might fail to manifest how individual manage the whole cognitive resource on both PM and ongoing tasks, and mislead people to set reminders suboptimally. In the present study, participants had similar PM performance irrespective of the clock revealibility, which means the metacognitive advice about PM performance would be alike. However, setting more reminders in the PM task allowed participants in the hidden-clock group to better perform the ongoing task.

Another issue raised by our results concerns the modification of intention offloading is not only triggered by metacognitive judgment, but also cognitive load. People might be biased towards offloading in a more demanding task regardless of how confident they were. In the event-based PM literature, there are some evidence showing people were biased towards offloading to avoid cognitive effort (Gilbert et al., 2020; Sachdeva \& Gilbert, 2020). A further approach could evaluate whether the extent to which people are bias towards offloading is impacted by cognitive demand of the task when the metacognitive judgment is controlled.

### 4.4.4 Conclusion

In summary, along with the prior two experiments, the current study showed that people adjust intention offloading based on metacognitive judgment regardless of event-based or time-based. Two crucial time-associated factors, delay length and time-monitoring, in a time-based PM task impact the extent to which people chose to offload. The impact could not be fully explained by metacognitive judgment so other factors such as cognitive demand should be considered.

# Experiment 4: The Neural Correlates of Cognitive offloading: Compared with Intentional Forgetting and Remembering 

### 5.1 Introduction

In Experiment 1, 2, 3, we investigate various factors influencing cognitive offloading. Following this, Experiment 4 evaluated the brain correlates following the occurrence of cognitive offloading. As discussed in Chapter 1, Storm and Stone(2015) argue that list-method directed forgetting (LMDF), and saving information could lead to pre-cue memory reduction and post-cue memory enhancement, which implies a correspondence between cognitive processes involved in the two phenomena, directed forgetting and information offloading.

Extensive literature has suggested that directed forgetting involves an active process triggering the forgetting by given instructions. The active process could interrupt mnemonic function during the encoding and retrieval phases (Johnson, 1994). During the encoding phase of the second list, prior LMDF studies found that increased activation in the prefrontal area and reduced neural synchrony was correlated with directed forgetting (Bäuml et al., 2008; Hanslmayr et al., 2012). HansImayer et al. (2012, Experiment 1), using list-method paradigm and fMRI scans, found that people in the forget trials who were cued to forget List 1 had increased brain activity in the left dorsolateral prefrontal cortex (DLPFC) and decreased DLPFChippocampal synchrony during List 2 encoding. Furthermore, the study (Experiment 2) revealed through using transcranial magnetic stimulation to stimulate the left

DLPFC during List 2 encoding that directed forgetting was enhanced and DLPFChippocampal synchrony was reduced. Manning et al. (2016) found by using pattern classifiers that forget cues affect the activation of the contextual representations of the first list to a lower extent than the remember cues, and the reduced recall proportion of the first list in forget trials was associated with this lower extent of activation. Anderson and Hulbert (2021) suggested that the reduced DLPFChippocampal synchrony during the forget condition supported the context change account of directed forgetting: the prefrontal control mechanism alters the representations of mental context and remove cues required for memory access.

On the other hand, retrieval inhibition has been proposed as a possible mechanism of directed forgetting. To investigate the inhibition process that occurs during the retrieval phase, Anderson and Green (2001) developed the think/no-think (TNT) paradigm in order to investigate how suppressing unwanted memories have been facilitated by retrieval inhibition. In the TNT paradigm, participants were first required to study cue-target pairs such as "work cat" or two pictures. Then, they were instructed to recall the target when a cue was presented in a specific colour (i.e., think trials), but suppress the retrieval of the target when a cue was in another colour (i.e., no-think trials). In the final test phase, participants recalled the target when cues were given. Through comparing the memory performance between think, and no-think trials, the TNT paradigm shows whether people engage in retrieval inhibition. Compared with the think condition, the no-think condition yielded signal change in two sets of brain regions. One set of regions, that is, right-lateralised regions, including the right prefrontal cortices, posterior middle frontal gyrus and bilateral insula (Anderson et al., 2004, 2016; Depue et al., 2007; Schmitz et al., 2017), increased their activities when participants stopped retrieving the memory. A second
set of regions decreased their activities during retrieval inhibition, including the hippocampus (Depue et al., 2007; Levy \& Anderson, 2012) along with relevant cortical and subcortical regions engaging in the processes of encoding information (Gagnepain et al., 2014; Mary et al., 2020). For example, hippocampus triggers reinstated activities in the fusiform gyrus during the retrieval of visual objects, and the propagating activity in both the hippocampus and fusiform gyrus was suppressed when people inhibited retrieving the memory (Gagnepain et al., 2014; Mary et al., 2020). Between these two sets of regions, previous connectivity analysis research has shown that there is a causal coupling, a frontal-hippocampal inhibitory control, occurring during retrieval inhibition (Benoit et al., 2015; Cook et al., 2007; Gagnepain et al., 2014, 2017).

In spite of the increasing body of research that has focused on better understanding neural correlates supporting directed forgetting during the encoding and retrieval phase, few studies have evaluated the brain activity occurring at the moment of Forget cue displaying. An item-method directed forgetting (IMDF) study (Oehrn et al., 2018) using intracranial EEG recording found increased theta oscillations at dorsolateral prefrontal cortices and oscillations in the alpha/beta frequency band at the hippocampus at 568-1,058 ms after the onset of Forget cues. This indicates that the prefrontal inhibition of hippocampal processing might support directed forgetting. On the other hand, a recent IMDF study (Wang et al., 2019) proposing an alternative mechanism of directed forgetting found that the moderate activation of ventral temporal cortex in the instruction phase was associated with directed forgetting. The results are consistent with nonmonotonic plasticity hypothesis, suggesting that while higher level of memory activation enhances memory, activating memory at a moderate level renders the ability to recall to a
reduced state (Detre et al., 2013; Lewis-Peacock \& Norman, 2014; Newman \& Norman, 2010; Norman et al., 2007). Although the IMDF studies have revealed possible neural correlates of directed forgetting in the instruction phase, it remains a question whether similar brain activation pattern would emerge in a LMDF paradigm.

The background presented so far lead up to the question: would offloading information have similar mechanisms as directed forgetting? Runge et al. (2021) used Storm and Stone (2015) list-method paradigm to evaluate the EEG oscillations during the second list encoding and compared the neural correlates of saving effects to the findings of a previous LMDF study (Hanslmayer et al., 2012), which showed that a reduction of alpha power and alpha phase synchrony during List 2 encoding were related to the memory enhancement effect of directed forgetting. However, the results neither replicated the saving-enhanced memory effect (Storm and Stone, 2015, see Chapter 1), nor the reduction of alpha power and alpha phase synchrony. To explain the results, the study proposed that saving-enhanced memory effect might be smaller than presumed. Further studies are therefore needed to clarify the answer to the question whether saving is different from directed forgetting and what neural correlates could characterise the difference.

In the current study, we used fMRI to investigate the following topics:

1) neural correlate of a remember, forget, or offload cue
2) behavioural effects of List 1 cue on List 2 memory

The overall paradigm design, similar to the LMDF approaches and the procedure used by Storm and Stone (2015, see Chapter 1) in Experiment 1, was adapted for an fMRI environment with several changes. First, participants were presented with images of faces and scenes. Each item in a list was presented one by one in order
rather than the whole list at once. After the first list, participants were instructed to forget, remember, or offload by a cue. The forget cue instructed participants that they would not be tested on the items in the first list. The remember cue instructed participants that they might be tested on the items in the first list. The offload cue instructed participants that they might be tested on the items in the first list, but they would receive a reminder if so. Participants were not actively setting reminders but were passively receiving the answers. This approach was because tasks such as actively setting reminders might interfere with brain activities, and complicate the interpretation of fMRI findings. At the end of each trial, participants were shown one of the items and required to indicate its position (first, second, third etc.) within its list. Memory was tested on one of the two lists, not both lists. Having finished the MRI scan, participants received a surprise test, a recognition test, outside the scanner of all the items displayed in the experiment, including the items which were instructed to forget. This examination allows us to investigate whether the effects of directed forgetting or offloading would be temporary or sustain over time.

### 5.2 Method and Procedure

### 5.2.1 Stimuli

Experimental stimuli include colour images of scenes and faces. A large collection of face stimuli from the Chicago Face Database (CFD), CFD-MR extension and CFD-INDIA extension was used in the present experiment(Lakshmi et al., 2021; Ma et al., 2015, 2020). Faces had neutral expressions, were cropped from the neck down, and shown over a white background. A subset of scenes from the FineGrained Image Memorability Dataset was also used in the present experiment (Bylinskii et al., 2015). All items were sized to $300 \times 300$ pixels and presented using

Figure 5.1
A Schematic Illustruation of the List-method Directed Forgetting and Saving Task


Note. Participants performed list-method directed forgetting and saving task on faces and scenes in the scanner. During each trial, participants first viewed five List 1 images sequentially (i.e. Red items). Then they received a memory cue instructing them to remember, forget or offload List 1 images. After the cue, they viewed three List 2 images (i.e. Blue items) sequentially. At the end of each trial, they were given a position test for one of the two lists. Participants were shown one of the items and required to indicate its position (first, second, third etc.) within its list. In the offload condition (i.e. help condition), participants might be tested on the items in List 1(Red items), but they would receive a reminder.

### 5.2.2 Method

The list-method directed forgetting and saving (LMDFS) task comprised 7 blocks, each including 12 trials. The schematic illustration of the procedure on a given trial is shown in Figure 5.1. Subjects were allowed to have a break between blocks. Each trial involved the encoding and testing of the contents of two lists, where each list either consisted of a sequence of face images or a sequences of scene images.

Subjects were first shown the first list, either five faces or scenes in sequence, each for 1.5 s , which were separated by a 0.5 s blank screen. The stimuli of the first list were called red items because the background colour was red. Following the presentation of the red items, an instruction cue was given for 3 s . The cues for forget, remember, and help trials were represented by the letters $f, r$, and $h$ respectively. Four letters, either uppercase or lowercase, were aligned horizontally or vertically in the center of the screen. There were two possible cues for each instruction: half of the participants had half uppercase horizontal cues and half lowercase vertical cues, while the other half of the participants had half uppercase vertical cues and half lowercase horizontal cues. Participants were instructed to apply the instruction represented by the cue to the first list. Participants were not suggested to use any particular strategy. On the contrary, they were instructed to simply forget or remember the previously presented red items in the forget or remember trials. In the help trials, they were instructed that the answer would be displayed if the red items were tested at the end. After a post-cue screen with fixation cross for 6.5 s , subjects were shown the second list, either three faces or scenes in sequence, each for 1.5 s , which were separated by a 0.5 s blank screen. The images of the second list were called blue items because the background color was blue. The length of two lists was based on our pilot studies, which showed that saving effect was more prominent in this experimental paradigm. At the end of each trial, there was a position test where an image, either one of the red items or the blue items, was displayed and participants would provide as an answer the order of the image in the list (e.g., the "second" image of the first list) by pressing one of the buttons representing "First," "Second," "Third," "Fourth," or "Fifth." For the forget trials, there was no position test in half of the trials, but in the other half of the trials, the images in the second list was tested. This meant that the images from the second
list were equally likely to be tested, regardless of the earlier cue. Half of the remember trials were tested on the first list while the other half were tested on the second list. Half of the help trials were tested on the first list, and the image was displayed with an answer (e.g. " 2 ") so that the subject did not need to recall the order while the other half of the help trials were tested on the second list. Which image in a list was tested in the position test was chosen randomly. One-third of the trials were forget trials, one-third of the trials were remember trials, and the remaining trials were help trials. These were presented in a randomised order. The categories, and categorical compatibility for List 1 and List 2 (i.e. face or scene) were counterbalanced over the 12 trials (i.e. each block): 1) for 3 trials, List 1 items were faces and List 2 items were scenes; 2) for 3 trials, List 1 items were faces and List 2 items were faces; 3) for 3 trials, List 1 items were scenes and List 2 items were scenes; 4) for 3 trials, List 1 items were scenes and List 2 items were faces.

### 5.2.3 Participants

Thirty-six healthy subjects between the ages of 18 and 34 were recruited from the University College London as well as from the surrounding community. Participants first completed the on-line phase.Then, we excluded participants who had lower accuracy in the reminder trials compared to the remember trials, as well as those whose accuracy rate was below $70 \%$ in the remember trials. The participants whose results fit the inclusion criteria (see the criteria below) were invited to join the second phase including a MRI scan and a post-MRI memory test. Participants were compensated at a rate of $£ 7.5$ for the one-hour on-line phase and $£ 20$ for the MRI phase. Informed consent was obtained from all subjects. All subjects were right-handed and had normal or corrected-to-normal vision. The study was approved by the UCL Research Ethics Committee (1584/002), and informed consent
was obtained from all participants.

A total of 36 subjects ( 31 female; mean, 23.3 years old) are included in the reported fMRI analyses. For three of these subjects, a malfunction of online data storage affected the behavioural data of their recognition memory test after the fMRI scans, but these three subjects completed the LMDFS task in the scanner, contributed the position test data, and were included in the position test and fMRI data analyses.

## Inclusion Criteria

1. Accuracy of help trials above $70 \%$
2. Higher accuracy of help trials than remember trials

### 5.2.4 Procedures

The current experiment included two phases. Participants first completed the LMDFS task online, and then the participants who were not excluded joined the second phase comprising of a MRI scan and a post-MRI memory test.

### 5.2.4.1 On-line phase

The task was programmed using Gorilla (https://gorilla.sc/). After providing informed consent, participants engaged in practice trials, explaining the different features of the tasks one at the time. Participants were then introduced to the LMDFS task consists of 7 blocks, each including 12 trials. At the end of the experiment, participants were thanked for their time, paid, and debriefed.

### 5.2.4.2 MRI Scan

The items shown in the task of the on-line phase were not used for the second
phase. In this phase, each subject completed two tasks: the LMDFS task and the postMRI memory test. Before the LMDFS task, subjects first did a few practice trials to refresh their memory for the task. The LMDFS task was administered in the MRI scanner, while the memory test was administered outside the scanner, immediately after the LMDFS task was completed.

### 5.2.4.3 Post-MRI Memory Test

The post-MRI memory test was a self-paced recognition test conducted outside the scanner. Participants performed a recognition memory test on a large set of 336 items, which included 168 items from the LMDFS task (half faces, half scenes), which were not tested in the position tests and 168 new items. They were tested on List 2 items first followed by List 1 items, including the items instructed to forget. Participants would answer their confidence judgments (i.e. "Surely Old," "Likely Old," "Likely New," or "Surely new") when each image was displayed. Confidence responses were assigned points because participants were expected to respond based on the actual memory of items, rather than the instruction cue of items, such as an item followed by a forget cue. Although it was possible that participants gave incorrect responses in the forget condition because they knew they were not supposed to remember the associated image, it was challenging to remember which image corresponded to which cue during the post-MRI memory test. Subjects were informed of the point system and told that they should maximise their points. The point system was as follows: for each old item, a "Likely New" response was penalized with 0.5 point, and a "Surely New" response was penalized with 1 point while a "Likely old" was awarded 0.5 point, and a "Surely Old" response was awarded 1 point. For each new item, a "Likely old" was penalized 0.5 point and "Surely old" was penalized 1 point while a "Likely new" response was awarded 0.5 point, and a
"Surely new" response was awarded 1 point. The total sum was reported to the subject at the end of the memory test.

### 5.2.5 fMRI Recording and Data Analysis

Scaning was performed using a Siemens Prisma 3 T MR head scanner. (TR = $1.14 \mathrm{~s}, \mathrm{TE}=35 \mathrm{~ms}$, multi-band acceleration factor $=4$ ). Each volumes was comprised of 56 axial slices ( 2 mm thick, comprising $106 \times 1062 \mathrm{~mm} \times 2 \mathrm{~mm}$ square pixels), oriented approximately to the AC-PC line. Following the 7 functional runs, a 6-minute MPRAGE T1-weighted structural scan was performed.

We used SPM12 (Wellcome Department of Cognitive Neurology, London, UK; www.fil.ion.ucl.ac.uk/spm) implemented in MATLAB R2016b (MathWorks, Sherbom, MA) to perform image pre-processing and statistical analysis. Pre-processing consisted of realignment, normalisation into 3 mm cubic voxels with $4^{\text {th }}$-degree b spline interpolation (performed via the co-registered structural scan), and smoothing with a 8 mm full-width half maximum Gaussian filter. fMRI data were analysed in an event-related manner. Variance in each time series was decomposed in a voxelwise general linear model with the following regressors: 1) presentation of the list 1 items in the face condition (10-second boxcar regressor), 2) presentation of the list 1 items in the scene condition (10-second boxcar regressor), 3) forget cue (delta function), 4) remember cue (delta function), 5) remind cue (delta function), 6) list 2 items in the face condition (6-second boxcar regressor), 7) list 2 items in the scene condition (6second boxcar regressor). These regressors, plus an additional regressor representing the mean over scans and six additional regressors representing the realignment parameters calculated by SPM12 comprised the full model for each session. The data were high-pass filtered at 256 s . On a single-subject level, we first contrasted the
three conditions of interest (Forget, Remember, and Help) with pairwise comparisons. Contrast maps of beta values derived from these comparisons (Forget vs. Remember, Remember vs. Help, and Forget vs. Help) were then entered into second-level one sample $t$ tests. Planned comparisons were conducted using onetailed $t$ tests (height threshold $p<.001$ ) along with an extent threshold calculated by SPM to achieve a whole-brain familywise error corrected threshold of $p<.05$.

### 5.3 Results

### 5.3.1 Behavioural Results

### 5.3.1.1 Results for Position Test

We evaluated whether participants could successfully remember the position of an image in the sequences of two lists. The accuracy rate of List 1 items was significantly higher in the help ( $M=95.4, S D=10.5$ ) than in the remember ( $M=56.0$, $S D=21.2)$ trials $(t(35)=12.05, p<.001, d=2.36)$. The reaction time was shorter in the help $(M=1.6, S D=.4)$ than in the remember $(M=2.3, S D=.4)$ trials $(t(35)=10.18$, $p<.001, d=1.70$ ). This demonstrated that reminders improved memory performance on List 1.

In terms of List 2, differences $\left(F(2,70)=.09, p=.914, \eta_{p}^{2}<.01\right)$ were not found in accuracy, depending on the instruction cue for List 1 (forget: $M=79.4, S D=18.1$; help: $M=80.2, S D=18.4$; remember: $M=80.4, S D=19.9 ;)$; differences $(F(2,70)$ $=.54, p=.58, \eta_{p}{ }^{2}=.02$ ) in the reaction time across cue types (forget: $M=1641 \mathrm{~ms}, S D$ = 409; help: $M=1675 \mathrm{~ms}, S D=432$; remember: $M=1681 \mathrm{~ms}, S D=348$ ) were also not found.

We then compared the accuracy of List 2 between the compatible (i.e. List 1 and List 2 from the same category) and incompatible trials (i.e. List 1 and List 2 from the different category) in a $2 \times 3$ ANOVA with factors Cue and Category (compatible: forget: $M=79.1, S D=20.0$; help: $M=82.6, S D=23.2$; remember: $M=75.3, S D=$ 21.6; incompatible: forget: $M=78.7, S D=22.4$; help: $M=77.5, S D=21.6$; remember: $M=84.0, S D=21.4)$. Results are shown in Figure 5.2. There were no significant main effects of Cue $\left(F(2,70)=.09, p=.891, \eta_{p}{ }^{2}<.01\right)$ and Category $(F(1,35)=.09, p=.578$, $\left.\eta_{\mathrm{p}}{ }^{2}<.01\right)$, but a significant interaction $\left(F(1,67)=.09, p=.023, \eta_{\mathrm{p}}{ }^{2}=.11\right)$. The interaction shows the effect of Cue was affected by the Category factor. Then we used paired t-tests to reveal the effects of categorical compatibility. Results showed that when participants were required to remember List 1, the memory performance of List 2 was worse in the compatible trials than the incompatible trials $(t)(35)=2.53$, $p=.016, d=.42$ ). No significant effect of categorical compatibility was noted in help and forget trials (help: $t(35)=1.66, p=.107, d=.28$ forget: $t(35)=.10, p=.922$, $d=.02$ ). Also, we used paired $t$-tests to reveal the effects of cue on performance for compatible and incompatible trials separately. In compatible trials, List 2 accuracy was higher following a H-cued List 1 than following a R-cued List $1(t)(35)=2.24$, $p=.094, d=.37$ ) whereas the accuracy of List 2 following H -cued List 1 was lower than List 2 following R-cued List $1(t(35)=2.10, p=.013, d=.35)$ in incompatible trials. Thus the saving-enhanced memory effect was found in compatible trials, but not in incompatible trials. No significant difference was found between forget and remember trials or between forget and help trials (compatible: forget vs. remember: $t(35)=.91, p=.369, d=.15$, forget vs. help: $t(35)=.88, p=.383, d=.15$; incompatible: forget vs. remember: $t(35)=1.39, p=.174, d=.23$, forget vs. help: $t(35)=.49, p=.630$, $d=.08)$.

We next analysed the reaction times of List 2 between the compatible and incompatible trials in a $2 \times 3$ ANOVA with factors Cue and Category (compatible: forget: $M=1644 \mathrm{~ms}, S D=447$; help: $M=1648 \mathrm{~ms}, S D=439$; remember: $M=1753 \mathrm{~ms}$, $S D=425$; incompatible: forget: $M=1651 \mathrm{~ms}, S D=430$; help: $M=1707 \mathrm{~ms}, S D=467$; remember: $M=1626 \mathrm{~ms}, S D=348)$. Results are shown in Figure 5.2. Consistent with the findings of accuracy, the results of reaction times showed no significant main effects in Cue $\left(F(2,70)=.55, p=.582, \eta_{p}^{2}<.02\right)$ and Category $(F(1,35)=.33, p=.568$, $\left.\eta_{p}{ }^{2}<.01\right)$, but a significant interaction $\left(F(1,67)=5.23, p=.013, \eta_{p}^{2}=.13\right)$. Then we used paired t-tests to reveal the effects of categorical compatibility. Results showed that the reaction times of List 2 following a remember cue was longer in the compatible trials than the incompatible trials $(t(35)=2.30, p=.081, d=.38)$. No significant effect of categorical compatibility was noted in help and forget trials (help: $t(35)=1.45, p=.155, d=.24$; forget: $t(35)=.15, p=.881, d=.03)$. Also, we used paired $t$-tests to reveal the effects of cue on reaction times for compatible and incompatible trials separately. No significant difference was found between the three conditions(compatible: forget vs. remember: $t(35)=.46, p=.646, d=.08$; forget vs. help: $t(35)=.09, p=.932, d=.01$; help vs. remember: $t(35)=1.78, p=.083, d=.30$; incompatible: forget vs. remember: $t(35)=1.39, p=.174, d=.23$; forget vs. help: $t(35)$ $=1.73, p=.093, d=.29 ;$. help vs. remember: $t(35)=1.62, p=.113, d=.27)$.

### 5.3.1.2 Results for Recognition Test

We examined the differences in the recognition rate on the images across three cue types after finishing the MRI scan. For both List 1 and List 2 items, no significant difference (List A: $F(2,64)=.68, p=.511, \eta_{p}{ }^{2}<.02$; List $\mathrm{B}: F(2,64)=.03, p=.974, \eta_{\mathrm{p}}{ }^{2}$ $<.01$ ) in the recognition rate was found across three types of cues (List A: forget: $M=$ 79.4, $S D=18.1$; remember: $M=80.4, S D=19.9$; help: $M=80.2, S D=18.4$; List B:
forget: $M=79.4, S D=18.1$; remember: $M=80.4, S D=19.9$; help: $M=80.2, S D=$ $18.4 ;$ ). We used a $2 \times 3$ ANOVA with factors Cue and Category to compare the accuracy of List 2 between the same category and the different category trials in $f M R I$, and found no significant main effects or interaction (Cue: $F(2,64)=.01, p$
$=.989, \eta_{p}^{2}<.01$; Category: $F(1,32)=.04, p=.842, \eta_{p}{ }^{2}<.01$; interaction: $F(2,64)=.47$, $\left.p=.625, \eta_{\mathrm{p}}^{2}=.02\right)$.

## Figure 5.2

Behavioural Results from the Position Test: The Effects of Cues and Categorical
Compatibility on List 2 Accuracy and Reaction Time of the Position Test


Note.
Upper row: List 2 accuracy of the position test as a function of Cue (forget, help and remember) and Category (compatible and incompatible). Error bars represent withinsubject confidence intervals (comparing the compatible and incompatible conditions). The error bars do not overlap with each other, which means $\mathrm{p}<.05$.

Lower row: List 2 reaction times of the position test as a function of Cue (forget, help and remember) and Category (compatible and incompatible). Error bars represent within-subject confidence intervals (comparing the compatible and incompatible conditions). The error bars do not overlap with each other, which means $\mathrm{p}<.05$.

### 5.3.2 fMRI Results

Results are shown in Table 5.1. and Figure 5.3. We investigated the extent to which offload cues are functionally equivalent to forget cues, by comparing both conditions against the remember condition along with comparing them with each other.

### 5.3.2.1 Forget vs. Remember Trials

We examine brain activity associated with the presentation of the cue (Forget, Remember, or Help). When participants were presented F-cue vs. R-cue (F>R), widespread bilateral regions were activated with two peaks, one at right supramarginal gyrus ( $\mathrm{k}=12821, \mathrm{MNI}$ coordinates of peak voxel: $60,-37,29$ ), the other one at right precentral gyrus ( $\mathrm{k}=115 ; 36,-16,41$ ), extending laterally to angular gyrus, inferior parietal gyrus, superior temporal gyrus, middle temporal gyrus, insula, medially to cingulate gyrus, parahippocampus gyrus, hippocampus gyrus, fusiform gyrus, lingual gyrus, thalamus, anteriorly to superior frontal gyrus and inferior frontal gyrus, posteriorly to partial occipital lobe. Overall, the right hemisphere activations appeared more extensive than the left hemisphere ones. Conversely, we observed decreased activation ( $\mathrm{R}>\mathrm{F}$ ) in a few regions. One peak was located at the left inferior frontal gyrus (k=369; -51, 17, 32), extending to precentral gyrus and middle frontal gyrus. The other two peaks were located at bilateral inferior parietal gyrus (left: k=314; $-33,-43,41$; right: $k=174 ; 33,-52,44$ ), extending to the deep regions of angular gyrus, supramarginal gyrus and partial superior parietal gyrus.

### 5.3.2.2 Help vs. Remember trials

When participants were instructed by an H -cue vs. an R-cue (i.e. $\mathrm{H}>\mathrm{R}$ ), widespread activated regions were found. Three right peaks of the activation were located at paracentral gyrus (k=6094; 15, -31, 50), middle frontal gyrus (k=519; 30, 50,35 ), and inferior frontal gyrus ( $k=157 ; 48,29,8$ ), which extended laterally to angular gyrus, supramarginal gyrus, superior temporal gyrus, middle temporal gyrus, insula, medially to cingulate gyrus, parahippocampus gyrus, hippocampus gyrus, fusiform gyrus, posteriorly to partial occipital lobe. There was one peak in the left hemisphere which was located at planum polare ( $k=504 ; 42,-22,-1$ ), spreading to angular gyrus, cingulate gyrus, fusiform gyrus and partial occipital lobe. On the other hand, we observed decreased activation ( $\mathrm{R}>\mathrm{H}$ ) in a number of regions: a) deep regions of left inferior parietal gyrus, and supramarginal gyrus ( $k=241 ;-42,-43,44$ ) b) left precentral gyrus, and middle frontal gyrus ( $\mathrm{k}=330 ;-45,5,35$ ) c) caudate nucleus extending to partial insula ( $k=103 ;-15,14,8$ ) d) deep regions of right supramarginal gyrus ( $k=151 ; 45,-31,44$ ).

### 5.3.2.3 Forget vs. Help trials

Comparing the brain activities elicited by a cue between the forget and help trials (F>H), we found higher activation at left supramarginal gyrus ( $\mathrm{k}=72 ;-54,-37$, 29) and left fusiform and lingual gyrus ( $k=71 ;-30,-58,-7$ ). No significant decreased activation ( $\mathrm{H}>\mathrm{F}$ ) was observed in this scenario.

Figure 5.3
Neural Correlates of directed forgetting, offloading and remembering


Note. Panels A-C display fMRI activations on sagittal, coronal, and axial slices respectively seen in the mean normalised structural scan ( $p<.05$, FEW corrected for multiple comparisons at the cluster level with an underlying uncorrected threshold of $p<.001$ ).
A. Forget cues contrasted with remember cues: red regions: $F>R$; blue regions: $R>F$
B. Help cues contrasted with remember cues: red regions: $\mathrm{H}>\mathrm{R}$; blue regions: $\mathrm{H}>\mathrm{F}$
C. Forget cues contrasted with help cues: red regions: F>H; no significant differences were observed in the $H>F$ contrast.

Table 5.1
Results of the whole-brain analysis

|  | MNI coordinates |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Anatomical label | HS | Size | $x$ | $y$ | $z$ | $t$ |  |
| Forget>Remember |  |  |  |  |  |  |  |
| Supramarginal gyrus | R | 128210 | 60 | -37 | 29 | 8.91 |  |
| Precentral gyrus | R | 115 | 36 | -16 | 41 | 4.53 |  |
| Remember>Forget |  |  |  |  |  |  |  |
| Inferior Frontal gyrus | L | 369 | -51 | 17 | 32 | 6.75 |  |
| Inferior Parietal gyrus | L | 314 | -33 | -43 | 41 | 6.21 |  |
| Angular gyrus | R | 174 | 33 | -52 | 44 | 4.63 |  |
| Help>Remember |  |  |  |  |  |  |  |
| Paracentral gyrus | R | 6094 | 15 | -31 | 50 | 7.31 |  |
| Middle frontal gyrus | R | 519 | 30 | 50 | 35 | 5.73 |  |
| Inferior frontal gyrus | R | 157 | 48 | 29 | 8 | 5.1 |  |
| Planum Polare | L | 504 | -42 | -22 | -1 | 6.18 |  |

Remember>Help

| Inferior parietal gyrus | L | 241 | -42 | -43 | 44 | 6.01 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Precentral gyrus | L | 330 | -45 | 5 | 35 | 5.98 |
| Caudate | L | 103 | -15 | 14 | 8 | 5.19 |
| Supramarginal gyrus | R | 151 | 45 | -31 | 44 | 5.91 |

Forget>Help

| Supramarginal gyrus | L | 72 | -54 | -37 | 29 | 5.37 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Fusiform gyrus | L | 71 | -30 | -58 | -7 | 5.21 |

Note. Peak locations of significant differences between the three cue conditions during displaying cues ( $\mathrm{p}<.05$, FEWR corrected for multiple comparisons at the cluster level with an underlying uncorrected threshold of $p<.001$ ). No significant differences were observed in the $\mathrm{H}>\mathrm{F}$ contrast.

### 5.4 Discussion

We investigated whether brain activity triggered when people receive an offload (or 'help') cue, indicating the presence of a reminder, is similar to when people receive a forget or remember cue. The present study using fMRI recordings demonstrates that help cues induce brain activation that essentially overlap with forget cues, where the regions triggered by a help cue are roughly the reductions in the regions triggered by a forget cue. By contrast, the activation elicited by forget and help cues is prominently different from remember cues. Thus, these results suggest offloading-triggered brain activation is more akin to directed forgetting than remembering information; however, more widespread brain regions are involved in cognitive processes following a forget instruction relative to an offload instruction..

The similarities and differences between directed forgetting and offloading reflect that cognitive processes engaging in offloading in the early phase may be similar to directed forgetting, but with a lower intensity. In particular, the left fusiform gyrus and lingual gyrus, identified in the following analyses as having significant discrepancies between directed forgetting and offloading (i.e. Forget>Help), have been proposed to be crucial structures for the perception of face and scene items (e.g., Kanwisher et al., 1997; Palejwala et al., 2021; Wang et al., 2019). This result of the activation of visual perception regions contributing to the weakening of memory fits with a previous study (Wang et al., 2019) that associated moderate activation of visual sensory regions with the underlying mechanism of directed forgetting. Another region, the left supramarginal gyrus, is also found in our analysis to be involved in cognitive processes underlying the discrepancies between offloading and directed forgetting, and there are at least two possible explanations
for this. First, given that supramarginal gyrus has been proposed to play an important role in storing phonological loop in verbal working memory tasks (e.g., Deschamps et al., 2014; Emach et al., 2019), the results can be explained by the fact that people used phonological loops as a strategy to aid in answering the position test. For example, people could remember a list by subvocally rehearsing the main features of the items sequentially like "short-hair girl, big-eye man, long-hair girl". Therefore, the higher activation of left supramarginal gyrus in directed forgetting relative to offloading can be associated with phonological memory reduction Second, supramarginal gyrus has been suggested to be part of the ventral attention system where attention is guided spontaneously to salient relevant stimuli (Stevens et al. 2005; Corbetta et al. 2008). This is evidenced by the consistent findings that attention from temporally and spatially unanticipated stimuli triggers activity in the supramarginal gyrus and temporoparietal junction (e.g., Braver et al., 2001; Indovina \& Macaluso, 2006; Stevens et al., 2005; Vossel et al., 2006). It is likely that the attention shift is more pronounced in directed forgetting compared to offloading. The two possibilities are not exclusive mutually, and further analyses on supramarginal gyrus may provide more evidence for the interpretation.

The current study showed that a network of brain regions with higher BOLD signal to a forget cue compared to a remember cue were widespread across bilateral frontal, parietal, temporal and occipital areas. In contrast, the regions implicated by remember instructions appears noticeably less extensive. This suggests that when people intend to forget information rather than retain memories, there are more diverse and broader cognitive processes involved. Specifically, right supramarginal gyrus, in which a peak of activation were identified, has been suggested to engage in processes allowing attention to automatically shift to salient stimuli (Stevens et al.

2005; Corbetta et al. 2008). On the other hand, bilateral inferior parietal gyrus regions show a preferential pattern for a remember cue than a forget cue, playing an important role in the dorsal attention system that volitionally allocates attention. Moreover, given the left inferior frontal gyrus, middle frontal and premotor gyrus were also identified as a region involved in remembering more than directed forgetting, the results are consistent with previous studies revealing prefrontal cortex and inferior parietal co-activation are associated with guiding attention internally to memorial representations (e.g., Kizilirmak et al., 2015; Nee \& Jonides, 2009). Thus, remembering information might shift attention to internal memory representations, whereas intentional forgetting could allow attention to be spontaneously directed to external stimuli.

The majority of previous directed forgetting literature showed evidence supporting that frontal-hippocampal inhibitory connectivity plays a crucial role. There are at least three relevant differences between the present experimental methods and previous ones that may provide a more complete picture of the mechanisms involved in directed forgetting. First, we evaluated brain activation during the moment immediately after an instruction was given, whereas most previous fMRI studies have investigated the neural correlates of directed forgetting during List 2 encoding or retrieval phase. It is likely that more cognitive processes engage at the time when people are instructed to forget than during encoding or retrieval phases. For example, from the perspective of context-change accounting for directed forgetting, the cognitive processes involved in the context change may be set up at that instruction phase, while during List 2 encoding and retrieval phases, the outcome of the context change is simply maintained. Second, the methodological and procedural differences between the current study and earlier research may be
related to the absence of finding the inhibitory connectivity. Prior saving-enhanced memory and LMDF studies usually used words as stimuli. In the saving-enhanced memory studies, the items of a list were displayed simultaneously on a screen (Runge et al., 2019; Storm \& Stone, 2015) or displayed sequentially one below the other on a single screen (Runge et al., 2021) whereas in LMDF research, the items were presented sequentially on different displays. By contrast, the current study uses images of faces and scenes as stimuli by presenting each item of a list sequentially on different displays. The differences in stimuli and presentation methods can be related to the different neural mechanisms. Finally, using a position test rather than a recall test might contribute to the differences in neural correlates, as the memory processes and possible strategies might be influenced, as exemplified in the above paragraph (i.e. phonological loop). Further analyses specific to frontal and hippocampal regions, such as regions of interest analyses, might help clarify the contradicting results.

### 5.4.1 Saving-enhanced Memory Effect and Categorical Incompatibility

The behavioural data of the position test revealed the following findings: a) memory performance improvement in the position test of the help trials could demonstrate that provided reminders work to support the unaided memory b) No significant benefit of directed forgetting on the memory of the second list was found when collapsing over compatible and incompatible trials c) It was found that saving the first list led to memory enhancement of the second list, but only on compatible trials d) Memory performance of the second list after remembering the first list was better on incompatible trials than compatible trials. Together, these findings
emphasise that directed forgetting, saving and remembering a previously studied list would have diverse effects on the mnemonic processes of a new list. Moreover, the category compatibility of the two lists could interact with the effect of the three memory-related cognitive processes.

The significant effect of category compatibility on the memory performance of the second list on remember trials could be explained by the mixed-category benefits of working memory. The capacity limits of working memory can be expanded by the utilisation of different category stimuli (e.g., Avital-Cohen \& Gronau, 2021; Mruczek et al., 2019). The expanded cognitive resources, namely, the capacity of working memory, could contribute to better memory performance on incompatible trials. On the other hand, categorical incompatibility might facilitate retrieval efficiency through avoiding interference. Since in incompatible trials, the category of the tested item was associated with only one list, the category could serve as context and improve retrieval.

The results that offloading the first list in compatible trials enhanced the memory of the second list fits the previous saving-enhanced memory effect research. However, the saving-enhanced memory effect did not hold on incompatible trials. Instead, people remembered the second list better after remembering the first list than saving it. It is likely that when the two lists are categorically incompatible, the underlying mechanisms of saving-enhanced memory effect such as reset of encoding (i.e. cognitive resource release) or interference reduction (i.e. context inhibition of List 1) would not work (Kanwisher et al., 1997; Palejwala et al., 2021; Pastötter et al., 2012; Runge et al., 2020; Wang et al., 2019). The categorical incompatibility might not only have expanded the capacity of cognitive resource (e.g., working memory)
during encoding the second list, but also avoided the interference in the retrieval. However, a study of Runge et al. (2019) where participants required to solve arithmetic problems after remembering a list found they solved more problems when they offloaded the list. This demonstrates that the saving-enhanced performance effect might be maintained when the cognitive processes involved in the subsequent task were across different cognitive domain. Moreover, given that the memory performance of remember incompatible trials was not the same as help incompatible trials, other mechanisms should exist to bring about the difference. Additionally, the performance differences between forget and remember incompatible trials were not significant, although forget cues and help cues triggered brain activations with resemblances. Further MRI data analyses of the current study or future studies aimed at assessing the interaction between the mixed category effect and the saving-enhanced memory effect may be required to elucidate the possible mechanisms.

Neither of the comparisons between different cues or categorical compatibility revealed any significant differences in the memory performance of the post-MRI memory test, which is a recognition test on all the items displayed in the LMDFS task. While the IMDF paradigm usually includes a final recognition test showing significant performance differences between to-be-forgotten items and to-be-remembered items, previous studies showed List 1 forgetting is usually absent on recognition tests (for reviews, see Anderson \& Hanslmayr, 2014; Anderson \& Hulbert, 2021; Basden et al., 1993). A LMDF study (Abel et al., 2021) indicates that List 1 forgetting is sustained if participants received a recall test after 20 minutes, whereas the effect of directed forgetting was not found on recognition tests performed either after 30 seconds or after 20 minutes. Therefore, the fact that our results showed no effect of directed
forgetting or saving on memory performance can be explained by test type rather than the effect being short-term. On the other hand, the results might be attributable to the fact that people did not retain the memory of items after a position test due to unawareness of the final memory test; in other words, the forgetting process occurs for all items.

### 5.4.2 Limitation and Future Research

Given that the cognitive processes involved in offloading may be more similar to directed forgetting, a question remains as to whether the change in activation of the first list content following a help cue would be similar to a forget cue. In order to investigate the question, we can use pattern classifiers in subsequent $f M R I$ analyses to trace the course of brain activation elicited by the contents of the first list. In terms of the neural correlates associated with the benefit effect of directed forgetting and offloading, we plan to compare the brain activation between different cues during encoding of the second list. Critically, as the behavioural data revealed that the saving-enhanced memory effect did not hold on incompatible trials, categorical compatibility should be an important factor in these next MRI analyses so that we can better understand the mechanisms of directed forgetting and offloading.

A potential limitation of the present paradigm comes from the design of giving answers in a straightforward manner on the help trials. The reason for the design is to avoid additional interference, which is quite critical for fMRI studies. However, it is not how cognitive offloading often helps in daily lives. According to the definition of cognitive offloading, people need to perform physical actions to create external tools. Moreover, the design might make the cognitive processes occurring in the help trials more similar to directed forgetting. A future research direction could be a
methodological design that allows the comparison of brain activities triggered by cognitive offloading with and without the incorporation of physical action, which will shed more light on underlying neural correlates of cognitive offloading.

The strength of the current study lies in identifying similarities between lingering activation triggered by offloading cues and either forget cues or remember cues. We found a potentially intuitive result that offloading triggers brain activation more akin to directed forgetting than remembering. Despite the similarities, there are regions implicated in directed forgetting rather than offloading. On the other hand, we found the categorical compatibility of information affects the savingenhanced memory effect, which highlights the influence of mixed category on the underlying mechanism of cognitive offloading.

## 6

## General Discussion

In this final chapter, I summarise the findings and incorporate them into more general issues in cognitive neuroscience that are associated with the main aims of the studies.

### 6.1 Overview of the Findings

The empirical work presented in this thesis was developed to address two research questions related to intention offloading:

1) How is intention offloading influenced by different factors?
2) What are the neural correlates of offloading information?

The first question was addressed with three behavioural experiments.
Experiment 1 evaluated the effect of metacognitive intervention by manipulating a between-subject variable of whether participants received metacognitive advice (i.e. the optimal option). Participants performed an optimal reminder task, where they were financially incentivised to choose to use reminders in an optimal fashion. The results showed that participants were biased towards using external reminders, and the bias was eliminated if participants received metacognitive advice. Experiment 2 used the same task, the optimal reminder task, to investigate the effect of aging on cognitive offloading. Older people used numerically more reminders to compensate for impaired memory abilities compared with younger people. However, based on a comparison between participants' choices and the optimal options determined by weighing costs and benefits of the offloading strategy, older people did not exhibit
pro-reminder bias (i.e. bias toward offloading). The reduction in bias of older people could be related to the finding that older people were particularly underconfident in using external reminders while younger people were particularly underconfident in relying on unaided memory. Experiment 3 investigated how people chose cognitive offloading strategies in a time-based rather than an event-based PM task. Consistent with event-based PM studies, results showed people adjusted offloading intentions according to metacognitive judgment. Factors related to the passage of time, delay length and time-monitoring influenced the extent to which people chose offloading intentions.

To answer the second question, our experiment employed fMRI to compare brain activities between cases where participants were cued to forget, remember or offload information. The study found that the neural correlates triggered by offloading is more similar to directed forgetting than remembering. However, there were some regions of brain activation associated with directed forgetting rather than offloading, suggesting that differences in cognitive processes may lie behind these two phenomena.

### 6.2 Cognitive Offloading in PM Tasks

To the best of my knowledge, it is novel that experiment 1 and 2 used the optimal reminder task to evaluate not only the extent to which people offload intentions, but also how optimally people offload intentions. Results showed people were inclined to use more reminders than they actually needed, and the proreminder bias was not found in older adults. This does not mean that it is always the case in everyday life that people overuse reminders and older adults use reminders
more optimally. To be clear, the results are in line with a plurality of prior offloading research (Dunn \& Risko, 2016; Gilbert, 2015a, 2015b; Gilbert et al., 2020) suggesting that people modify offloading intentions based on various cognitive processes such as metacognition or inner preference. Given that most previous past studies have investigated intention offloading in event-based PM tasks, Experiment 3 evaluated offloading intentions in a time-based PM task and found that cognitive processes such as metacognitive judgment or avoiding cognitive effort affecting offloading were common to both event-based and time-based tasks.

### 6.3 Factors influencing cognitive offloading

The thesis evaluated the effects of metacognitive advice, aging processes, and PM task type on intention offloading in PM tasks. Given the processes of offloading intentions involve a variety of cognitive processes which may be targeted by intrinsic (i.e. aging) and extrinsic (i.e. PM task type, metacognitive advice) factors, the effect of these factors will be discussed in a twofold manner: a) the modification of cognitive processes influences strategic offloading decisions and b) various factors affect these cognitive processes, which in turn influence offloading decisions. Having proposed that metacognitive processes and aversion to cognitive effort are the essential cognitive processes integrated in the decision about intention offloading, we will discuss the consequences of the intrinsic and extrinsic factors based on metacognitive judgment and the aversion to cognitive effort acting as mediators.

### 6.3.1 Metacognition

Studies have revealed that metacognitive processes play a crucial role in
offloading intentions regardless of age group or PM task type, and this allows metacognitive advice to help optimise the use of offloading strategies. Experiment 1 demonstrated the extent to which people were biased to predict poorer unaided memory ability, leading to the extent to which they set reminders more than they actually needed. Participants receiving metacognitive advice exhibited no proreminder bias, implying that metacognitive advice guides people to optimise offloading decisions. Furthermore, Experiment 3 showed that the effects of metacognitive processes were found when comparing strategic offloading decisions across subjects and across delays, finding not only did individuals who have less confidence in unaided memory set more reminders, but also finding that individuals with a greater drop in confidence at longer delays were more likely to set reminders when encountering longer delays. Additionally, In Experiment 2, despite having no direct evidence (i.e. significant correlation between the measures of metacognitive judgment and reminder usage), a reduction in reminder bias in older adults could be explained by the resulting upward shift in confidence about unaided memory, relative to actual performance, as well as underestimating the benefit effects of reminders on memory performance. This highlights that, in addition to metacognitive judgment about unaided memory, other related metacognitive processes such as metacognitive judgment about reminder benefit may impact offloading intentions.

Having shown the effect of metacognitive beliefs on offloading intentions, the studies also demonstrate how different factors affect metacognitive processes. Experiment 2 found that older adults had upward shifts in confidence about unaided memory, relative to actual performance, is consistent with other studies demonstrating increased overconfidence in older participants (Bruce et al., 1982;

Cauvin et al., 2019; Connor et al., 1997; Scarampi \& Gilbert, 2021; Soderstrom et al.,
2012). This is possibly explained by failing to update metacognitive beliefs (cf. Knight et al, 2005; Souchay, 2007), and may be related to age-related decline in cognitive abilities. While the intrinsic factor, aging, can bring general changes in metacognitive processes, manipulating the extrinsic factors, metacognitive advice and PM task type, shows how metacognitive processes are adapted in response to various external cues (i.e. metacognitive advice, delay length in the time-based PM task). Even though no direct evidence (i.e. confidence measures after giving advice) was provided in Experiment 1 supporting that people's metacognitive judgment was modified based on the advice, a few other intention offloading studies (Engeler \& Gilbert, 2020; Sachdeva\& Gilbert 2020; Gilbert et al, 2020 Experiment 3) have demonstrated that metacognitive judgment is influenced by positive and negative feedbacks, altering strategic offloading decisions. Moreover, Experiment 3 found that the modification of metacognitive judgments about unaided memory ability across different delays was not predicted by their objective, unaided accuracy across different delays. However, the objective, unaided accuracy averaged across delays predicted confidence averaged across delays. It was likely that the modification of metacognitive judgments across different delays was influenced by extra factors other than actual performance, such as subjective beliefs about the extent to which delay length could lead to the changes in memory performance. Thus, our results suggest that metacognitive processes can be influenced by external cues that are part of the extrinsic environment, which plays an important role in the processes of intention offloading.

### 6.3.2 Cognitive load

The thesis provides some evidence supporting that aversion to cognitive effort is
another integral process associated with offloading intentions. First, Experiment 2 found that although older adults particularly underestimated the benefit of offloading, they did not had a bias towards unaided memory (i.e. using fewer reminders than they actually needed), which suggests that one or more additional factors contributed to strategic offloading decisions. Sachdeva and Gilbert (2020) proposed one of the factors could be aversion to cognitive effort. They found that using financial incentive to encourage participants offloading intentions optimally reduced the pro-reminder bias, which can be explained by the likelihood that the financial incentive increased participants' willingness to spend cognitive effort on the task. Second, Experiment 4 revealed that reduced clock revealability (i.e. whether the clock is displayed constantly) contributed to unique variance of reminder usage when metacognitive judgment was controlled, which might be due to increased cognitive demand brought about by clock revealability. This implies that greater cognitive demand of PM tasks leads to an increase in offloading intentions in order to avoid cognitive effort.

Despite the lack of objective assessment of changes in cognitive demand, extrinsic factors clearly impact the amount of cognitive effort required to complete PM tasks. In Experiment 4, people were proposed to expend more cognitive effort when the delay was longer or the clock was hidden in a time-based PM task. In Experiment 1, providing metacognitive advice was hypothesised to reduce cognitive effort required for metacognitive processes. This reduction in cognitive effort could lead advised participants to follow advice, and therefore showed no bias towards offloading. On the other hand, intrinsic factors such as aging might adjust the extent to which people avoid cognitive effort (Ennis et al., 2013), or alter cognitive capability which, in turn, changes the amount of cognitive effort required for tasks or setting
reminders (e.g., memory ability decline or individuals with lower memory ability; Ball et al., 2021; Scarampi \& Gilbert, 2021). Experiment 2 suggests that the absence of pro-reminder bias in older adults can be explained by the likelihood that although setting reminder reduces cognitive demand, older people may consider the additional reminder-setting behaviour to be more effortful due to the requirement of switching away from the ongoing task to setting reminders (see Chapter 3 for discussion).

### 6.4 Neural Correlates of Cognitive Offloading

The results of Experiment 4 shows that the brain activation of offloading is similar to directed forgetting. These results align to previous studies where offloading information led to the reduction of memory for that information (Eskritt \& Ma, 2013; Grinschgl et al., 2021; Henkel, 2014; Kang, 2022; Lurie \& Westerman, 2021; Sparrow et al., 2011; Storm \& Stone, 2015; Tamir et al., 2018). Sparrow et al. (2011) defined people's tendency to forget the information they believe will be accessible later (e.g., from web search engines) as "Google effects on memory". Ward (2013) suggested that people have greater confidence in their internal memory ability when they believe the information would be accessible later through search engine. Given the crucial role metacognitive processes play in strategic offloading decisions, it is likely that having access to a search engine could lead people to overestimate their cognitive ability and offload information less than they should.

Previous directed forgetting literature (for a review see Anderson \& HansImayr, 2014; Anderson \& Hulbert, 2021) has defined directed forgetting as active modification in memory processes by gauging whether any temporarily unnecessary
information should be discarded or suppressed through specific mechanisms in order to avoid the overload of cognitive abilities. The brain regions triggered by directed forgetting or offloading compared to a remembering were more widespread, potentially suggesting that forgetting or offloading involve more diverse and broader cognitive processes than retaining memory. Specifically, while the regions engaged in shifting attention to salient environment stimuli were more activated after forgetting and offloading cues, remembering previous displayed stimuli showed activation related to the processes that maintain attention to existing memory representatives. This may indicate that transforming a cognitive state into a better preparedness to remember new information involves a wide range of cognitive processes such as attention processes.

### 6.5 Beneficial Effects of Cognitive Offloading

Past studies have demonstrated that the benefits of cognitive offloading include not only improved memory performance of saved information, but also reduced cognitive demand for internal memory (Herrmann et al., 1999), which could in turn improve the performance of subsequent tasks (e.g., Runge et al., 2019; Storm \& Stone, 2015). The current thesis supports this view with three main findings. First, the thesis including behavioural data of prospective and retrospective memory studies showed that people performed better when using offloading strategies than relying on memory alone. Second, increasing offloading in a PM task may not only result in better performance on the PM task but also the ongoing task. Experiment 3 showed that the hidden-clock group (i.e. the clock was not constantly displayed) allowed to set reminders, got a greater accuracy on both the PM task and ongoing task. Finally, Experiment 4 showed categorical compatibility (i.e. saved and unsaved
information belonging to the same or different category) influences the savingenhanced memory effect. This led directly to the question of whether the improvement of subsequent task performance could hold across category or across domain.

### 6.6 Predicted and Unpredicted Results

In Experiment 1, our hypothesis was that if the bias in participants' choices was solely driven by metacognitive judgments, then providing metacognitive advice about performance could reduce the bias. The results demonstrated that the reminder bias was eliminated in the group that received advice. Furthermore, the correlation between metacognitive bias and reminder bias was significant only in unadvised groups.

In Experiment 2, we hypothesised that older individuals would exhibit lower confidence in their unaided memory ability and display more reminder bias compared to younger individuals. The results revealed that older participants did set more reminders numerically, but their reminder bias was reduced when their impaired memory ability was taken into account. In terms of confidence, older individuals were less confident in their memory performance, but their confidence was upwardly adjusted relative to their actual performance. Additionally, we unexpectedly found that older participants underestimated the beneficial effects of reminders.

In Experiment 3, the predicted result was that people relied on more reminders when the delay was longer, and when the clock was not persistently visible.

Additionally, we predicted that the impact of delay length on offloading behaviour would be modulated by metacognitive judgment. We did not have a specific
hypothesis regarding the influence of delay length and clock visibility on unaided memory performance. Nevertheless, the results revealed that participants demonstrated worse unaided memory performance when the delay was longer. Another unexpected finding was that participants' overall metacognitive judgment was not significantly associated with their general tendency to offload. In Experiment 4, our hypothesis was that offloading would be different from directed forgetting and aimed to identify the neural correlates which could differentiate between the two processes. The results revealed that brain activation triggered by offloading was more akin to directed forgetting than to remembering. This suggested a similarity in cognitive processes between directed forgetting and cognitive offloading, although they still differed from each other.

### 6.7 Limitation and Suggestions for Future Research

In this thesis, the optimal reminder task was used to evaluate whether people offloaded intentions optimally. The optimal reminder task is fairly difficult, where participants usually have an accuracy rate of about fifty percent using unaided memory. Moreover, the financial incentive encourages people offloading strategies optimally, which could enhance the effect of metacognitive judgment. However, most PM tasks in daily life are not so difficult and are not related to monetary enticement. Therefore, more consideration should be given to other factors such as avoiding cognitive effort or motivation when applying the results to daily use of offloading strategies in PM tasks.

This thesis aims to explore whether certain factors (i.e. metacognitive advice,
aging and PM task type) influence intention offloading and whether metacognitive judgments about memory performance are crucial for strategically offloading decisions. A plausible path for pursing the answers to these questions could be to investigate the effects of other relevant cognitive processes such as avoiding cognitive effort, strategy perseveration or motivation through designing objective assessment for or manipulating these processes. Moreover, more evidence is needed to establish a theoretical account for the underlying mechanisms of strategic offloading decisions, which can help understand how various cognitive processes integrate with each other.

Given that offloading information to external devices may decrease the memory performance for the offloaded information, and improve memory performance for completing subsequent tasks, it will be necessary to find out how to avoid the influence from detrimental memory consequences and amplify beneficial memory consequences. For example, using GPS may make it difficult for people to identify the routes they drove before, but allow people to find their way easier and focus on driving. It would be detrimental if people who consistently utilize GPS believe they can still recognise the routes without the help of GPS, or if people choose to rely GPS but it breaks down on the road. Further research could evaluate whether metacognitive intervention could rectify the erroneous metacognitive judgments triggered by offloading or distinguish tasks that should not be offloaded.

Because of today's close integration of technology into everyday life, these insights in offloading decisions, and the cognitive consequences of using offloading strategies, can help explore better advancement in this digital environment. First, digital applications could provide metacognitive intervention through devices that
record and feedback the outcomes of previous retrospective or prospective memory tasks. Also, our knowledge about offloading strategies could be incorporated into new applications. For example, devices can provide reinforcements to prevent older people from not setting enough reminders to compensate memory decline. Furthermore, devices need to be designed with the goal of making it easier for older adults to learn how to set reminders.

### 6.8 Conclusions

The current thesis derives the following insights from the behavioural and fMRI experiments. The results suggest that:

1) People do not always offload intentions optimally, and they adjust intention offloading based on the modification of metacognitive judgements about unaided memory, and cognitive load in both event-based, and time-based PM tasks.
2) Intrinsic (i.e. aging processes) and extrinsic (i.e. metacognitive intervention) factors impact cognitive offloading through affecting underlying cognitive processes such as metacognition.
3) Brain activation triggered by offloading is more similar to directed forgetting relative to remembering, suggesting the resemblance of cognitive processes between cognitive offloading and directed forgetting.
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